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1 Summary 
 

Gene expression oscillations can act as fundamental time-keeping mechanisms to instruct 

developmental events temporally and spatially. The present work investigates such a 

developmental oscillator in C. elegans that encompasses thousands of oscillating transcripts. The 

regulation of these transcript oscillations and their functional relevance for development remained 

elusive. In this thesis, I present insights into the general oscillator characteristics, the regulation of 

oscillating genes and the contribution of oscillatory gene expression to physiological outcomes.   

Using a temporally highly resolved RNA sequencing time course covering all C. elegans larval 

stages (L1-L4) and early adulthood in combination with single worm microscopy studies, we 

characterize oscillatory gene expression in detail and provide evidence that oscillations peak once 

per larval stage and are synchronized with the molting cycle. Consequently, we propose oscillatory 

gene expression and larval development to be coupled. Furthermore, oscillations are arrested (i.e. 

absent) temporarily in freshly hatched L1 larvae and worms released from dauer arrest, and 

permanently in adults. The particular oscillator phase at which we observe the arrested oscillator 

corresponds to the oscillator phase detected around the molt exit. Given that developmental 

checkpoints have been reported around the time of molt exit we propose the C. elegans oscillator 

to constitute a developmental clock supporting a checkpoint function.  

Investigations on the mechanisms leading to rhythmic transcript abundance by RNA polymerase 

II ChIP-sequencing and transcriptional reporter studies revealed that transcription is mainly 

responsible for oscillating transcript levels. Together with the fact that oscillatory gene expression 

is coupled to development, transcription factors were of particular interest in this thesis. We 

characterize BLMP-1, an oscillating transcription factor that was shown to alter developmental 

timing. We provide evidence that BLMP-1 acts to regulate the duration of molts, is required for 

cuticle integrity and acts as a coupling factor to synchronize a group of oscillating genes with the 

remaining oscillating genes and development. Furthermore, we could show epistatic behavior of 

blmp-1 with dre-1, an oscillating E3 ubiquitin ligase that degrades BLMP-1 protein. These 

observations shed light on the regulatory network underlying the C. elegans developmental 

oscillator and are important to understand its architecture and physiological impact.  
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1 Introduction 
 

1.1 Biological Oscillators 

Oscillating systems are characterized by one or multiple variables periodically fluctuating away 

from an equilibrium state in time. The oscillation of a variable can be defined by (i) the amplitude, 

which indicates the maximum value away from the equilibrium over time, (ii) the period, 

indicating how much time it takes to complete one full oscillation and (iii) the peak phase which 

describes the time at which the variable is at its maximum value. The oscillation can be 

characterized at each time point within one period by its phase, ranging from 0 to 2π or from 0° to 

360° equivalently, depending on the definition (Fig 1.1). 

 

Fig 1.1: Mathematical description of an oscillation 

An oscillation can be described by its amplitude, its period and its phase. The phase is displayed in color 

ranging from 0 to 2π. The peak phase is indicated specifically at the peak of the oscillation. 

 

Oscillations are a common feature in biology and serve many different purposes (Kruse and 

Jülicher, 2005). The following examples serve to illustrate the diversity of oscillator functions. 

Sound (the vibration of air pressure) perception is possible through specific hair cells in the inner 

ear which transduce the vibrations from sound into nerve impulses (Dobie and Van Hemel, 2004). 

Circadian rhythms that are found in almost all species on earth are the output of circadian clocks 

that serve to synchronize the behavior of organisms with the periodically changing external 

environment. In the bacterium Escherichia coli, oscillations of the Min proteins perpendicularly 
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to its long axis lead to the formation of the Z-ring in the middle of the bacterium, which thus 

initiates the cell division in the middle of the bacterium (Raskin and De Boer, 1999). Furthermore, 

oscillations of signaling molecules can be used to encode or decode biological information (Purvis 

and Lahav, 2013). A change in dynamics, e.g switching between continuous and oscillating, can 

lead to a different response in cellular behavior, as observed for p53. Two different stimuli, γ-

irradiation and UV radiation, lead to p53 pulses and prolonged signaling respectively. Upon p53 

pulses, cells arrest the cell cycle, whereas prolonged p53 signaling leads to apoptosis (Purvis et 

al., 2012).  

Developmental timing needs to be tightly controlled spatially as well as temporally, which 

represents a regulatory challenge for organisms. Oscillating systems have been proven to be useful 

to provide such tight control, thus nature has taken advantage of these systems to orchestrate 

developmental timing. For example, the lateral root branching in Arabidopsis is instructed by 

oscillating gene expression at the root tip (McCleery et al., 2017). One of the most studied 

developmental timers is called the segmentation clock which ensures the proper timing of somite 

formation during embryogenesis in vertebrates.  

The mechanisms of oscillatory signal generation are of great interest to research but still not fully 

understood. In general, oscillating systems consist of an input, the oscillator, and an output. Three 

oscillating systems will be discussed in further detail below: the well-characterized circadian clock 

and the segmentation clock, as well as the Arabidopsis root branching clock.  

1.1.1 Circadian rhythm 

The roughly 24 hour circadian (“circa diem” = about one day) rhythms represent autonomous 

oscillators that are the output of the circadian clock and regulate the adaptation and anticipation of 

an organism to the periodically changing environment such as the day-night cycle. These rhythms 

have been studied since the first indication for a “programmed” biological clock in 1729 when the 

astronomer Jean-Jacques d’Ortous de Mairan discovered that the plant Mimosa pudica 

rhythmically folded and unfolded its leaflets even without a periodic light trigger. Hence d’Ortous 

de Mairan proposed an active regulation of leaflet folding rather than a mere passive response to 

light (“De Mairan, JJ. D’Ortous. Observation botanique, 1729” as reviewed in Vitaterna, 

Takahashi, and Turek 2001). Since then, circadian rhythms have been heavily investigated and 

researchers have agreed on a number of features that generalize circadian systems. Some of the 
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most important features include: 1) the period of the rhythm is approximately the length of one 

day on earth, 2) the rhythm is usually cell-autonomous, 3) the rhythm is temperature-compensated, 

meaning its period is not dependent on the temperature in the environment, 4) the rhythm can be 

entrained by a limited range of input frequencies (reviewed in Pittendrigh 1960). External rhythmic 

inputs such as light, food or temperature can influence and (re-)set the peak phase of the rhythm 

to match the local time, which is why they are also called “Zeitgeber” (“time-giver”) (Aschoff, 

1960; Hattar et al., 2002; Lucas et al., 2003; Menaker, 2003). Thus they synchronize the internal 

clock with the rhythmic environment. An unsynchronized clock can lead to physiological 

impairments such as cardiovascular issues (reviewed in Crnko et al. 2019), sleep disorders (Kim 

et al., 2013b), psychiatric disorders (Lamont et al., 2007) and affect metabolic health (Li et al., 

2012).  

In mammals, the mechanism generating circadian rhythms consists of auto-regulatory 

transcription-translation feedback loops with the core clock genes BMAL1 and CLOCK 

(activators), and PER1/2/3, CRY1/2 (repressors). This rhythm is cell-autonomous and runs in all 

major organ systems and tissues. Nevertheless, the individual peripheral rhythms are synchronized 

through a specialized hypothalamic structure, the suprachiasmatic nucleus (SCN) which represents 

the master circadian pacemaker (Welsh et al., 2010).  

In order to generate circadian oscillations, post-transcriptional steps, such as splicing (reviewed in 

Cui, Xu, and Wang 2014; Foley et al. 2019; Bélanger, Picard, and Cermakian 2006), 

transcriptional termination (Padmanabhan et al., 2012), RNA degradation (So, 1997; Woo et al., 

2009), translation (Jouffe et al., 2013; Kojima and Green, 2015; Reddy et al., 2006), and protein 

degradation (D’Alessandro et al., 2017; Hirano et al., 2017) contribute to circadian rhythms in the 

peripheral tissues (reviewed in Lim and Allada 2013; Kojima and Green 2015). Interestingly, the 

oscillating transcriptome and the peak phase distributions can vary drastically between peripheral 

tissues (Mavroudis et al., 2018), suggesting a tissue-specific aspect contributing to the rhythmic 

output of the circadian clock (Yeung et al., 2018). For the purpose of this thesis, I will focus on 

the transcriptional core mechanism as reviewed in Takahashi 2017; Panda, Hogenesch, and Kay 

2002, where BMAL1 and CLOCK form a heterodimeric complex and activate clock output genes 

as well as REV-ERBs (α and β) and PER1/2 and CRY1/2 expression through binding to specific 

promoter sequences called E-boxes (CACGTG). After translation, formation of heterodimers and 
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post-translational phosphorylation by the casein kinase 1 (CK1), PER1/2 and CRY1/2 translocate 

to the nucleus where the PER/CRY complex represses the transcription of clock output genes, rev-

erb and its own genes, per1/2/3 and cry1/2, by interacting with the BMAL1/CLOCK complex (Fig 

1.2A). Thus, transcript levels of per1/2/3 and cry1/2 decline rapidly and as the degradation rate of 

PER1/2 and CRY1/2 are relatively high due to ubiquitination by an E3 ubiquitin ligase, repression 

is relieved. This results in a new start of transcription of BMAL1 and CLOCK controlled genes. 

This represents a classic example of a negative feedback loop with a delay. As described above, 

the REV-ERBs are also activated by BMAL1 and CLOCK and repress the transcription of BMAL1 

by competing with the transcription factor retinoic acid-related orphan receptor (ROR). Due to the 

rhythmic activation of rev-erb transcription, a rhythm of BMAL1 expression is generated that is 

antiphase of CRY and PER. Together, these activators and repressors form a positive-feedback 

and negative feedback gene network motif, ultimately leading to the rhythmic output of clock-

controlled genes and thus controlling circadian behavior of the organism. 

 

Fig 1.2: Schematic representation of the circadian rhythm in mammals and flies 
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A, Mammalian representation of circadian rhythm where the heterodimer CLOCK/BMAL1 activates clock 

output genes as well as per and cry together with rev-erb, forming negative feedback loops important for 

generating the rhythmic behavior of the system. 

B, In flies, dCLK/CYC form a heterodimer that activates clock output genes as well as per, tim and vri to 

form negative feedbacks. 

The repressing factors (PER, CRY, and TIMELESS) are degraded which is illustrated as splintered 

proteins. Inspired from Panda et al., 2002; Patke et al., 2020; Takahashi, 2017. Figure created with 

Biorender.com 

 

In Drosophila melanogaster, circadian rhythms are established using very similar regulatory 

mechanisms as in mammals (Fig 1.2B). At the core of the feedback loop, period (per) and timeless 

(tim) form a negative feedback loop, repressing their own transcription. After translation, PER and 

TIM form a dimer which is also bound by the casein kinase I DOUBLETIME (DBT). As long as 

TIM levels are not high enough, unbound PER is actively degraded by DBT. After dimerization 

though, TIM is phosphorylated by the kinase SHAGGY (SGG), enabling and timing nuclear 

translocation of the PER/TIM/DBT complex. The nuclear PER/DBT complex represses the 

activity of the transcription factor heterodimer consisting of dCLOCK (dCLK) and CYCLE 

(CYC), which bind E-box promoter sequences present in the promoters of per, tim and output 

genes. DBT however can now, in the absence of TIM, phosphorylate PER further which leads to 

PER degradation. The absence of PER in the nucleus de-represses dCLK and CYC, which then 

activate transcription again and thus start a new cycle. The fact that TIM is degraded in response 

to light allows synchronizing (entrain) the rhythm to the light-dark cycle (Zeng et al., 1996). 

Similarly to the mammalian clock, a second feedback loop is present, consisting of Vrille (vri), 

which is transcriptionally activated by the heterodimer dCLK and CYC. VRI then transcriptionally 

represses dclk (Cyran et al., 2003; Patke et al., 2020). 

1.1.2 Segmentation Clock 

During vertebrate embryonic development, the anterior-posterior axis undergoes a segmentation 

process which leads to the formation of so-called somites. The somites give rise to multiple 

structures including muscles, nerves, blood vessels and vertebrae. Somites are bilaterally paired 

blocks of paraxial mesoderm that are formed rhythmically within the presomitic mesoderm (PSM) 

during somitogenesis. The number of somites as well as the time interval at which new somites 
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are formed can vary between species but is invariant within one individual species. Initial 

observation of the high regularity of somite formation suggested that this process is tightly 

regulated by an oscillating mechanism, which became known as the segmentation clock. The first 

discovery into the molecular architecture of the segmentation in chick embryo (Palmeirim et al., 

1997) led to a series of investigations concluding in the characterization of the key features of this 

rhythm which are reviewed in Hubaud and Pourquié 2014 and Webb and Oates 2016 and 

summarized here. First, gene expression starts in the tailbud and the PSM, second, a wave of gene 

expression travels through the PSM from posterior to anterior, third, the wave slows down towards 

the anterior of the PSM where the wave arrests, and fourth, new waves are initiated in the tailbud, 

starting consecutive rhythms. The Clock and Wavefront model (Cooke and Zeeman, 1976) has 

been the dominant model to explain the mechanism of rhythmic somite formation. The model 

states that the molecular clock located in the posterior PSM leads to rhythmic activation of several 

signaling pathways, including Notch, WNT and FGF (fibroblast growth factor). A signaling 

gradient called the wavefront travels from anterior to posterior along the PSM and converts the 

periodic signaling from the segmentation clock into the formation of somites as the periodic signal 

hits the wavefront. It was suggested that the interplay between the wavefront and the clock leads 

to a periodic abrupt change in cellular identity, also called “catastrophe”, initializing differentiation 

of these cells. However, this catastrophic event only happens when the wavefront hits oscillating 

cells in the PSM that are in the correct phase of the oscillation.  

This model implies that the segment length is determined by both the period of the oscillations and 

the speed of the wavefront. In mathematical terms, it can be summarized that  

𝑆 = 𝑣 ∗ 𝑇,  

where 𝑆 is the segment length, 𝑣  the velocity of the wavefront and 𝑇 the period of the oscillation. 

Furthermore, the total number of segments is determined by the duration of the segmentation 

process and the period of the oscillation, such that 

 𝑛 =  
𝑑

𝑇
 ,  

where 𝑛 is the number of segments, 𝑑 the duration of the segmentation process and 𝑇 the period 

of the oscillation.   
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Detailed investigations on the molecular oscillator of the segmentation clock further provided 

support for the clock and wavefront model, when oscillatory expression of the Notch effector gene 

HAIRY, a member of the HER transcription factor family, was detected in chicken embryos 

(Palmeirim et al., 1997). Importantly, the 90 minute period of HAIRY oscillation matches the time 

interval at which somites are formed in chicken. Oscillations of HES / HER family members have 

been detected in many other species, implying that these transcription factors are important factors 

in the segmentation clock. The HES / HER transcription factors encode a bHLH (basic helix-loop-

helix) DNA binding domain and can act as transcriptional repressors, repressing their own 

transcription. This negative feedback loop is responsible for the cyclic expression of HES / HER 

genes (Lewis, 2003) and it is believed that Notch and FGF signaling oscillations in the PSM 

depend on and are coupled with HES / HER transcriptional repressors (Imayoshi et al., 2013; Niwa 

et al., 2007). This rhythmic activation then leads to a wave of signaling activity traveling from the 

posterior to the anterior PSM until it clashes with the wavefront. The wavefront consists of FGF 

and WNT gradients with high levels in the posterior PSM and low levels in the anterior PSM 

together with a retinoic acid (RA) gradient in opposite direction (Niederreither et al., 1997; Rossant 

et al., 1991), forming a determination front. High levels of WNT and FGF render the cells 

insensitive to the segmentation clock thus only the very anterior cells with low FGF and WNT 

levels and increased RA levels can respond to signaling from the segmentation clock (Fig 1.3). 

High levels of RA together with the signaling from the segmentation clock then promote the 

formation of a new somite boundary through the induction of MESP gene expression. Further 

evidence for the biological relevance of the gradient stems from experiments where the gradient 

was shifted which resulted in abnormal somite sizes. 



Introduction  

Page | 14  
 

 

Fig 1.3: Schematic representation of the segmentation clock 

FGF, WNT and retinoic acid (RA) form gradients and specify the wavefront in the presomitic mesoderm 

which together with oscillatory signal from the segmentation clock (blue) initiates the formation of new 

segments. Inspired by Hubaud and Pourquié 2014. Figure created with Biorender.com 

 

1.2 Requirements for oscillations 

Certain features, such as negative autoregulation, time delays, non-linearity and balanced kinetic 

reaction rates favor sustained oscillations. In the following, I will summarize the importance of 

these features as described in Novák and Tyson 2008 in regard to oscillating system behavior by 

mostly introducing the concepts based on a system with one gene present.  

1.2.1 Negative autoregulation 

As illustrated in 1.2 with the examples of oscillating systems in biology, negative feedback loops, 

also called negative autoregulation (NAR) are a general building block in oscillating systems. A 
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negative feedback loop is characterized by the fact that the rate of production of a molecule is 

negatively influenced by the molecule itself or its downstream products (Fig 1.4A). Interestingly, 

all biochemical oscillators include NAR (Novák and Tyson, 2008), yet negative feedback alone is 

not sufficient to induce sustained oscillations. Before we explore the necessary requirements to 

generate oscillations from NAR, we take a closer look at the general system properties of a 

negative feedback loop regulation. The simplest form of NAR is a system with one component, 

called X, which induces repression of its own production. This mechanism is accompanied by two 

important features: a faster response time upon activation and lower sensitivity to noise in 

comparison to simple regulation (linear production, Fig 1.4A). These characteristics can be 

visualized in a plot where the (production and degradation) rate of X is plotted on the vertical axis 

and the concentration of X on the horizontal axis (Fig 1.4B).  

The formula for NAR, where we define the time derivative of the change of X as 

 
𝑑𝑋

𝑑𝑡
= 𝑓(𝑋) − 𝛼𝑋,  

consists of a non-linear function 𝑓(𝑋) for the production and a linear function 𝛼𝑋 for the 

degradation. A simple and often used function for 𝑓(𝑋) would for example be  

𝑓(𝑋) =
𝛽

1+(
𝑋

𝐾
)

𝑛  

where 𝐾 is the repression coefficient, 𝛽 the maximal production rate and 𝑛, the Hill coefficient, 

representing non-linearity in the regulation which is further discussed in section 1.2.3. We can 

analyze NAR by plotting the rate of protein X production and degradation in the same plot as in 

Fig 1.4B. As we can see from the formula, the degradation and production both depend on the 

concentration of X. A simple thought experiment reveals that for a negative feedback loops, the 

production rate is high whenever we have low amounts of X and it is low if high amounts of X are 

present (salmon line in Fig 1.4B). The opposite is true for the degradation rate, where we have 

high degradation rates for high amounts of X and vice versa. Fig 1.4B shows both production rate 

and degradation rate in the same plot and reveals that whenever we see the production rate being 

higher than the degradation rate, the net rate of X is positive and vice versa. Hence, if we start at 

low values, X will increase to eventually approach a point where 
dX

dt
= 0. The opposite is true for 

initial high levels, where X decreases and thus also approaches the same point. We thus consider 
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this special value of X a stable fixpoint because the net rate of X is zero (
dX

dt
= 0) and the system 

approaches the fixpoint from both sides (Fig 1.4B).  

In contrast, the mathematical formula for simple regulation (SR) is defined by  

𝑑𝑋

𝑑𝑡
= 𝛽 − 𝛼𝑋  

with 𝛽 representing the production rate and 𝛼 being the degradation rate. It becomes obvious from 

the comparison of SR and NAR in the plot for any 𝑋 < 𝑋𝑓𝑖𝑥𝑝𝑜𝑖𝑛𝑡, the difference between 

production and degradation rate is bigger for NAR than SR. This means that NAR progresses faster 

to the fixpoint compared to SR (Fig 1.4B) (Becskel and Serrano, 2000).  

Accordingly, the NAR is less sensitive to noise as we see in Fig 1.4C. Any perturbation away from 

the fixpoint will move towards the fixpoint again very quickly in the case of NAR. This process 

happens much slower in SR, which results in a broader distribution at a given time point in a 

population (Fig 1.4C). Variations in the degradation rate 𝛼 also lead to a big variation in the 

fixpoint level of SR whereas, in NAR, this variation is much smaller (Fig 1.4D, E). 
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Fig 1.4: Negative feedback reaches fixpoint levels fast and is less sensitive to noise compared to simple 

regulation 

A, Simple regulation (SR) and negative autoregulation (NAR) graphs with their mathematical description 

on the right. 

B, Schematic rate plot of NAR in salmon and SR in grey. The arrows indicate the difference between 

production and degradation rate. For any value of X, the arrows are bigger for NAR as compared to SR, 

indicating that the NAR approaches the fixpoint faster than SR. The fixpoint occurs where the rate of 

production equals the rate of degradation and is indicated as a dot.  

C, Any perturbation away from the fixpoint will be reversed faster for the NAR than SR, thus the variation 

of observed instantaneous levels of X will be lower for NAR than SR. 

D, E, Variations in degradation rates (D) cause a much bigger variation in observable levels of X in the 

case of SR as compared to NAR (E). 
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Based on Becskel and Serrano 2000; Alon 2007. Figure created with Biorender.com 

 

As already mentioned, the negative autoregulation system is well suited to obtain a level of 

component X with a fast response time upon gene activation (Alon, 2007) and it is required, but 

not sufficient to generate oscillations (Alon, 2007; Novák and Tyson, 2008). In order to oscillate, 

additional features need to be incorporated into the system, which I will discuss below. 

1.2.2 Time delay 

In order to generate oscillations in a system with negative autoregulation, time delays have to be 

incorporated in the system, e.g. the repression of X depends on the amount of X that was present 

at a certain time ( 𝑡 − 𝜏) before the present (Mackey and Glass, 1977). As a consequence, 

overshoots and undershoots in the production rate of X occur, causing rhythmic dynamics. It is to 

note, however, that the amount of time delay is critical, with values below a given threshold being 

insufficient to generate oscillations (Ferrell et al., 2011; Stricker et al., 2008). To visualize this 

example more intuitively we imagine a freezer that needs to cool down inside temperatures. To 

fulfill this task, a built-in sensor measures temperature with a certain time interval to signal the 

freezer to cool down in case of temperatures above the desired one. In such a situation, the freezer 

will start lowering the temperature to go below the desired threshold (undershooting), but since 

the sensor measures only after a certain interval (time delay) again, the freezer keeps lowering the 

temperature until the new measurement which now indicates that the temperature is low enough 

and the freezer can stop cooling. After a while temperature increases again, overshooting the 

threshold due to the same time delay as for the undershooting of measurement and thus the cycle 

starts anew.  

One way of introducing time delays in a biochemical system is by adding an additional component 

in the feedback loop (Alon, 2007; Griffith, 1968; Lewis, 2003). As an example of a simple 

biological example with one gene, we can consider a system with 4 components: nuclear mRNA, 

cytoplasmic mRNA, cytoplasmic protein and nuclear protein. In this example, transcription, 

splicing, transport, translation, nuclear export and import of the various components lead to time 

delays that are sufficient for generating sustained oscillations. As these time delays are usually 

small, they lead to periods of around 30 minutes which is in agreement with the observed zebrafish 

somite oscillations (Lewis, 2003). However, the achievement of longer periods of around 90 – 120 
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minutes as observed in mouse and chick somitogenesis requires adaptations of the model (Lewis, 

2003). Even longer periods as in the case of circadian oscillations require additional time delay 

which is achieved through post-translational modifications such as phosphorylation (Gallego and 

Virshup, 2007).  

Furthermore, an additional strategy to obtain a delay in the system is by adding a positive feedback 

loop on the first component in the system, which is known to slow down its response time 

compared to simple and negative regulation (Alon, 2007). This particular example is known as 

relaxation oscillator and characterized by sustained robust oscillations and tunable frequencies 

with stable amplitudes over a large frequency range (Fig 1.5E) (Tsai et al., 2008). Furthermore, 

this oscillator is characterized by bi-stability or hysteresis, where the levels of system components 

switch between high and low but intermediate levels are not observed.  
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Fig 1.5: Network motifs and their dynamics 

Different network topologies are represented on the left with a short description of the properties in the 

middle and the resulting dynamics on the right. The arrows represent activation, T ending lines represent 

repression and lines with a dot represent either activation or repression. Adapted from (Novák and Tyson, 

2008). Figure created with Biorender.com 

A, One component negative feedback without time delay reaches the fixpoint quickly. 

B, One component negative feedback including explicit time delay can result in oscillations over time. 

C, Two-component negative feedback with insufficient time delay leads to damped oscillations. 

D, Multiple component negative feedback generating sufficiently long time delays can result in sustained 

oscillations. 
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E, The relaxation oscillator. Adding positive feedback in a two-component negative feedback loop leads to 

additional time delay and bi-stability behavior which results in sustained robust oscillations with tunable 

frequencies and stable amplitudes. 

 

1.2.3 Non-linearity 

The third important feature favoring oscillations is the non-linearity of the kinetic laws. To obtain 

an intuitive understanding of this feature we imagine the freezer example from 1.4.2 again. Strong 

non-linearity in this system would arise if the freezer could respond to the measured inside 

temperature only by either cooling with maximum power or not at all, depending on whether the 

inside temperature is above or below the desired temperature, respectively. Together with time 

delays, non-linearity favors over- and undershoots of the system and thus oscillations in general. 

Indeed, mathematically, it was shown that increasing non-linearity in the systems favors 

oscillations (Novák and Tyson, 2008). Biochemically, non-linearity can arise via multiple means 

(Novák and Tyson, 2008) such as 1) the necessity of transcription factor oligomers to either 

activate or repress gene expression, 2) cooperativity and allostery, 3) multistep phosphorylation of 

transcription factors only activating transcription after all phosphorylation sites are phosphorylated 

and 4) stoichiometric inhibition of the transcription factor where the transcription factor increases 

in response to a signal. As soon as the transcription factor reaches a higher concentration than the 

inhibitor, free and uninhibited transcription factor proteins can accumulate, resulting in a sigmoidal 

non-linear curve of “free” (active) transcription factor in response to the signal (Novák and Tyson, 

2008).  

1.2.4 Balanced reaction rates 

The last feature to enable sustained oscillations is that the rates of involved processes need to be 

balanced. For example, in the case of the repressing component showing too high degradation rates 

in comparison to production rates, it might not be able to accumulate enough to fulfill its repressing 

role, and thus oscillations would be impossible.  

Another example is that the time scale of degradation of the repressing component must be 

appropriately balanced with the time delay as with too slow or too fast degradation, repression 

could either not be released properly or would not emerge at all, respectively.  
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In summary, oscillating biochemical systems are characterized by four important features: they are 

composed of negative feedback loops with sufficient time delay. The kinetic laws of the 

interactions need to show sufficient non-linear behavior and the production and degradation need 

to occur on appropriate time scales. 

1.3 Bifurcations and their analyses 
 

We have seen how oscillations are generated on the molecular level. However, apart from 

oscillations, there are many other dynamic behaviors, such as stable expression over time or 

decline of mRNA or protein over time. Upon system parameter changes, a system can undergo a 

qualitative change from one behavior to another. This transition is referred to as “bifurcation” of 

the system and bifurcation theory provides useful tools to investigate these qualitative changes. 

Depending on the network and how the parameter influences it, there are different bifurcations 

possible. In order to investigate bifurcations, we use the same visual representation as shown in 

Fig 1.6, where we plot the rate of X depending on the amount of X present.  

Covering all possible bifurcations in detail would be beyond the scope of this thesis which is why 

I will focus on a one-dimensional example to introduce the reader to the topic and then discuss the 

system properties of (higher dimensional) bifurcations that are relevant for this work. 

In order to facilitate calculations, many problems of the same type can be written in a simplified 

version, which is called the normal form. For example, a system where  

𝑑𝑋

𝑑𝑡
= 𝑒−𝑥 − (𝑟 − 𝑥)  

with the degradation rate of X described by 𝑟 − 𝑥 and the production rate by 𝑒−𝑥 can be simplified 

to the normal form  

𝑑𝑋

𝑑𝑡
= 𝑟 + 𝑋2.  

This equation is the normal form for saddle node bifurcations, in which the so-called bifurcation 

parameter r allows to change the system’s behavior and in the case of saddle node bifurcation leads 

to creation and destruction of fixpoints. As represented in Fig 1.6, for 𝑟 > 0, there is no fixpoint 

present as the production rate never reaches 0. If 𝑟 < 0 we can observe two different fixpoints, 

one of which is a stable and the other an unstable fixpoint. 𝑟 = 0 results in an intermediate situation 
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with a half stable fixpoint, which is characterized by the system approaching the half stable fixpoint 

from one side but being repelled on the other side of the fixpoint (Strogatz 2015, chapter 2).   

 

Fig 1.6: Saddle node bifurcation is characterized by the appearance or annihilation of fixpoints 

In the example of dx/dt = r + X2, changing the bifurcation parameter r from positive to negative values 

leads to the appearance of two fixpoints, one of which is stable (black dot) and the other unstable (white 

dot). The special case where r = 0, results in one half-stable fixpoint, indicated with a half-filled point. 

The rate of change in X is either positive (blue areas) or negative (red area) which leads to either an 

increase or a decrease in X as illustrated in red arrows. Inspired by Strogatz 2015. Figure created with 

Biorender.com 

 

As we can see in the saddle node example, fixpoints can either emerge or they annihilate each 

other by changing the parameter r. Apart from the saddle node bifurcation, pitchfork and 

transcritical bifurcations exist in one-dimensional systems. Pitchfork bifurcations are characterized 

by a fixpoint that changes its stability while two new fixpoints emerge at the same time, while in 

a transcritical bifurcation, two fixpoints change their stability (Strogatz 2015, chapter 3).  

With increasing numbers of dimensions to at least 2 or higher, the possible system behaviors and 

bifurcations increase. To visualize the system behavior of a two-dimensional system in the way 

we did above for the one-dimensional case, we now plot the amounts of the individual components, 

X and Y on the x and y axis. The rates of change are then visualized as arrows that start from any 

point P1(X1, Y1) and extend depending on the rates of X and Y as shown in Fig 1.7A towards 
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P2(X2, Y2). Interestingly this already implies that additional behaviors such as sustained 

oscillations can exist (Fig 1.7 B). In this special case, the arrows form a circle representing a so-

called closed orbit, which is characteristic of systems that show oscillatory behavior. In the special 

case where neighboring trajectories spiral towards or away from the closed orbit, we refer to the 

closed orbit as a stable or unstable limit cycle respectively (Strogatz 2015, chapter 7). 

For our purposes, the two most important bifurcations form stationary to oscillatory and vice versa 

in two dimensions are the supercritical Hopf (supH) bifurcation and the saddle node on invariant 

cycle (SNIC) bifurcation. Both bifurcations allow a system to switch between oscillatory and 

stationary behavior upon changing a bifurcation parameter. In the case of a supH, a stable fixpoint 

attracting all trajectories changes stability in response to changes in the bifurcation parameter. 

After the change in stability, the trajectories approach a newly formed limit cycle around an 

unstable fixpoint (Fig 1.7C). The SNIC however, similar to its one-dimensional equivalent, 

bifurcates by annihilation or emergence of a stable and an unstable fixpoint via the formation of a 

temporary half-stable point at the threshold of the bifurcation parameter (Fig 1.7D). Importantly, 

the unstable and stable fixpoints appear or disappear on a closed orbit, thus the removal initiates 

sustained oscillations on a limit cycle whereas the creation of these fixpoints leads to an arrest of 

the oscillations. 

The specific characteristics of how oscillations start and end in proximity to the bifurcation point 

depends on the type of bifurcation. In particular, during a supH bifurcation oscillations emerge 

and disappear with a non-zero, constant period and an amplitude increase or decrease respectively, 

depending on the distance from the bifurcation point (Fig 1.7E). In contrast, the SNIC bifurcation 

displays constant amplitudes with increasing periods closer to the bifurcation point (Fig 1.7F) 

(Izhikevich, 2000; Luisa et al., 2017). An additional important feature distinguishing the two above 

mentioned bifurcations is that supH acts as a resonator, responding to certain input frequencies 

whereas the SNIC acts as an integrator, responding to the sum of the input signal (Conrad et al., 

2008). 
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Fig 1.7: System behavior in two dimensions 

Figure created with Biorender.com 

A, Both components X and Y can change in time in a two-dimensional system. This can be visualized on a 

plot displaying the levels of X and Y in a two-dimensional coordinate system together with arrows pointing 

into the direction of the rate of and Y, forming a trajectory from the point P(X1, Y1) to the point P(X2, Y2).  

B, Sustained oscillations can emerge when the trajectories form a closed orbit. In the case where all 

neighboring trajectories spiral away or towards the closed orbit, we call the closed orbit a limit cycle. 

C, The supercritical Hopf (supH) bifurcation is characterized by a change of stability in the fixpoint and 

the emergence or disappearance of a limit cycle upon a bifurcation parameter change.  

D, In the saddle node on invariant cycle (SNIC) bifurcation, two fixpoints are either annihilated or emerge 

and a limit cycle forms or is destroyed, depending on a bifurcation parameter. 
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E, Oscillations emerge or disappear with increasing or decreasing amplitudes respectively and a stable 

period in a supH bifurcation. 

F, The SNIC bifurcation is characterized by stable amplitudes but changing period length during bifurcation from the 

stationary to the oscillating state and vice versa. 

 

As discussed above, the knowledge of amplitudes, periods and phases over time are essential for 

bifurcation analyses. Acquiring this information requires a more sophisticated analysis than just a 

normal fit of the data to an oscillating signal such as a cosine or a sine. Different techniques have 

been used in the past to analyze these so-called instantaneous amplitudes, periods and phases, the 

best known are the Hilbert transform (Gabor, 1946) and the Wavelet transform (Mallat, 1999). 

These methods allow the calculation of the instantaneous amplitude, period and phase of an 

oscillation at each observed time point and hence, changes of these features can be captured 

quantitatively. While these methods represent at least in mathematical terms equivalent approaches 

(Bruns, 2004), the facts that we already obtained data using the Hilbert transform and that we could 

detect a slightly better time resolution using Hilbert transform in comparison to the Wavelet 

transform, led us to settle on Hilbert transform for this thesis. One drawback of the Hilbert 

transform, however, is its sensitivity to noise (Huang et al., 1998). This is why in all our signal 

analyses we filter the signal first by using a butterworth filter (Stephen Butterworth, 1930) to 

reduce high-frequency noise such that the following analysis via Hilbert transform is more robust 

(see also Meeuse et al., 2019). 

1.4 Perturbations of oscillating systems 
 

Even though we can simulate the behavior of oscillatory systems in isolation, this situation is 

barely reflecting the natural environment these systems face in the real world. In nature, systems 

from the molecular up to organism scales interact with each other or are subjected to perturbations 

that occur in the environment. The effect of a perturbation on an oscillating system can depend on 

the oscillator phase at which the perturbation is applied. Experimentally, a typical procedure would 

consist of assessing the phase of the oscillator, perturb the system at a desired oscillator phase 

followed by reassessing the oscillator phase after the perturbation. Assessment of the effect for the 

full range of oscillator phases will lead to so-called phase response curves where the effect size 

(e.g. phase shift) is shown for all the different oscillator phases at which the perturbation was 
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applied. Normally, the phase shift resulting from a perturbation is measured after several cycles as 

the system might need time to fully recover from the perturbation.  

Generally, a simple phase-only model in which the full complexity of the oscillation is reduced to 

a single instantaneous phase variable that describes the progression through the cycle, responds to 

a perturbation with a certain phase shift independently of when the perturbation is applied. 

However, the more frequent behavior seen in phase response curves is that the phase shift varies 

depending on the oscillator phase. An excellent example can be given by the circadian rhythm 

entrainment by light, which can be interpreted as a periodic perturbation that feeds into the system. 

The normal light impulse during the day is mainly responsible to fine-tune the circadian rhythm 

and to synchronize it with the duration of one earth rotation around its axis. However, a strong 

phase shift to the light impulse happens when light is perceived during the nights, as it occurs when 

we fly to a different time zone, resulting in the adjustment of the circadian rhythm to the shifted 

day and night cycle by progressively either delaying or advancing the phase over a certain time 

period until the circadian rhythm is again synchronized with the day-night cycle (Vitaterna et al., 

2001). 

1.5 Synchronization of coupled oscillators 
 

Instead of an input like the light pulse from the sun during the day, we can also imagine two 

oscillators influencing each other by triggering phase responses in each other. Considering both 

oscillators are oscillating with appropriate frequencies within a certain range to affect each other, 

they can synchronize their rhythm by adjusting their individual angular speed according to one 

another. This, however, can only occur if these oscillators can “sense” each other, e.g. they are 

coupled. The coupling can, for example, be mechanical as in the case of oscillating masses 

connected by a spring or by signaling in genetic oscillators. In general, it leads to a reduction of 

the phase difference of the two oscillators over time until their periodic behavior is in synchrony. 

The first investigation of synchronization was by the physicist Cristiaan Huyens, who described 

the synchronization of a pair of pendulum clocks that were hanging on a common support. Arthur 

Winfree was one of the first to describe this phenomenon using a reductionist approach in which 

he described each oscillator in the system by a single phase variable only, allowing to draw general 

conclusions for the synchronization of oscillator behavior (Winfree, 1967). Each oscillator in the 

system could emit a pulse and thus perturb the phase velocity of all other oscillators. To 
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mathematically investigate synchronization, it is necessary to know both the phase response curves 

and the shape of the pulses, and Winfree could show that a completely disordered system of 

oscillators is able to synchronize oscillatory behavior (Winfree, 1967, 1980).  

Synchronization of cellular oscillators is important and unsynchronized oscillators can lead to 

detrimental consequences on the phenotype. In the zebrafish segmentation clock, autonomous 

oscillators of neighboring cells are coupled via intercellular Delta-Notch signaling (Jiang et al., 

2000) and reduced coupling has been shown to lead to unsynchronized cell oscillations (Riedel-

Kruse et al., 2007), increased period and misregulated segment length (Herrgen et al., 2010). In 

order to shed light on the molecular design principles on how the coupling of individual oscillators 

is achieved, Kim et al. 2010 investigated multiple architectures and found that the coupling of 

biological oscillators is usually achieved through positive feedback. This positive feedback can 

occur via either double-positive or double-negative interactions of the coupling agent with the two 

oscillator it needs to synchronize (Kim et al., 2010), with double-positive interaction being 

advantageous for stable periods and amplitudes of coupled oscillators with a short time delay while 

double-negative interactions are less sensitive to differences in the coupling strengths (Kim et al., 

2010).  

1.6 The model organism Caenorhabditis elegans 

Oscillating systems have been studied in a variety of organisms. In this work, we investigate a 

developmental oscillator that acts in the larval development of the nematode Caenorhabditis 

elegans (C. elegans). I will first introduce the model organism C. elegans, its development and the 

timing thereof, followed by a general introduction on transcription and transcriptional regulation 

in order to prepare the reader for the C. elegans developmental oscillator. 

1.6.1 C. elegans  

The nematode C. elegans is a small roundworm that feeds on bacteria that grow on rotting organic 

material. In the lab, C. elegans is cultured on agar petri dishes containing Escherichia coli bacteria 

(OP50). Its small size ranging from 0.25mm as newly hatched larvae up to 1mm long adult worms, 

the relatively fast life cycle and the existence of self-fertilizing hermaphrodites make it an 

attractive organism in multiple fields of studies (Corsi et al., 2015). Additionally, C. elegans is 

transparent, a characteristic that has been exploited extensively by the pioneer John Sulston to 
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investigate cell ancestries in C. elegans, finally culminating in the exhaustive description of the 

invariant cell lineage during C. elegans development (Sulston and Horvitz, 1977; Sulston et al., 

1983). After embryonic development, C. elegans develops through four larval stages (L1, L2, L3 

and L4) until it reaches adulthood after roughly 2.5 days at 25°C. An adult hermaphrodite consists 

of 959 somatic nuclei, each contributing to a defined tissue such as epidermis, muscle, digestive 

system, nervous system and reproductive tissues. 

Worms facing unfavorable conditions during larval development such as limited food, crowding 

or high temperature have the ability to form so-called dauer stage larvae, an optional L3 stage that 

exists parallel to the normal development (Cassada and Russell, 1975; Golden and Riddle, 1984). 

Worms respond differently to starvation depending on the developmental stage at which they 

experience starvation. Starvation right after hatching results in L1 worms that arrest development 

and manage to survive as such for a limited time period (Johnson et al., 1984; Muñoz and Riddle, 

2003). Starvation as well as crowding in L1 results in the formation of dauer diapause animals, an 

alternative L3 stage in which worms are resistant to starvation up to months (Cassada and Russell, 

1975; Golden and Riddle, 1984). If food becomes available during the dauer diapause, worms are 

able to resume development and molt into an L4 stage. Besides these two dramatic forms of 

starvation responses, it has been shown that if worms experience starvation after the first larval 

stage, they are able to arrest at specific developmental “checkpoints” (Schindler et al., 2014). C. 

elegans might need to induce a specific gene expression to arrest at such checkpoints and survive 

the starvation period. The identity of such a specific gene expression state and to which extent 

oscillatory gene expression is involved in the regulation of these checkpoints remains to be 

determined however. 

1.6.2 C. elegans larval development and its timing 

At the end of each of the four larval stages, worms undergo molting, characterized by a sleep-like 

period of inactivity, called lethargus.  

The repetitive molting process in which worms synthesize a new exoskeleton (termed the cuticle) 

and shed the old one is summarized in the following section 1.6.2.1. Importantly, the repetitive 

production and shedding of the cuticle have to be precisely regulated in a rhythmic manner and 

coordinated in time with the linear development of the worms, which is regulated by the 

heterochronic pathway. The heterochronic pathway consists of a cascade of miRNAs and mRNAs 
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responsible for consecutive induction of stage-specific gene expression programs that lead to the 

progression of development through successive larval stages (Ambros and Horvitz, 1984). This 

pathway and its components were elucidated by mutation experiments where the heterochronic 

genes mutants showed aberrant timing, with either precocious or retarded development, meaning 

these mutants executed developmental events either too early or too late relative to wild-type 

worms (Ambros and Horvitz, 1984). It is likely that C. elegans larval development requires a 

controlled interaction between rhythmic and linear regulatory processes to ensure synchronized 

molting in regard to the linear development. I will introduce molting in C. elegans, followed by its 

temporal regulation and its interaction with the linear development. 

1.6.2.1 Molting in C. elegans 
 

The molt and lethargus 

As mentioned above, molting refers to the process during which C. elegans replaces an existing 

flexible collagenous cuticle with a new and bigger one. Interestingly, all nematode species undergo 

four larval molts. Molts can be characterized by a sequence of events starting with the lethargus, 

characterized by a reduction of feeding behavior and locomotion (Raizen et al., 2008). Lethargic 

behavior is thought to be mediated by high activity of the RIS neuron at the beginning of lethargus 

(Bringmann, 2011; Turek et al., 2015) and secretion of the neuropeptide FLP-11. Additionally, the 

RIA neuron is also involved in regulating both lethargus induction via the neuropeptide NLP-22 

and resumption of locomotion after lethargus by a yet unknown mechanism (Nelson et al., 2013).  

Even though we refer to lethargus as a quiescent state, worms do show bouts of activity during 

lethargus which last from 2 to 100 seconds (Iwanir et al., 2013). During lethargus, the old cuticle 

is cleaved off the epidermis in a process termed apolysis followed by synthesis of the new cuticle. 

Finally, worms exit lethargus and escape from the cuticle, a process known as ecdysis (Singh, 

1978).  

Apolysis and ecdysis 

As the cuticle is attached to the underlying epidermis, it needs to be released before a new cuticle 

can be built. This process is known as apolysis. Reductases such as TRXR-1 and GSR-1 

presumably play a specific role in apolysis by reducing the disulfide bonds between collagens in 

the cuticle, thus promoting the removal of the old cuticle (Stenvall et al., 2011). Additionally, 
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putative protease inhibitors such as the MLT-11 are also involved in the regulation of apolysis and 

they are specifically expressed in the intermolts, preventing precocious cleavage of the cuticle by 

proteases (Frand et al., 2005). Following apolysis, the new cuticle is synthesized after which the 

old cuticle is released in a process called ecdysis. The molecular process of ecdysis is still under 

investigation but two metalloproteases, NAS-36 and NAS-37, as well as the Z-like cysteine 

protease CPZ-1, are known to be required to degrade the old cuticle (Davis et al., 2004; Hashmi et 

al., 2004).  

1.6.2.2 The cuticle and its structural components 
 

The cuticle is an exoskeletal structure that is mainly responsible for the protection of the worm 

from environmental and mechanical stress. The synthesis of the new cuticle is achieved by the 

secretion of cuticular components from the apical membranes of the hypodermis and the old cuticle 

is partially recycled by endocytic processes. The hypodermal cells have a high transcriptional 

potential due to endoreplication of their DNA content, thus allowing them to quickly provide 

components for the new cuticle. The cuticle consists mainly of collagens, Glycine-X-Y tripeptide 

repeat proteins, where X is frequently represented by proline and Y by hydroxyproline. Over 170 

collagen genes have been identified, of which 21 result in specific phenotypes when mutated such 

as DumPY (Dpy), ROLler (Rol), BLIster (Bli), SQuaT (Sqt), Ray AbnorMal (Ram) and LONg 

(Lon) (Page and Johnstone, 2007). In addition to collagen, other components of the cuticle are 

cuticlins as well as lipids which are located in the epicuticle. The composition of the cuticle is 

similar across larval stages, however, L1, dauer diapause and adult worms contain a specialized 

structure termed alae along the anterior-posterior axis (Cox et al., 1981; Johnstone, 2000). 

Additionally, the cuticle is attached to muscles via dense bodies to transmit force onto the cuticle 

which allows worms to move forward. Movement is achieved by the friction of the cuticle with 

the surface on which the worms are moving and it is hypothesized that specialized circumferential 

ridges on the cuticle termed annuli allow for flexibility of the cuticle during movement (Shaw et 

al., 2018). 

In addition to the external cuticle, internal cuticular structures can be found in the buccal cavity, 

the pharynx, rectum, vulva, excretory duct and excretory pore in C. elegans (Lažetić and Fay, 

2017). These internal cuticles consist mainly of collagens with the exception of the pharyngeal 

cuticle which contains chitin, resulting in a more rigid structure. This fact prevents the pharynx 



Introduction  

Page | 32  
 

from growing continuously, hence it grows periodically by reconstitution of a new, bigger pharynx 

during the molts when the old cuticle is released (Knight et al., 2002).  

1.6.2.3 Timing of the molt 
 

Proper timing of cuticular components and signaling molecules are necessary for molting, and 

multiple pathways are implicated in their regulation. Hence it is not surprising that a genome-wide 

RNAi screen has identified 159 genes involved in the molting process (Frand et al., 2005). Two 

important regulators of molting are the nuclear hormone receptors NHR-23 and NHR-25 

(Gissendanner and Sluder, 2000; Kostrouchova et al., 1998). Interestingly, these genes encode 

homologs of DHR-3 and FTZ-F1 in drosophila and RORα and SF1 in humans respectively. DHR-

3 and FTZ-F1 are both implicated in the ecdysone response in Drosophila melanogaster to induce 

stage-specific responses such as pre-pupal to pupal transition or larval metamorphosis ((Broadus 

et al., 1999; Lam et al., 1999; Lavorgna et al., 1993; Thummel, 2001). Finally, RORα is known 

for many functions, including its role in the circadian rhythm as we have already seen above. 

Activation of nuclear receptors usually happens via steroid hormones that are derivatives of 

cholesterol. However, since C. elegans is not able to synthesize de novo cholesterol, it has to obtain 

cholesterol from food sources. If food does not contain cholesterol, worms are unable to develop 

normally and develop molting phenotypes, suggesting an important role of cholesterol (and its 

derivatives) in regulating molting. Nevertheless, many questions are still open, especially since 

out of the 284 nuclear hormone receptors, the functions of only a few are well understood and their 

ligands known. 

As mentioned earlier, the heterochronic pathway regulates linear development and has to be 

synchronized with the repetitive developmental events. In fact, both precocious (lin-14, lin-28, lin-

41 and hbl-1) and retarded (lin-4, lin-29 and let-7) heterochronic loss of function mutants display 

either fewer or supernumerary molts respectively (Lažetić and Fay, 2017), demonstrating a (direct) 

link between these pathways. Importantly, a potential connection between the linear heterochronic 

timing and the timing of molts was reported by Ruaud and Besserau (Ruaud, 2006) to be important, 

as they showed larval lethality in the case of unsynchronized timing. 
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1.6.3 Additional rhythmic processes during larval development 
 

Besides molting, an additional rhythmic process during the C. elegans larval development is the 

proliferation of seam cells, stem cell-like cells that are symmetrically aligned along the anterior-

posterior axis of the worm and that produce the lateral ridges in the cuticle in L1 larvae and adults 

called alae. At the end of the first three larval stages, most of these cells undergo asymmetric cell 

divisions, resulting in one seam cell and one hypodermal daughter cell. The hypodermal cell 

endoreplicates its DNA and then fuses with the hyp7 syncytium (Hedgecock and White, 1985) 

which constitutes the main skin cell in C. elegans. During the L4-to-adult transition, the seam cells 

do not divide anymore but instead terminally differentiate and fuse to form a seam cell syncytium 

which contributes to the adult cuticle synthesis. The timing of these coordinated cell divisions and 

terminal differentiation is altered in heterochronic pathway mutants (Ambros and Horvitz, 1984). 

Precocious heterochronic mutants skip cell divisions whereas, in retarded heterochronic mutants, 

cell divisions are reiterated. Interestingly, molting is affected similarly to the cell divisions in these 

mutants and is either skipped or reiterated in precocious or retarded heterochronic mutants, 

respectively. This indicates a potential coupling between these two processes, which is further 

supported by the observation that uncoupling of the molting timer and the cell cycle is possible in 

L2 using the small molecule DMPP, activating nicotinic receptors (Ruaud, 2006)which delays the 

cell cycle in L2 larvae but leaves the timing of the molts unaffected. 

1.7 Gene expression and transcriptional regulation 
 

Despite the vast variability in cell types found in organisms, these cells share the same genetic 

information stored in the form of DNA. Nevertheless, cells can develop into distinct entities called 

cell types to fulfill their specific function. This development is achieved by cell-type-specific 

regulation of the strength and dynamics of gene expression. Gene expression can be regulated on 

many different scales such as transcription (production of mRNA), alternative splicing, nuclear 

export of the mRNA, cytosolic localization of the mRNA, degradation of mRNA, translation 

efficiency and speed as well as protein degradation and localization to ultimately lead to the 

necessary amount of gene products necessary for differentiation of cells into their specific cell 

types (Alberts et al., 2011). The steps of gene expression regulation relevant for this thesis will be 

discussed in further detail below.  
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1.7.1 Transcription 
 

Transcription is the first step in converting genetic information into expressed information. In 

eukaryotes, DNA dependent RNA polymerases I, II and III (Pol I, II and III) produce RNA copies 

from the genetic information stored in the form of DNA. Pol II transcribes messenger RNAs 

(mRNAs) of protein-coding genes to transfer the genetic information for protein synthesis, 

microRNAs (miRNAs) and most small nuclear RNAs (snRNAs). I will focus on Pol II specifically, 

due to its role in transcribing protein-coding genes. Transcription starts with the recognition of the 

promoter region upstream of a gene by general transcription initiation factors (GTF) and the 

formation of the pre-initiation complex (PIC).  Contrasting with mammals, promoters are less well 

characterized in C. elegans, as roughly 70% of all genes undergo trans-splicing, a process in which 

the 5’ end of the nascent transcript is trimmed off and replaced with a spliced leader consisting of 

22 nucleotides (Allen et al., 2011; Blumenthal, 2005; Hastings, 2005). After recruitment of the 

PIC to the promoters, the PIC is initially paused at the promoter as the C-terminal domain (CTD) 

of Pol II is in an unphosphorylated state (reviewed in Cramer 2019; Sainsbury, Bernecky, and 

Cramer 2015). Upon multiple steps of phosphorylation at the CTD, Pol II is released from the 

paused state and elongates the nascent mRNA transcript. Additional processing factors are 

recruited that ensure capping, splicing and poly-A tailing of the nascent mRNA molecule. At the 

end of mRNA synthesis, when Pol II reaches the 3’ untranslated region (3’ UTR), Pol II is 

dephosporylated, the nascent transcript is cleaved and poly-adenylated at the poly-A site (Cramer, 

2019).  

1.7.2 Transcriptional regulation 
 

Even though transcription is probably the most highly regulated step, many additional steps such 

as specific transcript turnover rates or regulation of mRNA processing in the life of a transcript are 

precisely regulated and influence the transcript abundance (Sperling, 2007). Most relevant for this 

thesis, however, is the transcriptional regulation with particular focus on the regulation by 

transcription factors. Apart from the GTFs mentioned above many gene regulatory transcription 

factors exist which encode DNA binding proteins characterized by structurally conserved motifs 

that allow regulating transcription. Depending on the DNA sequence, they display different 

binding affinity. A single transcription factor usually binds multiple slightly different sequences 
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with different affinities. Hence the preferred binding sequence is usually represented by a so-called 

binding motif, summarizing the preferred nucleotide sequence with every nucleotide in the motif 

accompanied by a certain percentage of occurrence for each position in the motif. Some 

transcription factors have the capacity to even bind multiple DNA motifs (Siggers and Gordân, 

2014). Furthermore, the transcriptional activity can be influenced through cis-regulatory DNA 

elements, so-called enhancers that activate transcription either locally or distant (Peng and Zhang, 

2018). Many of the regulatory transcription factors can homo- or heterodimerize with other 

transcription factors or additional non-DNA binding co-factors which alters binding affinities and 

thus adds another layer of complexity (Reiter et al., 2017; Siggers et al., 2011; Slattery et al., 2011). 

In summary, regulation of gene expression is a highly complex process and understanding the 

involved transcription factors with their impact on gene expression will help us to gain insights 

into the regulation of cell fate choices and development in general. 

1.8 mRNA oscillations during C. elegans larval development 
 

As we have seen, oscillations in gene expression are a widespread phenomenon in biology and can 

serve multiple purposes, as for example synchronization to the environment or the timing of 

developmental events. Recently, another occurrence of an oscillating system has been discovered 

by Hendriks et al. and others (Grün et al., 2014; Hendriks et al., 2014; Kim et al., 2013a). Hendriks 

et al. identified oscillations on the mRNA level by analyzing an RNA sequencing time course of 

synchronously developing L3 until early adult worms cultured at 25°C and sampled in 1hr 

intervals. The identified transcript oscillations were characterized by a shared 8-hr period and were 

selected based on a somewhat arbitrary fold change of at least >2.1-fold. Compared to other 

oscillating systems where typically observed changes are about 2-fold (Duffield, 2003; Hughes et 

al., 2009), the fold changes in C. elegans are extremely high with many exceeding 10-fold which 

led to the hypothesis that they are biologically relevant and functional. Remarkably, such 

oscillations were detected in 2,718 transcripts, comprising around 20% of the transcriptome during 

larval development. Detailed analysis revealed that the peak phases of these transcript oscillations 

can vary extensively, spanning the full phase range from 0° - 360° with high amplitudes observable 

for every peak phase. Specific investigation of similar components of the cuticle revealed that 

these shared similar peak phases as exemplified by the sqt/rol genes that peaked around 125° or 

the collagens which peaked mostly between 150 and 250°. This suggested a physiological 
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importance of the oscillations as they could serve to timely deliver the proteins needed for building 

the cuticle. 

To determine if transcription might be responsible for the rhythmic abundance of mRNA 

molecules, Hendriks et al. 2014 investigated intronic vs exonic reads in their total RNA sequencing 

time course. The idea was that intronic reads serve as a proxy for transcription by representing pre-

mRNA levels. Indeed for cases where they could see sufficient levels for both exonic and intronic 

reads, the intronic reads were also rhythmically abundant, however, preceding the exonic reads in 

terms of peak occurrence by roughly 15min. This is an expected result under the assumption that 

mature mRNA is more stable than pre-mRNA and given that the processing from pre-mRNA to 

mRNA takes time even though it happens co-transcriptionally. Hence Hendriks et al. 2014 

reasoned that transcription is responsible for the rhythmic mRNA production. However, intronic 

read counts have to be interpreted with caution as they could also represent spliced out introns and 

do not necessarily reflect pre-mRNA abundance. It further remained possible that mechanisms 

such as rhythmic splicing or additional post-transcriptional regulation are needed to ultimately lead 

to oscillating mature mRNA levels. In particular, if mRNA molecules were to be stable enough, 

their dynamics would not reveal oscillations but rather show a step-like increase. Hence, increasing 

the degradation rate on the post-transcriptional level by miRNAs would aid to generate oscillating 

patterns of abundance. On the other hand, oscillating miRNAs could also be used to modulate 

mRNA oscillations to either increase or dampen the amplitude of the oscillation depending on 

whether the miRNA oscillates in phase or out of phase with the mRNA. In fact, damping of 

oscillations was shown for the lin-14 mRNA oscillation as a result of its regulation by the miRNA 

lin-4 (Kim et al., 2013). 

RT-qPCR results from the oscillations of selected transcripts revealed that the oscillation period 

scales inversely with temperature, e.g. lower temperatures lead to a longer period. This behavior 

is comparable to the segmentation clock but is in stark contrast to the circadian clock, where 

periods are constant despite temperature changes within a physiological range, thus these findings 

argued against the existence of temperature compensation (see section 1.1.1) in the C. elegans 

oscillator. 

An additional important aspect of the oscillations in C. elegans was observed when worms were 

released from dauer as they resumed oscillations in a highly similar manner as in continuous 
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development, suggesting that the ability to induce oscillations does not depend on the life history 

of worms.  

Despite the characterization of mRNA oscillations that our group and others provided, many open 

questions still remained such as the identity of involved transcription factors, the functional outputs 

of the oscillations and whether there is one oscillator regulating all oscillating genes or multiple 

oscillators acting in concert and synchronized with one another. In the case of multiple oscillators 

at work, it would be interesting to investigate the molecular components responsible for the 

interaction and synchronization between these oscillators and between oscillators and 

developmental events. Even though the studies by Kim et al. 2010 (see section 1.5) to investigate 

coupling mainly revolved around synchronization between oscillators of different cells, we might 

then uncover common principles in the synchronization of the C. elegans oscillators. 

1.8.1 BLMP-1: A candidate clock component 
 

In order to find components of the C. elegans oscillator and since transcription was likely to be a 

key driver for oscillatory transcript abundance in the worm, our initial investigations for this thesis 

revolved around oscillating transcription factors and their importance in the rhythmic larval 

development.  

Based on previously identified core clock genes in the circadian rhythm, we focused on empirically 

determined phenotypic profiles characteristic for core clock components such as an altered period 

length by at least 15% (Takahashi, 2004) or a complete loss of the rhythm (Bunger et al., 2000). It 

should be noted that null mutations of some clock components such as Per1/Per2 or Cry1/Cry2 

reveal less severe phenotypes and only cause strong phenotypes if mutated together. Additionally, 

another class of non-essential clock components exists composed of genes that are clearly involved 

in the clock mechanism yet not essential for generating the rhythm (Bae et al., 2001; Van Der 

Horst et al., 1999; Vitaterna et al., 1999; Zheng et al., 2001). 

Despite the challenges of finding components with subtle phenotypes, we aimed to identify core 

factors of the oscillator resulting in strong developmental phenotypes and focused on the 92 

oscillating transcription factors previously identified (Hendriks et al., 2014). Among these, NHR-

23, NHR-25, BED-3, GRH-1, MYRF-1 and BLMP-1 showed disrupted larval development in a 

luciferase assay RNAi screen (Meeuse et al., unpublished) in which RNAi of nhr-23, bed-3, myrf-
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1 and grh-1 each led to larval arrest / lethality whereas nhr-25 and blmp-1 RNAi resulted in 

aberrant larval stage durations compared to mock conditions. In particular, blmp-1 RNAi shortened 

the intermolts but lengthened the molts, suggesting that reduction of blmp-1 levels might internally 

affect the regulation of rhythmically occurring processes, e.g. entry and exit of molts without 

changing the overall duration of the larval stage (Meeuse et al., unpublished). Hence blmp-1 might 

belong to the class of non-essential genes but nevertheless still execute important regulations of 

the oscillator(s). 

BLMP-1 is a transcription factor containing an N-terminal SET domain and five zinc fingers at 

the C-terminus and is expressed in hypodermal, vulval, and intestinal cells, as well as DTCs 

(Huang et al., 2014). BLMP-1 shares 27% identity to mouse B lymphocyte-induced maturation 

protein 1 (Blimp-1) and 26% identity to PRDI-BF1, the human positive regulatory domain I-

binding factor (Huang et al., 2014). More specifically, the conservation in the SET domain and the 

zinc finger domains is at 43% and 70% respectively (Tunyaplin, 2000). The transcription factor 

was reported to be involved in the terminal differentiation epidermal cells (Magnúsdóttir et al., 

2007) as well as B and T cells and act mainly as a repressor (Nutt et al., 2007; Turner et al., 1994). 

Furthermore, it has been previously implicated in developmental timing and maturation (Agawa 

et al., 2007; Horn et al., 2014; Huang et al., 2014), which I will illustrate using the following 

examples. 

In Drosophila, the homolog of BLMP-1, dBlimp-1, was shown to be induced by 20-

hydroxyecdysone and is suspected to control the timing of βFTZ-F1 expression to ensure 

developmental timing in the ecdysone induced pathway (Agawa et al., 2007). dBlimp-1 RNAi 

leads to prepupal lethality and precocious expression of βFTZ-F1 suggesting it negatively 

regulates βFTZ-F1 to ensure proper timing of its peak. Interestingly, in dBlimp-1 RNAi conditions, 

βFTZ-F1 decreases earlier as compared to the mock condition. The shift in βFTZ-F1 expression is 

accompanied by the fact that Drosophila flies fail to pupate (Agawa et al., 2007).  

In C. elegans, Horn et al. 2014 identified blmp-1 as a heterochronic gene that suppresses the 

epidermal heterochrony of dre-1 hypomorph mutants (dh99). In particular, blmp-1(tm548); dre-

1(dh99) double mutants rescued the precocious seam cell fusion of dre-1 mutants in L3 (Horn et 

al., 2014). Close observation of blmp-1(tm548) mutants revealed that these worms displayed 

heterochronic phenotypes as well, as they did not produce complete alae of the adult cuticle. 
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However, seam cell division as well as fusion happened correctly. Due to the fact that the 

incomplete alae were still observed in the double mutant blmp-1; dre-1, it was suggested that blmp-

1 acts downstream of dre-1. Another timing defect of blmp-1 mutants was observed for the gonadal 

turn which normally occurs roughly at 31 hours of development. Blmp-1 mutants executed the 

gonadal turn precociously and also often failed to complete the turn, resulting in gonadal growth 

towards head and tail instead of returning towards the body center (Horn et al., 2014; Huang et al., 

2014). This regulation seemed to be dependent on unc-5 which is normally repressed by BLMP-1 

in the dorsal tip cell (DTC) until BLMP-1 disappears and unc-5 expression initiates the dorsal turn 

(Huang et al., 2014). The downregulation of BLMP-1 in the DTC seems to depend redundantly on 

daf-12, lin-29 and dre-1 (Huang et al., 2014), which act on both the transcriptional and post-

transcriptional level to downregulate blmp-1. Furthermore, blmp-1 mutants were observed to be 

dauer defective (Daf-d) as they could not form dauer worms, in contrast to dre-1 mutants which 

showed an increased dauer formation (Horn et al., 2014). Opposite effects could be seen in blmp-

1 overexpression worms which were characterized by a retarded gonadal turn (Huang et al., 2014), 

enhanced dre-1 molting phenotypes and synthetic lethality with dre-1 (dh99).  

Apart from this specific role in DTC migration, little is known about BLMP-1’s function in timing 

development. It has been shown that BLMP-1 regulates the transcription factor bed-3 which is 

involved in vulva cell division and molting (Yang et al., 2015).  

As blmp-1 is expressed in multiple tissues and shows oscillation in our previous RNA sequencing 

data, an attractive idea is that BLMP-1 orchestrates rhythmic processes and might synchronize 

gene expression oscillations with other rhythmic or stage-specific processes like molts or DTC 

migration respectively. In order to do so, BLMP-1 protein either has to show oscillations as well 

or at the BLMP-1 transcription factor activity needs to be rhythmic. 

1.9 Aims of this thesis 
 

While the discovery of extensive oscillatory gene expression during C. elegans larval development 

provided means to study a developmental oscillator in a multicellular organism, many open 

questions were still to be addressed. Apart from an initial characterization of the oscillations in 

late larval stages (Hendriks et al., 2014), little was known about the oscillator behavior at the 
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beginning and the end of larval development, not to mention the molecular architecture of the 

oscillator or how the oscillator and larval development are related.  

In order to address these open questions, we planned to sequence worms for all larval stages and 

into adulthood and expected to see a developmental oscillator at work, starting and ceasing 

oscillations at the beginning and the end of larval development respectively. Provided we obtain 

highly time-resolved RNA sequencing time courses from the beginning until the end of larval 

development and that oscillations emerge and cease together with development, we aimed to 

further characterize oscillator behavior at the beginning and the end of oscillations. Inspired by 

bifurcation theory, we aimed to characterize the possible underlying network(s) by at least 

rejecting some molecular architectures depending on the behaviors we observe. In parallel, we 

planned to investigate the link between larval development and oscillatory gene expression by 

measuring larval stage durations in combination with transcriptional reporter studies using time-

lapse microscopy. An important open question was whether oscillatory gene expression and 

developmental events such as molting are indeed (directly) coupled or if they are independently 

regulated but precisely timed to occur at the same time. 

Despite an initial characterization by (Hendriks et al., 2014), little was known about the 

transcriptional regulation of oscillatory gene expression. Although transcription by Pol II was 

suspected to be a key driver for oscillatory transcript abundance, intronic read counts serving as a 

proxy for transcription were the only observation supporting this hypothesis. Thus we aimed to 

provide further evidence with the investigation of transcriptional reporters by RT-qPCR time 

course experiments during larval development.  

Additionally, identification of potential transcription factors involved in the regulation of the 

developmental oscillator was important to further explore the regulatory network underlying the 

C. elegans oscillator. Based on the hypothesis that oscillatory gene expression and rhythmic larval 

development are linked, we decided to follow up on the transcription factor BLMP-1 based on the 

initial results obtained in an RNAi screen for developmental phenotypes. Thus, one important part 

of this thesis included the characterization of the effects arising from BLMP-1 loss of function, 

both in terms of developmental progression and gene expression oscillations.  

State-of-the-art single worm methods and new analysis strategies had to be developed in our lab 

and were used in combination with genetic tools to address the above-mentioned questions.  
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2 Results 
 

2.1 Manuscript: State transitions of a developmental oscillator  
 

Gert-Jan Hendriks and Yannick Hauser performed RNA sequencing time courses. Milou Meeuse 

and Yannick Hauser analyzed RNA sequencing data. Milou Meeuse performed and analyzed 

luciferase assays. Guy Bogaarts developed the graphical user interface for the luciferase data. 

Yannick Hauser acquired and analyzed single worm imaging data. Jan Eglinger wrote the KNIME 

workflow for the single worm imaging. Charisios Tsiairis conceived parts of the analysis. Helge 

Großhans, Milou Meeuse and Yannick Hauser conceived the project and wrote the manuscript. 

  



Results  

Page | 42  
 

Developmental function and state transitions of a gene expression oscillator in 

C. elegans 

Milou W.M. Meeuse1,2*, Yannick P. Hauser1,2*, Gert-Jan Hendriks1,2, Jan Eglinger1, Guy 

Bogaarts3, Charisios Tsiairis1, Helge Großhans1,2,4  

1 Friedrich Miescher Institute for Biomedical Research (FMI), Maulbeerstrasse 66, CH-4058 

Basel. 

2 University of Basel, Petersplatz 1, CH-4001 Basel. 

3 University Hospital, Spitalstrasse 21, CH-4031 Basel. 

4 Corresponding Author and Lead Contact: helge.grosshans@fmi.ch. 

* equal contribution. 

 

Abstract 

Gene expression oscillators can structure biological events temporally and spatially. Different 

biological functions benefit from distinct oscillator properties. Thus, finite developmental 

processes rely on oscillators that start and stop at specific times; a poorly understood behavior. 

Here, we have characterized a massive gene expression oscillator comprising >3,700 genes in C. 

elegans larvae. We report that oscillations initiate in embryos, arrest transiently after hatching 

and in response to perturbation, and cease in adults. Experimental observation of the transitions 

between oscillatory and non-oscillatory states at a resolution where we can identify bifurcation 

points reveals an oscillator operating near a Saddle Node on Invariant Cycle (SNIC) bifurcation. 

These findings constrain the architecture and mathematical models that can represent this 

oscillator. They also reveal that oscillator arrests occur reproducibly in a specific phase. Since we 

find oscillations to be coupled to developmental processes, including molting, this characteristic 

of SNIC bifurcations thus endows the oscillator with the potential to halt larval development at 

defined intervals, and thereby execute a developmental checkpoint function.   
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Introduction 

Gene expression oscillations occur in many biological systems as exemplified by circadian 

rhythms in metabolism and behavior (Panda et al., 2002), vertebrate somitogenesis (Oates et al., 

2012), plant lateral root branching (Moreno-Risueno et al., 2010), and C. elegans larval 

development (Hendriks et al., 2014). They are well-suited for time-keeping, acting as molecular 

clocks that can provide a temporal, and thereby also spatial, structure for biological events (Uriu, 

2016). This structure may represent external time, as illustrated by circadian clocks, or provide a 

temporal organization of internal processes without direct reference to external time, as 

illustrated by somitogenesis clocks (Rensing et al., 2001). 

Depending on these distinct functions, oscillators require different properties. Thus, 

robust representation of external time requires a stable period, i.e., the oscillator has to be 

compensated for variations in temperature and other environmental factors. It also benefits from 

a phase-resetting mechanism to permit moderate realignments, if needed, to external time. 

Intuitively, either feature seems unlikely to benefit developmental oscillators. By contrast, 

because developmental processes are finite, e.g., an organism has a characteristic number of 

somites, developmental oscillators need a start and an end. How such changes in oscillator 

activity occur in vivo, and which oscillator features enable them, is largely unknown (Riedel-

Kruse et al., 2007; Shih et al., 2015). 

Here, we characterize the recently discovered ‘C. elegans oscillator’ (Hendriks et al., 

2014; Kim et al., 2013) at high temporal resolution and across the entire period of C. elegans 

development, from embryo to adult. The system is marked by a massive scale where ~3,700 

genes exhibit transcript level oscillations that are detectable, with large, stable amplitudes and 

widely dispersed expression peak times (i.e., peak phases), in lysates of whole animals. For the 
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purpose of this study, and because insufficient information exists on the identities of core 

oscillator versus output genes, we define the entire system of oscillating genes as ‘the oscillator’. 

We demonstrate that the oscillations are coupled to molting, i.e., the cyclical process of new 

cuticle synthesis and old cuticle shedding that occurs at the end of each larval stage. We observe 

and characterize onset and offset of oscillations both during continuous development and upon 

perturbation, and find that these changes in the state of the oscillator system (or bifurcations) 

occur with a sudden change in amplitude. They also occur in a characteristic oscillator phase and 

thus at specific, recurring intervals. Because of the phase-locking of the oscillator and molting, 

arrests thus always occur at the same time during larval stages, around molt exit. This time 

coincides with the recurring windows of activity of a checkpoint that can halt larval development 

in response to nutritionally poor conditions. Hence, our results indicate that the C. elegans 

oscillator functions as a developmental clock whose architecture supports a developmental 

checkpoint function. Indeed, the features of the bifurcations constrain oscillator architecture, 

excluding a simple negative-loop design, and possible parameters of mathematical models. 
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Results 

Thousands of genes with oscillatory expression during the four larval stages 

Although previous reports agreed on the wide-spread occurrence of oscillatory gene expression 

in C. elegans larvae (Grün et al., 2014; Hendriks et al., 2014; Kim et al., 2013), the published 

data sets were either insufficiently temporally resolved or too short to characterize oscillations 

across C. elegans larval development. Hence, to understand the extent and features of these 

oscillations better, including their continuity throughout development, we performed two 

extended time course experiments to cover the entire period of post-embryonic development plus 

early adulthood at hourly resolution. We extracted total RNA from populations of animals 

synchronized by hatching in the absence of food. The first time course (designated TC1) covered 

the first 15 hours of development on food at 25°C, the second time course (TC2) covered the 

span of 5 hours through 48 hours after plating at 25°C. [Fig. S1A provides a summary of all 

sequencing time courses analyzed in this study.] The extensive overlap facilitated fusion of these 

two time courses into one long time course (TC3) (Fig. S1B), and a pairwise-correlation plot of 

gene expression over time showed periodic similarity that was repeated four times (Fig. 1A, 

light-gray off-diagonals), presumably reflecting progression through the four larval stages. 

The larger dataset enabled us to improve on the previous identification of genes with 

oscillatory expression (Hendriks et al., 2014). Using cosine wave fitting, and an amplitude cut-

off of 20.5, we classified 3,739 genes (24 % of total expressed genes) as ‘oscillating’ (i.e., 

rhythmically expressed) from TC2 (Fig. 1B, S1C and Table S1; Methods). Relative to the 

previous result of 2,718 oscillating genes (18.9% of total expressed genes) in mRNA expression 

data of L3 and L4 animals (Hendriks et al., 2014), this adds 1,240 new genes and excludes 219 

of the previously annotated oscillating genes. We consider this latter group to be most likely 
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false positives from the earlier analysis, resulting from the fact that some genes behave 

substantially different during L4 compared to the preceding stages as shown below. 

 Visual inspection of a gene expression heatmap of the fused time course (TC3; Fig. 1C) 

revealed four cycles of gene expression for the oscillating genes. Oscillations were absent during 

the first few hours of larval development as well as in adulthood, from ~37 hours on, and both 

their onset and offset appeared to occur abruptly. We will analyze these and additional features 

of the system and their implications in more detail in the following sections. 

 

‘Oscillating’ genes are expressed in several tissues with dispersed peak phases  

An examination of the calculated peak phases confirmed the visual impression that individual 

transcripts peaked at a wide variety of time points, irrespective of expression amplitude (Fig. 

1D). In circadian rhythms, peak phase distributions are typically clustered into three or fewer 

groups when examined in a specific tissue (Koike et al., 2012; Korenčič et al., 2014). However, 

the identity of oscillating genes differs across cell types and tissues, and for those genes that 

oscillate in multiple tissues, phases can differ among tissues (Zhang et al., 2014). Hence, we 

wondered whether the broad peak phase distribution was a consequence of our analysis of RNA 

from whole animals, whereas individual tissues might exhibit a more defined phase distribution.  

To understand in which tissues oscillations occur, we utilized a previous annotation of 

tissue-specifically expressed genes (Cao et al., 2017). 1,298, and thus a substantial minority 

(~35%) of oscillating genes, fell in this category for seven different tissues. They were strongly 

(~2.5-fold) enriched in the hypodermis (epidermis) and pharynx, and more modestly (≤1.5-fold) 

in glia and intestine (Fig. 1E). By contrast, oscillating genes were greatly depleted from body 

wall muscle, neurons, and gonad. Hence, oscillatory gene expression occurs indeed in multiple 
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tissues. However, although peak phase distributions deviated for each tissue to some degree from 

that seen for all oscillating genes, they were still widely distributed for each individual tissue 

(Fig. 1F).  

We conclude that a wide dispersion of peak phases appears to be an inherent oscillator 

feature rather than the result of a convoluted output of multiple, tissue-specific oscillators with 

distinct phase preferences. 

 

Oscillations initiate with a time lag in L1 

The observation that oscillations were undetectable during the first few hours of larval 

development and started only after > 5 hours into L1 (Fig. 1A, C) surprised us. Hence, we 

performed a separate experiment that covered the first 24 hours of larval development (TC4). 

This confirmed our initial finding of a lack of oscillations during the first few hours of larval 

development (Fig. 2A, B). 

To understand how oscillations initiate after the initial quiescence, we looked at 

individual genes and observed that the start of detectable oscillations differed for individual 

genes (Fig. 2A, C). Nonetheless, the occurrence of first peaks was globally well correlated to the 

peak phases calculated from data in Fig. 1 (Fig. 2D, E). Moreover, the transcript levels of many 

genes with a late-occurring (11 – 13 hours) first peak proceeded through a trough before 

reaching their first peak as exemplified in Fig. 2C for F11E6.3. We conclude that initiation of 

larval development after hatching is accompanied by a time lag prior to transition into an 

oscillatory state and that oscillations exhibit a structure of phase-locked gene expressing patterns 

as soon as they become detectable.  
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L1 larvae undergo an extended intermolt 

Although the gene expression oscillations occur in the context of larval development, functional 

connections have been lacking. However, genes encoding cuticular components were reported to 

be enriched among previously identified oscillating genes (Hendriks et al., 2014; Kim et al., 

2013), and Gene Ontology (GO-) term analysis of the new extended set of oscillating genes 

confirms that the top 12 enriched terms all linked to cuticle formation and molting, or protease 

activity (Fig. 3A). These findings, and the fact that molting is itself a rhythmic process, repeated 

at the end of each larval stage, suggest the possibility of a functional link between molting and 

gene expression oscillations. 

If such a link were true, we would predict that the initial period of quiescence in the early 

L1 stage be accompanied by a lengthened stage, and, specifically, intermolt duration. Indeed, 

using a luciferase-based assay that reveals the period of behavioral quiescence, or lethargus, that 

is associated with the molt (Fig. S2A-C), others had previously reported an extended L1 relative 

to other larval stages (Olmedo et al., 2015). However, they reported an extension of both molt 

and intermolt. 

As the previously used luciferase-expressing transgenic strains developed relatively 

slowly and with limited synchrony across animals, presumably due to their specific genetic 

make-up, we repeated the experiment with a newly generated a strain that expressed luciferase 

from a single copy integrated transgene and that developed with improved synchrony and speed 

(Fig. S2D-J, Methods). Our results confirmed that L1 was greatly extended relative to the other 

larval stages (Fig. S2I). However, in contrast to the previous findings (Olmedo et al., 2015), but 

consistent with our hypothesis, the differences appeared largely attributable to an extended 
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intermolt (Fig. S2G). The duration of the first molt (M1) was instead comparable to that of M2 

and M3 (Fig. S2H).  

Thus, an extended first intermolt coincides with the fact that no oscillator activity can be 

detected by RNA sequencing during the first five hours of this larval stage. Moreover, because 

we performed the experiment by hatching embryos directly into food, we can conclude that the 

extended L1 stage is an inherent feature of C. elegans larval development, rather than a 

consequence of starvation-induced synchronization. 

 

Development is coupled to oscillatory gene expression 

The luciferase assay revealed that also the L4 stage took significantly longer than the two 

preceding stages, though not as long as L1 (Fig. S2I). In this case, both the fourth intermolt and 

the fourth molt were extended (Fig. S2G, H). As apparent from the gene expression heatmap, 

and quantified below, the oscillation period during L4 was also extended. Hence, grossly similar 

trends appeared to occur in larval stage durations and oscillation periods, determined by the 

luciferase assay and RNA sequencing, respectively. We considered this as further evidence for a 

coupling of the two processes. 

To test this hypothesis explicitly, we sought to quantify the synchrony of oscillatory gene 

expression and developmental progression in individual animals at the same time. To this end, 

we established a microchamber-based time-lapse microscopy assay by adapting a previous 

protocol (Turek et al., 2015). In this assay, animals are hatched and grown individually in small 

chambers where they can be tracked and imaged while moving freely, enabling their progression 

through molts. Using Mos1-mediated single-copy transgene integration (MosSCI) (Frøkjær-
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Jensen et al., 2012), we generated transgenic animals that expressed destabilized gfp from the 

promoter of qua-1, a highly expressed gene with a large mRNA level amplitude. 

Consistent with the RNA sequencing data, we detected oscillations of the reporter with 

four expression peaks (Fig. 3B). Moreover, we observed similar rates of development as in the 

luciferase assays when we curated the molts (Fig. 3C, Table S2, Methods). The stage durations 

were in good agreement with the averaged oscillation period times for each cycle, obtained 

through a Hilbert transform of GFP intensities, for all three larval stages, L2 through L4, for 

which oscillations period lengths could be reliably determined (Fig. 3D). 

Single animal imaging enabled us to ask when molts occurred relative to oscillatory gene 

expression, and we observed a very uniform behavior across animals (Fig. 3B). To quantify this 

relationship, we determined the gene expression phases at molt entries and exits. We obtained 

highly similar values across worms within one larval stage (Fig. 3E), and only a minor drift when 

comparing phases across larval stages. Two additional reporter transgenes, based on the 

promoters of dpy-9 and F11E6.3, which differ in peak expression phases from qua-1 and one 

another, yielded similar results (Fig. S3). 

We considered two possible interpretations of the narrow distributions of oscillation 

phases at molt entry and exit: first, both oscillations and development could be under 

independent, but precise temporal control. In this model, certain developmental events would 

merely coincide with specific phases of oscillations rather than being coupled to them. 

Therefore, variations in the periods of oscillation and development would add up, non-linearly, 

to the experimentally observed phase variations. Second, phase-locking of oscillatory gene 

expression and developmental events might result from the two processes being truly coupled 

and/or from one driving the other. In this case, the variations in the two periods would partially 
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explain each other, causing a reduction in the expected phase variation relative to the first 

scenario (Fig. 3F).  

To distinguish between these scenarios, we used error-propagation to calculate the 

expected error for two independent processes (Methods). Focusing on L2 and L3 stages to 

exclude any edge effects on the period calculation by Hilbert transform, we found that this 

calculated error consistently exceeded the experimentally observed error (Fig. 3G), for all three 

reporter genes, for both molt entry and molt exit, and for both larval stages. Thus, our 

observations agree with the notion that development and oscillatory gene expression are 

functionally coupled (Fig. 3H), and potentially causally connected.  

 

Quantification of amplitude and period behavior over time reveal characteristic systems 

properties 

Consistent with the coupling between oscillations and development, both the last larval stage and 

the period of the last oscillation cycle appeared to increase (Fig. 3D) before oscillations ceased. 

The characteristics of such a transition from oscillatory to non-oscillatory state, or bifurcation, 

can be examined in the light of bifurcation theory. Bifurcation, that is, a qualitative change in 

system behavior, occurs in response to a change in one or more control parameters. Depending 

on the system’s topology, characteristic changes of amplitude and period occur during 

bifurcation (Fig. 4A) (Izhikevich, 2000; Salvi et al., 2016; Strogatz, 2015). Thus, transition into a 

quiescent state through a supercritical Hopf (supH) bifurcation involves a declining, and 

ultimately undetectable, amplitude and a constant period. By contrast, a Saddle Node on 

Invariant Cycle (SNIC) bifurcation results in a declining frequency (and thus increasing period) 

but a stable amplitude.  
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Hence, to gain a better understanding of the oscillator’s bifurcation, we quantified 

oscillation amplitudes and periods over time. To minimize variations from differences between 

experiments, we did this for the contiguous 5 – 48 hour time course (TC2). This enabled reliable 

quantification of these features for the last three oscillation cycles, C2 through C4, which begin 

at 14 h (C2), 20 h (C3) and 27 h (C4), respectively (Fig. 4C). Excluding a small set of 291 genes 

that exhibited unusual expression trends during the fourth larval stage, i.e., a major change in 

mean expression levels (Fig. S4) this analysis revealed a good agreement of amplitudes across 

stages, and in particular no indication of damping during the last cycle, C4 (Fig. 4B). 

We used a Hilbert transform (Pikovsky et al., 2001) to quantify the period over time with 

a high temporal resolution, i.e., at every hour of development. The mean oscillation period thus 

calculated was approximately seven hours during the first cycles but increased during the fourth 

cycle (Fig. 4C). This change was also apparent when we reconstructed an oscillation from the 

mean observed oscillation period and compared it to an oscillation with a constant period of 

seven hours (Fig. 4D).  

In summary, these analyses reveal a sudden loss of oscillation upon transition to 

adulthood without prior amplitude damping and an oscillator that can maintain a stable 

amplitude in the presence of period changes. These are features of an oscillator operating near a 

SNIC rather than a supH bifurcation (Fig. 4A) (Izhikevich, 2000; Salvi et al., 2016; Strogatz, 

2015). 

 

Arrest of the oscillator in a specific phase upon transition to adulthood 

SNIC and supH bifurcations differ not only in amplitude and period behavior, but also in the 

stable state, or fixpoint, that the system adopts. In a supH bifurcation, the system spirals from a 
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limit cycle onto a fixpoint, whereas in a SNIC bifurcation, the fixpoint emerges on the limit cycle 

(Fig. 5A) (Saggio et al., 2017). In other words, a quiescent oscillator near a SNIC bifurcation 

adopts a state similar to that of a specific phase of the oscillator; the oscillator has become 

‘arrested’. By contrast, following a supH bifurcation, the oscillator adopts a stable state that is 

distinct from any phase of the oscillator. Hence, if the C. elegans oscillator entered an arrested 

state through a SNIC bifurcation, the overall expression profile of the oscillating genes in the 

adult stage should resemble that seen at some other time point during larval development. 

To test this prediction, we analyzed the correlation of oscillating gene expression for 

adult time points (TP ≥ 37 h) to all other time points of the fused time course (TC3). (In the 

following, we will use “TPx” to refer to any time point ‘x’, in hours, after hatching. Technically, 

this is defined in our experiment as the time after plating synchronized, first larval stage animals 

on food.) For this analysis (illustrated in Fig. S5), we used the pairwise correlation matrix 

resulting from the oscillating gene set without the previously excluded genes that changed in 

expression in the L4 stage (Fig 5B). This provided two insights. First, correlation coefficients 

among adult time points all exceeded 0.8 with little change over time, confirming the high 

similarity of samples TP37 – 48 to one another and thus an absence of detectable oscillations. 

Second, in addition to one another, TP37 – 48 are particularly highly correlated to a specific time 

– and thus phase – of the oscillatory regime, namely TP13 and the ‘repetitive’ TP19 and TP26/27 

(Fig. 5C, arrows). In other words, expression levels of oscillating genes in the adult resembled a 

specific larval oscillator phase, providing further support for a SNIC bifurcation. 
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Phase-specific arrest of the oscillator after hatching 

We noticed that the gene expression states of TP37 – 48 also correlated well to each of TP1 – 5; 

i.e., the early L1 larval stage (Fig. 5B). To examine this further, we performed the same 

correlation analysis as described above, but now for TP1 – 5. Mirroring the adult situation, 

correlation coefficients among all these five time points were high and exhibited little change 

over time, and TP1 – 5 exhibited particularly high levels of correlation to TP13 and the 

‘repetitive’ TP19 and TP27 (Fig. 5D). These are the same larval time points to which the adult 

time points exhibit maximum similarity. We confirmed these two key observations when fusing 

the independent time course TC4 to TC2 (generating TC5; Fig. S6).  

We conclude that also during the first five hours after plating, oscillating genes adopt a 

stable expression profile that resembles a specific phase of the oscillator. In other words, both the 

transition into the oscillatory state during L1 and out of it during L4 occur through a SNIC 

bifurcation. This finding indeed explains our observation (Fig. 2) that in L1 stage larvae, 

oscillations exhibit a structure of phase-locked gene expressing patterns as soon as they become 

detectable: the oscillator initiates from an arrested phase. 

 

Initiation of oscillation soon after gastrulation 

We wondered how the oscillator entered the arrested state observed in early larvae, i.e., what 

dynamics the class of larval oscillating genes exhibited in embryos. Hence, we examined single 

embryo gene expression data from a published time series (Hashimshony et al., 2015). When 

plotting the embryonic expression patterns of oscillating genes sorted by their peak phase 

defined in larvae, we observed a dynamic expression pattern with a striking phase signature (Fig. 

6A). To investigate this further, we performed a correlation analysis between embryonic and 
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larval time points (TC3) for the oscillating genes (Fig. S7A). When we plotted the correlation 

coefficients for each embryonic time point over larval time we observed two distinct behaviors 

(Fig. 6B, C), which separated at ~380 min (95%-CI: 317.6 minutes – 444.2 minutes) (Fig. 6D; 

Fig. S7B): First, from the start of embryogenesis until ~380 min, the peak of correlation occurred 

always for the same larval time point, but the extent of correlation increased rapidly (Fig. 6B, D). 

Second, past ~380 min of embryonic development, the peaks of correlation moved progressively 

from TP14 (which we define as 0°/360° because it demarcates the end of the first and the 

beginning of the second oscillation cycle in the fused time course, Fig. 1C); towards TP19 

(accordingly defined as 300°), but the extent of correlation increased only modestly (Fig 6C, D). 

We conclude that the system adopts two distinct states during embryogenesis (Fig. 6E): 

Initially, it approaches the oscillatory regime through increasing similarity to the oscillator phase 

TP14/0°. After completion of gastrulation and around the beginning of 

morphogenesis/organogenesis (Hall et al., 2017), it transitions into the oscillatory state and 

reaches, at hatching, a phase corresponding to larval ~TP19/300°, where oscillations arrest until 

resumption later in L1. 

 

A shared oscillator phase for experimentally induced and naturally occurring bifurcations 

The arrested states of the oscillator in both early L1 stage larvae and in adults are highly similar 

and resemble the oscillator state at TP19/300°. Therefore, we wondered whether this oscillator 

phase was particularly conducive to state transitions of the system in response to changes in the 

developmental trajectory. To test this, we examined animals that exited from dauer arrest, a 

diapause stage that animals enter during larval development under conditions of environmental 

stress such as heat, crowding, or food shortage. Using a published time course of animals 
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released from dauer arrest after starvation (Hendriks et al., 2014), we found that their expression 

patterns of oscillating genes correlated highly with those of animals initiating oscillations (TC3) 

in the L1 stage (Fig. 7A, B). Additionally, gene expression patterns at 1 hour through 5 hours 

and at 13 hours post-dauer were highly correlated to those of the repetitive TP13, TP19 and 

TP26/27 during continuous development. Hence, the system state during a period of quiescence 

during the first five hours after placing animals on food corresponds to an arrest of the oscillation 

in a phase seen at TP19/300° of the continuous development time course.  

 We conclude that the system bifurcates in the same manner during continuous, 

unperturbed development, after hatching, and in response to a perturbation, namely starvation-

induced dauer arrest. 

 

Discussion 

In this study, we have characterized the biological function and behavior of the C. elegans larval 

oscillator. Our results from the single animal- and population-based analyses reveal a close 

coupling to development, and specifically molting, and imply that processes essential for molting 

may not be restricted to lethargus. We have observed that oscillations are highly similar during 

the four cycles (Fig. 7C, Fig. S8). Yet, oscillations cease and (re-) initiate several times during 

physiological development, and similar state transitions, or bifurcations, of the system can be 

induced through an external perturbation (Fig. 7C). In particular, all non-oscillatory states 

correspond to an arrest of the oscillator in one specific phase. Hence, the observed bifurcations 

provide a conceptual model of how a developmental checkpoint can operate to halt larval 

development at a particular, repetitive point of development. Moreover, they constrain possible 
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system architectures and properties as well as the choice and parametrization of mathematical 

models that can represent the system. 

 

Oscillatory expression of thousands of genes 

Our previous work (Hendriks et al., 2014) identified ~2,700 oscillating (i.e., rhythmically 

expressing) genes, a number that we now increase to 3,739 genes (24% of total expressed genes). 

We attribute this improved identification of oscillating genes to the fact that our present analysis 

focused on the L1, L2 and L3 stages, where a constant oscillation period of ~7 hours facilitates 

cosine wave fitting. This contrasts with the situation in the previous experiment, which used data 

from the L3 and L4 stages and thus, as we reveal here, a time of changing period. 

Even our current estimate is conservative, i.e., the ‘non-oscillating’ genes contain genes 

that exhibit oscillatory expression with low amplitude or, potentially, strongly non-sinusoidal 

shapes. It is possible that such dynamics may play important roles for specific genes and 

processes and our data provide a resource to identify these in the future. However, here we 

focused on genes with robust and extensive oscillations to facilitate functional dissection of the 

oscillator.  

 

A developmental oscillator with functions in and beyond molting and lethargus  

The physiological function of the C. elegans oscillator has remained unclear. Here, we have 

tested a possible connection with molting. By quantifying the periods of both molting and gene 

expression oscillations simultaneously, in the same individual animals, we revealed their high 

degree of similarity and showed that the two processes are more closely phase-locked than 

expected from mere coincidence, i.e., they are coupled. We propose that a function of the 
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oscillator as a developmental clock provides a parsimonious explanation for the coupling, but 

other models remain possible, e.g., the oscillator may facilitate an efficient molting process by 

anticipating the time of peak demand for cuticular building blocks and other factors. 

Conventionally, molting is subdivided into three distinct steps, namely apolysis (severing 

of connections between the cuticle and the underlying epidermis), new cuticle synthesis, and 

ecdysis (cuticle shedding) (Lažetić and Fay, 2017). The first two occur during, and the latter 

terminates, lethargus, a period of behavioral quiescence. However, we find that the temporal 

structure imposed by the C. elegans oscillator extends beyond lethargus. Our data reveal two 

probable causes: occurrence of processes required for molting before lethargus and a temporal 

organization that extends to processes unrelated to molting. 

Specifically, we observed initiation of oscillations in embryos, which execute cuticle 

synthesis but neither apolysis nor ecdysis, at ~380 min into embryo development and thus long 

before the first signs of cuticle synthesis at ~600 min (Sulston et al., 1983). Instead, this time 

coincides with formation of an apical extracellular matrix (ECM). Although termed embryonic 

sheath, we find genes encoding components of this ECM, namely sym-1; fbn-1; noah-1; noah-2 

(Vuong-Brender et al., 2017), also detectably expressed in larvae, and all four are required for 

larval molting or proper cuticle formation (Frand et al., 2005; Niwa et al., 2009). Moreover, their 

mRNA levels oscillate with high amplitudes, and as predicted from the embryonic data, their 

expression peaks long before lethargus, and in fact shortly after ecdysis, i.e., after a molt has 

been completed. Hence, to account for all these facts, we propose that molting involve processes 

that are executed long before the onset of lethargus and that include ECM remodeling. 

However, even a substantially more complex molting process may fail to account for the 

fact that a majority of oscillating genes is phase-locked with the molt but exhibits peak 
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expression outside the molt and lacks any obvious link to molting. We consider it plausible that 

robust larval development may benefit from a coordination of molting with other physiological 

or developmental processes, as previously postulated for skin cell proliferation (Ruaud and 

Bessereau, 2006). Similarly, as lethargus involves cessation of food-uptake, oscillatory gene 

expression may serve to anticipate this event, consistent with a large number of intestinally 

expressed oscillating genes. Nonetheless, even for this class, a broad dispersion of peak 

expression phases may suggest additional functions, yet to be uncovered. Whatever the benefit, it 

is evident that the oscillator imposes a temporal structure of gene expression that extends far 

beyond lethargus. 

 

Oscillatory state transitions and developmental checkpoints 

We have observed a loss of oscillations under three distinct conditions, in early L1 stage larvae, 

dauer arrested animals, and adults. The similarity of the oscillator states under all three 

conditions is striking and involves an arrest in the same specific phase.  

Formally, for the L1 arrest, we cannot distinguish between perturbation-induced or 

naturally occurring arrest, as the sequencing experiments required animal synchronization by 

hatching animals in the absence of food, causing a transient arrest of development. However, the 

fact that the L1 stage is extended also in animals hatched into food suggests that they may adopt 

a similar arrested state even in the presence of food, perhaps because the nutritional resources in 

the egg (i.e., egg yolk) have become depleted by the time that hatching occurs. In other words, 

synchronization of L1 animals by hatching them in the absence of food may propagate a pre-

existing transient developmental and oscillator arrest. 
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Irrespective of this interpretation, a key feature of the arrests that we observe under 

different conditions is that they always occur in the same phase. This is a behavior one would 

predict for a repetitive developmental checkpoint. Such a checkpoint has indeed been found to 

operate shortly after each larval molt exit, arresting development in response to a lack of food 

(Schindler et al., 2014). Importantly, developmental arrest does not result from an acute shortage 

of resources. Rather, it is a genetically encoded, presumably adaptive, response to nutritionally 

poor conditions, as demonstrated by the fact that mutations in the daf-2/IGFR signaling pathway 

causes animals to continue development under the same food-depleted conditions (Baugh, 2013; 

Schindler et al., 2014).  

Within the limits of our resolution, the phase of the arrested oscillator corresponds to the 

phase seen around ecdysis. Hence, oscillations and development are synchronously arrested, and 

we propose that signals related to food sensing, metabolism, or nutritional state of the animal 

help to control the state of the oscillatory system and thereby developmental progression. An 

oscillator operating near a SNIC bifurcation appears ideally suited to processing such 

information, because it acts as a signal integrator, i.e., it becomes active when a signal threshold 

is surpassed (Forger, 2017; Izhikevich, 2000). This contrasts with the behavior of oscillators 

operating near a supH bifurcation, which function as resonators, i.e., they respond most strongly 

to an incoming signal of a preferred frequency. Hence, both the phase-specific arrest and the 

integrator function as characteristics of an oscillator operating in the vicinity of a SNIC 

bifurcation are physiologically relevant features of this C. elegans oscillator.  

 

Insights into oscillator architecture and constraints for mathematical modelling 
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What mechanisms determine the type and behavior of the C. elegans oscillator? Although the 

nature and wiring of the ‘core oscillator’, i.e., the machinery that drives the pervasive gene 

expression oscillation, remains to be established, the behavior of the oscillator that we 

characterized here provides clear constraints. Thus, a change in period without a noticeable 

change in amplitude, as seen in L4 stage larvae, is a feature of rigid oscillators (Abraham et al., 

2010) that is considered incompatible with the function of a simple negative feedback loop but 

compatible with the operation of interlinked positive and negative feedback loops (Mönke et al., 

2017; Tsai et al., 2008). This conclusion is supported by evidence from synthetic biology, where 

most synthetic genetic oscillators appear to operate near a supH bifurcation (Purcell et al., 2010). 

An exception are so-called amplified negative feedback oscillators, which operate near a SNIC 

bifurcation and rely on interlinked negative and positive feedback loops. 

Beyond constraining possible oscillator architectures, our experimental observations will 

help to guide mathematical modelling of the C. elegans oscillator. Modelling is needed because 

the nonlinear dynamic behaviors of oscillators are difficult to grasp intuitively. However, it is 

usually difficult to ensure the relevance of a given model, because both its formulation and its 

parametrization determine whether oscillations occur and which behaviors the resulting oscillator 

model displays. Amplified negative feedback oscillators are a case in point as they can also 

operate near a supH bifurcation; operation near a SNIC bifurcation occurs only in a certain 

parameter space (Conrad et al., 2008; Guantes and Poyatos, 2006). The experimental 

characterization of the system’s bifurcation that we have achieved here will therefore provide 

crucial constraints to exclude invalid mathematical models. 

We do note that mathematical models of somitogenesis clocks, inspired by mechanistic 

knowledge about the identity of individual oscillator components and their wiring, tend to 
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represent oscillators operating near a supH bifurcation (Jensen et al., 2010; Webb et al., 2016). 

This appears consistent with observations on isolated cells in vitro (Webb et al., 2016). At the 

same time it contrasts with changes in both amplitude and period that were shown to occur in 

zebrafish embryos during somite formation and prior to cessation of oscillation (Shih et al., 

2015). Thus, and because an analysis of bifurcation behavior of somitogenesis clocks in vivo is 

challenging due to a complex space-dependence of oscillation features (Soroldoni et al., 2014), it 

remains to be answered whether and to what extent the C. elegans oscillator and the 

somitogenesis clocks share specific properties. However, whatever the answer, a comparison of 

the similarities and differences in behaviors, architectures and topologies will help to reveal 

whether and to what extent diverse developmental oscillators follow common design principles. 
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Figures 

 

Fig 1: A massive oscillator with dispersed peak phases in several tissues 

 (A) Pairwise correlation plot of log2-transformed gene expression patterns obtained from 

synchronized population of L1 stage larvae sampled and sequenced from t = 1 h until t = 48 h 
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(TC3; a fusion of the two time courses TC1 and TC2 after 13 h; Fig. S1A,B). Asterisk indicates 

an outlier, time point t = 40 h. 

(B) Scatter plot identifying genes with oscillatory expression (henceforth termed oscillating genes, 

blue) based on amplitude and 99% confidence interval (99%-CI) of a cosine fitting of their 

expression quantified in TC2 (Methods). A lower CI-boundary ≥ 0, i.e. p-value ≤ 0.01, and a 

log2(amplitude) ≥ 0.5, which corresponds to a 2-fold change from peak to trough, were used as 

cut-offs. Genes below either cut-off were included in the ‘not oscillating’ group (black). Fig. S1C 

reveals gene distributions in a density scatter plot. 

(C) Gene expression heatmaps of oscillating genes as classified in Fig. 1B and S1C. Oscillating 

genes were sorted by peak phase and mean expression per gene from t = 7 h to t = 36 h (when 

oscillations occur) was subtracted. n=3,680 as not all genes from the long time course (TC2) were 

detected in the early time course (TC1). Gray horizontal bars indicate the individual oscillation 

cycles, C1 through C4 as later determined in Fig. S8.  

(D) Radar chart plotting amplitude (radial axis, in log2) over peak phase (circular axis, in degrees) 

as determined by cosine fitting in Fig. 1B. 

(E) Enrichment (red) or depletion (blue) of tissues detected among oscillating genes expressed 

tissue-specifically relative to all tissue-specific genes using annotations derived from (Cao et al., 

2017). Significance was tested using one-sided binomial tests which resulted in p-values < 0.001 

for all tissues. 

(F) Density plot of the observed peak phases of tissue-specifically expressed oscillating genes for 

all enriched tissues. 
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Fig 2: Oscillations start with a time lag in L1 

(A) Gene expression heatmap of detectably expressed oscillating genes sampled from a separate 

early developmental time course (TC4; t = 1 h to t = 24 h). Genes were ranked according to their 

peak phase as determined in Fig. 1. 

(B) Pairwise correlation plot of log2-transformed oscillating gene expression data obtained from 

both early larval development time courses, TC1 and TC4. 

(C) Gene expression traces of representative genes F11E6.3, col-68 and col-46.  

(D) Scatter plot of calculated oscillating gene peak phase (Fig. 1) over the time of occurrence of 

the first expression peak in L1 larvae, observed in TC4. Peak detection was performed using a 

spline analysis. As visual inspection did not reveal peaks in the heatmap during the first three 

hours, and as the first cycle ends at 13 h, we performed this analysis for t = 3 h to t = 13 h to 

reduce noise. 

(E) Scatterplot comparing experimentally identified first peaks of gene expression (as in D) of the 

two early time course replicates, TC1 and TC4.  

All analyses for oscillating genes identified in Fig. 1 with detectable expression (n=3,680). 
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Fig 3: Oscillatory gene expression is coupled to molting 

(A) GO-term enrichments for oscillating genes as classified in Fig. 1C. The top 15 enriched terms 

are displayed. 
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(B) GFP signal quantification for qua-1p::gfp::pest::h2b::unc-543’UTR expressing single animals 

(HW2523, n=20) over larval development, starting from hatch (t = 0 h). Molts (red), mean 

intensity (blue line) and standard deviation across population (shading) are indicated. 

(C), (D) Boxplots of molt, intermolt and larval stage durations (C) and of larval stage durations 

and period times of oscillations (D) of single animals (HW2523) developing in microchambers 

(n=20). In (D), L1 was excluded because of the time lag before oscillations manifest after 

hatching. 

(E) Boxplot of phase at molt entry (start of lethargus) and molt exit (end of lethargus) separated 

by larval stages for single animals (HW2523) developing in microchambers (n=20) 

(F) Schematic models of size of expected phase variation (radius of colored blur) at molt entry 

(gray) and molt exit (blue) depending on the coupling status between oscillations and molting. 

(G) Barplots displaying the ratio of expected standard deviation over observed standard deviation 

for phase calling at either molt entry or molt exit for the indicated reporters. A dashed line 

indicates parity. 

(H) Schematic depiction of coordination between oscillatory gene expression and development. 

Boxplots in (C) – (E) extend from first to third quartile with a line at the median, outliers are 

indicated with a cross, whiskers show 1.5*IQR. 
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Fig 4: Change in period without noticeable change in amplitude 

(A) Schematic depiction of amplitude and period behaviors in response to a control parameter 

change for an oscillatory system transitioning between a quiescent (stationary) and an oscillatory 

state through the indicated bifurcations (created with BioRender.com). Note that transitions can 

occur in either direction. 

(B) Amplitudes derived from cosine fitting to the individual oscillations of L2, L3 and L4 stage 

(TC2) plotted against each other. Pearson correlation coefficient r, slope of the linear regression 

(black) and the diagonals (slope=1; red) are indicated. 291 genes were excluded from oscillating 

genes due to altered mean expression in L4, see Fig. S4, i.e., n=3,448.  

(C) Density plot showing oscillation period at every time point for each of the oscillating genes 

(n=3,448) as quantified by Hilbert transform. Mean oscillation period over all oscillating genes is 

shown by the black line. Horizontal gray bars indicate oscillation cycles C1 through C4 as in Fig. 

1C. 

(D) Expression changes for an oscillation with a constant 7h period (dotted line), and an 

oscillation reconstructed from the mean oscillation period in (C) (black line), both amplitudes set 

to four. The expression of a representative gene, col-147 (mean normalized) is shown (red line). 

Horizontal gray bars indicate oscillation cycles C1 through C4 as in Fig. 1C. 
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Fig 5: The oscillator is phase arrested in early L1 and adults 

(A) Phase plane diagrams depicting supH and SNIC bifurcations, respectively, showing the 

change in qualitative behavior as the bifurcation parameter value changes (arrow). The 

bifurcation point, i.e. the parameter value at which the bifurcation occurs, is indicated. 

(B) Pairwise correlation plot of log2-transformed oscillating gene expression data obtained from 

TC3, i.e., the fusion of TC1 (blue labels) and TC2 (black). Genes which deviated in mean 

expression in L4 were excluded (Fig. S4), resulting in n=3,393 genes. 

(C) Lines of correlation for TP37–48 (red) to all time points in the fused larval time course. 

Arrows indicate local correlation maxima at TP13, 19 and 26/27. Correlation traces for TP ≤ 36 

h are shown in light gray, except for TP19 (orange). Fig. S5 illustrates how correlation lines 

were generated. 
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(D) Lines of correlation for TP1–5 (blue) and TP19 (orange) to all time points in the fused larval 

time course. Arrows indicate local correlation maxima at TP13, 19 and 26/27.  

All correlations were determined by Pearson correlation. Correlation values were obtained from 

Fig. 5B. 
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Fig 6: Transition to an oscillatory state during embryogenesis 

(A) Heatmap of log2-transformed embryonic expression of oscillating genes, excluding L4 

deviating genes, sorted by larval peak phase (defined as in Fig. 1). 

(B, C) Pairwise correlation coefficients between embryonic and larval time points (Fig. S7) plotted 

over larval time for embryonic TP10-370 min (B, black-blue gradient) and TP380-830 min (C, 

red-yellow gradient), respectively. Dots represent peaks of the correlation lines after spline 

analysis in the second oscillation cycle (C2), arrows indicate trends. Horizontal gray bars indicate 

oscillation cycles C1 through C4 as in Fig. 1C. 

(D) 3D-scatter plot of the correlation coefficient peak for each embryonic time point to the time 

of larval development at the second oscillation cycle (C2). Embryonic time is determined by 

time of sample collection, larval time by spline interpolation. Color scheme as in B and C. 

(E) Polar plot of correlation coefficient peak over the time point in the second larval oscillation 

cycle (C2) at which the correlation peak is detected. TP14 is defined as 0° and correlates most 

highly to TP20, thus defined as 360°. Values are as in D; color scheme as in B and C. 

All correlations were determined by Pearson correlation. 
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Fig 7: Re-initiation of oscillations after dauer from an arrested oscillator phase 

(A) Pairwise-correlation map of log2-transformed oscillatory gene expression of dauer exit 

samples (“postdauer”) and fused larval time course (TC3) samples. 

(B) Correlation of the indicated time points after plating dauer-arrested animals on food 

(TPpostdauer) to the fused larval time course, TC3. Arrows indicate peaks of correlation to 

TP13/19/26.5 (300°) of TC3. 

(C) Schematic depiction of behavior of the C. elegans oscillator from embryo to adult. A phase-

specific arrest (red dot) is observed in hatch, early L1, young adults, and dauer-arrested animals. 

See Fig. S8 for additional data supporting four similar oscillation cycles during L1 through L4. 
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Methods 

 

C. elegans strains 

The Bristol N2 strain was used as wild type. The following transgenic strains were used: 

HW1370: EG6699; xeSi136 [F11E6.3p::gfp::h2b::pest::unc-54 3’UTR; unc-119 +] II (this 

study) 

HW1939: EG6699, xeSi296 [eft-3p::luc::gfp::unc-54 3'UTR, unc-119(+)] II (this study) 

HW2523: EG6699: xeSi437 [qua-1p::gfp::h2b::pest::unc-54 3’UTR; unc-119 +] II (this study) 

HW2526: EG6699: xeSi440 [dpy-9p::gfp::h2b::pest::unc-54 3’UTR; unc-119 +] II (this study) 

PE254: feIs5 [sur-5p::luc::gfp; rol-6(su1006)] V (Lagido et al., 2008)  

PE255: feIs5 [sur-5p::luc::gfp; rol-6(su1006)] X (Lagido et al., 2008) 

 

All transcriptional reporters and luciferase constructs produced for this study were 

generated using Gibson assembly (Gibson et al., 2009) and the destination vector pCFJ150 

(Frøkjaer-Jensen et al., 2008). First a starting plasmid was generated by combining NotI digested 

pCFJ150, with either Nhe-1::GFP-Pest-H2B or Nhe-1::luciferase::GFP (adapted from pSLGCV 

(Lagido et al., 2008)) and ordered as codon optimized, intron containing gBlocks® Gene 

Fragment (Integrated DNA Technologies), and unc-54 3’UTR (amplified from genomic DNA) to 

yield pYPH0.14 and pMM001 respectively. Second, promoters consisting of either 2kb upstream 

of the ATG or up to the next gene were amplified from C. elegans genomic DNA before 

inserting them into NheI-digested pYPH0.14 or pMM001. PCR primers and resulting plasmids 

are listed in the Table S3. Third, we obtained transgenic worms by single-copy integration into 

EG8079 worms, containing the universal ttTi5605 locus on chromosome II by following the 

published protocol for injection with low DNA concentration (Frøkjær-Jensen et al., 2012). All 

MosSCI strains were backcrossed at least twice.  

 

Methods luciferase assay 

Gravid adults were bleached and single embryos were transferred by pipetting into a well of a 

white, flat-bottom, 384-well plate (Berthold Technologies, 32505). Embryos hatched and 

developed in 90 µL volume containing E. coli OP50 (OD600 = 0.9) diluted in S-Basal medium 

(Stiernagle, Theresa, n.d.), and 100 μM Firefly D-Luciferin (p.j.k., 102111). Plates were sealed 
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with Breathe Easier sealing membrane (Diversified Biotech, BERM-2000). Luminescence was 

measured using a Luminometer (Berthold Technologies, Centro XS3 LB 960) for 0.5 seconds 

every 10 minutes for 72 hours at 20°C in a temperature-controlled incubator and is given in 

arbitrary units. 

Luminescence data was analyzed using an automated algorithm for molt detection on 

trend-corrected data as described previously (Olmedo et al., 2015), but implemented in 

MATLAB, and with the option to manually annotate molts in a Graphical User Interface. The 

hatch was identified as the first data point (starting from time point 4 to avoid edge effects) that 

exceeds the following value: the mean + 5*stdev of the raw luminescence of the first 20 time 

points.   

To quantify the duration of the molts, we subtracted the time point at molt entry from the 

time point at molt exit. To quantify the duration of larval stages, we subtracted the time point at 

molt exit of the previous stage (or time point at hatch for L1) from the time point at molt exit of 

the current stage. The duration of the intermolt was quantified as duration of the molt subtracted 

from duration of the larval stage. For statistical analysis, we assumed the durations to be 

normally distributed and used Welch two-sample and two-sided t-test, i.e. the function ‘t.test’ of 

the package ‘stats’ (version 3.5.1) (R Core Team, n.d.) in R. 

 

RNA sequencing 

For RNA sequencing, synchronized L1 worms, obtained by hatching eggs in the absence of food, 

were cultured at 25°C and collected hourly from 1 hour until 15 hours of larval development, or 

5 hours until 48 hours of larval development, for L1–L2 time course (TC1) and L1–YA time 

course (TC2) respectively. A replicate experiment was performed at room temperature from 1 

hours until 24 hours (TC4). RNA was extracted in Tri Reagent and DNase-treated as described 

previously (Hendriks et al., 2014). For the TC2 and TC4, libraries were prepared using the 

TruSeq Illumina mRNA-seq (stranded – high input), followed by the Hiseq50 Cycle Single-end 

reads protocol on HiSeq2500. For the TC1, libraries were prepared using the Illumina TruSeq 

mRNA-Seq Sample Prep Kit (Strand-sequenced: any), followed by the Hiseq50 Cycle Single-

end reads protocol on HiSeq2500. 
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Processing of RNA-seq data  

RNA-seq data were mapped to the C. elegans genome using the qAlign function 

(splicedAlignment=TRUE) from the QuasR package (Au et al., 2010; Gaidatzis et al., 2015) in 

R. Gene expression was quantified using qCount function from the QuasR package in R. For 

TC2 and Dauer exit (Hendriks et al., 2014) time course, QuasR version 1.8.4 was used, and data 

was aligned to the ce10 genome using Rbowtie aligner version 1.8.0. For TC1, QuasR version 

1.2.2 was used, and data was aligned to the ce6 genome using Rbowtie aligner version 1.2.0. For 

TC4 (Fig. 2), RNA-seq data were mapped to the C. elegans ce10 genome using STAR with 

default parameters (version 2.7.0f) and reads were counted using htseq-count (version = 0.11.2). 

Counts were scaled by total mapped library size for each sample. A pseudocount of 8 was added 

and counts were log2-transformed. For the TC2, lowly expressed genes were excluded 

(maximum log2-transformed gene expression - (log2(gene width)-mean(log2(gene width))) ≤ 6). 

This step was omitted in the early time courses because many genes start robust expressing only 

after 5-6 hours. Expression data of the dauer exit time course was obtained from (Hendriks et al., 

2014). 

 

Classification of genes 

To classify genes, we applied cosine fitting to the log2-transformed gene expression levels from 

t=10 hours until t=25 hours of developmental time (mid L1 until late L3) of TC2, when the 

oscillation period is most stable (Fig. 4C). During this time the oscillation period is 

approximately 7 hours, which we used as fixed period for the cosine fitting. We built a linear 

model as described (Hendriks et al., 2014) using cos(ωt) and –sin(ωt) as regressors (with 13 

degrees of freedom). In short, a cosine curve can be represented as:  

𝐶 ∗ cos(𝜔𝑡 +  𝜑) = 𝐴 ∗ cos(𝜔𝑡) − 𝐵 ∗ sin (𝜔𝑡) 

With 𝐴 = 𝐶 ∗ cos(𝜑)  

and 𝐵 = 𝐶 ∗ sin(𝜑) 

From the linear regression (‘lm’ function of the package ‘stats’ in R) we obtained the coefficients 

A and B, and their standard errors. A and B represent the phase and the amplitude of the 

oscillation:  

𝑝ℎ𝑎𝑠𝑒 =  arctan (𝐴, 𝐵) 

𝑎𝑚𝑝𝑙𝑖𝑡𝑢𝑑𝑒 =  √𝐴2 +  𝐵2 
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As the density of the genes strongly decreased around 0.5 (Fig. S1C) we used amplitude ≥ 0.5 as 

a first classifier. We propagated the standard error of the coefficients A and B to the amplitude 

using Taylor expansion in the ‘propagate’ function (expr=expression(sqrt(((A^2)+(B^2))), ntype 

= ‘stat’, do.sim=FALSE, alpha=0.01) from the package ‘propagate’ (version 1.0-6) (Spiess, 

2018) in R. We obtained a 99% confidence interval (99%-CI) for each gene. As 99%-CI that 

does not include 0 is significant (p-value=0.01), we used the lower boundary (0.5%) of the CI as 

a second classifier. Thus, we classified genes with an amplitude ≥ 0.5 and lower CI-boundary ≥ 0 

as ‘oscillating’ and genes with an amplitude < 0.5 or a lower CI-boundary < 0 were classified as 

‘not oscillating’ (Fig. 1B, S1C). Every gene thus has an amplitude and a peak phase. A peak 

phase of 0° is arbitrarily chosen, and thus current peak phases are expected to differ 

systematically from the previously assigned peak phases (Hendriks et al., 2014). To compare the 

peak phases of TC2 with those of the previously published L3-YA time course (TC6), we 

calculated the phase difference (TC2 – TC6) (Fig. S1D, E). We added 360° to the difference and 

used the modulus operator (%%360), to maintain the circularity within the data. The coefficient 

of determination, R2, was calculated by 1-(SSres/SStot), in which the SStot (total sum of 

squares) is the sum of squares in peak phase of the L1-YA time course. SSres (response sum of 

squares) is the sum of squares of the phase difference.  

 

Time course fusion 

In order to obtain an RNAseq time course spanning the complete larval development, we fused 

the L1–L2 time course (TC1, TP1 – TP15) with the L1–YA course (TC2, TP5 – TP48). To 

decide which time points to choose from the individual time courses, we correlated the gene 

expression of all genes (n = 19,934) of both time courses against each other using the log2 

transformed data with a pseudocount of 8 with pearson correlation. In general, we saw good 

correlation between the two time courses, e.g. TP1(TC1, L1–L2) correlated well with TP1(TC2, L1–YA) 

etc. (Fig. S1B). Additionally, we could see comparable correlation values of TP13(TC2, L1–YA) and 

TP13(TC1, L1-L2) with TP1–5(TC1, L1–L2) (not shown). We concluded that TP13(TC1, L1–L2) and 

TP13(TC2, L1–YA) are highly similar and thus fused at this time point, i.e., combined TP1–TP13(TC1, 

L1–L2) with TP14–TP48(TC2, L1–YA). 
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Exclusion of genes based on L4 mean expression 

Given that oscillating genes were identified based on gene expression in TP10-TP25, when 

oscillation period is most stable, some genes showed deviating behavior in the last oscillation 

cycle, C4. Hence, for quantification of oscillation amplitude, period and correlation, we excluded 

those genes. We determined the mean expression levels for each gene over time in oscillation 

cycles C2 (TP14-TP20), C3 (TP20-TP27) and C4 (TP27-TP36). Genes (n=291) were excluded if 

the absolute value of the difference in mean expression between L2 and L4 normalized by their 

mean difference exceeded 0.25, i.e. abs((L2meanExpr-L4meanExpr)/(0.5*(L2meanExpr-

L4meanExpr)))>0.25. 

 

Quantification of oscillation amplitude 

To quantify the oscillation amplitude for each larval stage, we split the TC2 in 4 separate cycles, 

roughly corresponding to the developmental stages, i.e. C1: TP6-TP14, C2: TP14-TP20, C3: 

TP20-TP27 and C4: TP27-TP36 developmental time. We applied cosine fitting to C2, C3 and C4 

as described above to the expression of oscillating genes in TC2, excluding genes with deviating 

mean expression in L4 as described above. We excluded C1, because amplitudes were 

sometimes difficult to call reliably. We used a fixed period of 7 h for C2-C3 and 8.5 h for C4 as 

determined by quantification of the oscillation period (Fig. 4C). We applied a linear regression 

using the function ‘lm’ of the package ‘stats’ in R to find the relationship between the amplitudes 

across different stages, i.e. the slope. The correlation coefficient, r, was determined using the 

‘cor’ function (method=pearson) of the package ‘stats’ in R. 

 

Quantification of oscillation period 

For a temporally resolved quantification of the oscillation period, we filtered the mean-

normalized log2 transformed gene expression levels of oscillating genes, excluding L4 deviating 

genes (we selected TP5-TP39, because oscillations cease at ~TP36 and the inclusion of 3 

additional time points avoided edge effects) using a Butterworth filter (‘bwfilter’ function of the 

package ‘seewave’ (version 2.1.0) (Sueur et al., 2008) in R, to remove noise and trend-correct 

the data. The following command was used to perform the filtering: bwfilter(data, f = 1 , n = 1, 

from = 0.1, to = 0.2, bandpass = TRUE, listen = FALSE, output = "matrix"). The bandpass 

frequency from 0.1 to 0.2 (corresponding to 10 hour and 5 hour period respectively) was selected 
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based on the Fourier spectrum obtained after Fourier transform (‘fft’ function with standard 

parameters of the package ‘stats’). As an input for the Hilbert transform we used the butterworth-

filtered gene expression. The ‘ifreq’ function (with standard parameters from the package 

‘seewave’) was used to calculate the instantaneous phase and frequency based on the Hilbert 

transform. To determine the phase progression over time we unwrapped the instantaneous phase 

(ranging from 0 to 2π for each oscillation) using the ‘unwrap’ function of the package ‘EMD’ 

(version 1.5.7) (Kim and Oh, 2018) in R. To avoid edge effects, we removed the first 4 data 

points (TP5-TP8) and last 3 data points (TPTP37-TP39) of the unwrapped phase (retaining TP9-

TP36). The angular velocity is defined as the rate of phase change, which we calculated by 

taking the derivative of the unwrapped phase. The instantaneous period was determined by 

2π/angular velocity and was plotted for each gene individually and as mean in a density plot. The 

mean of the instantaneous period over all oscillating genes was used to reconstruct a ‘global’ 

oscillation by taking the following command: sin(cumsum(mean angular velocity)) and plotted 

together with a 7h-period oscillation and the mean normalized expression of a representative 

gene, col-147. 

 

Correlation analyses of RNAseq data 

Log2-transformed data was filtered for oscillating genes and then plotted in a correlation matrix 

using the R command cor(data, method=”pearson”). The correlation line plots represent the 

correlations of selected time points to the fused full developmental time course (Fig. S5) and are 

specified in the line plot. 

To reveal the highest correlations for a selected time point, we analyzed the correlation line of 

this time point between TP7 and TP36 (the time in which oscillations occur) using a spline 

analysis from Scipy (Jones et al., 2001) in python (“from scipy.interpolate import 

InterpolatedUnivariateSpline” with k=4) and stored the spline as variable “spline”. We identified 

peaks of the correlation line by finding the zeros of the derivative of the spline (cr_points = 

spline.derivative().roots()). The highest correlations of the respective correlation line were thus 

the value of the spline at the time point where the spline derivative was zero and the value was 

above the mean of the correlation line (cr_vals = spline(cr_pts) followed by pos_index = 

np.argwhere(cr_vals>np.mean(data.iloc[i])) and peak_val = cr_vals[pos_index]). Thus, we 

identified the correlation of particular time points (e.g. TP14–TP19) with their corresponding 
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time points in the next oscillation cycle. Thereby, we were able to identify cycle time points as 

described in the results section. We defined the first cycle time point, e.g. TP14 of cycle 2, as 0°, 

and the last unique one, TP19, as 300°. TP14 (0° of cycle 2) is also 360° of cycle 1. Note that a 

sampling interval of 1 hour means that a TP in one cycle may correlate equally well to two 

adjacent TPs in another cycle, as seen for instance in the correlation of TP13 to TP26 and TP27. 

The spline interpolation places the peak of correlation in the middle of these time points at 

~TP26.5. The spline analysis thus annotates cycle points correctly even in C4 which has an 

extended period.  

We performed correlation analyses without mean normalization of expression data, hence 

correlation values cannot be negative but remain between 0 and 1. We made this decision 

because a correlation analysis using mean-centered data, where correlations can vary between -1 

and +1, requires specific assumptions on which time points to include or exclude for mean 

normalization, and because it is sensitive to gene expression trends. However, we confirmed, as a 

proof of principle, the expected negative correlation of time points that are in antiphase when 

using mean-centered data (Fig. S9) using all oscillating genes in TC3 (n = 3680).  

 

GO-term analysis 

GO-term analysis was performed using the GO biological process complete option (GO ontology 

database, release 2019-02-02) from the online tool PANTHER (“PANTHER Classification 

System,” n.d.) (overrepresentation test, release 2019-03-08, standard settings). 

 

Tissue specific analysis 

In order to reveal if particular tissues are enriched in oscillating genes, we used single cell 

sequencing data from (Cao et al., 2017). In particular, we used Supplementary “Table S6: 

Differential expression test results for the identification of tissue-enriched genes” where each 

gene’s highest and second highest tissue expression and the ratio of is reported. We selected 

tissue specific genes based on a ratio > 5 and a qvalue < 0.05 (these criteria reduced the number 

of genes to investigate). Using this list of genes we calculated the percentage of tissues present in 

both, all genes and oscillating genes using the function “Counter” from “collections” in python 

(labels, values = zip(*Counter(tissue_info_thr["max.tissue"]).items()) ). In order to obtain the 

enrichment of tissues, we divided the percentage of tissue X among oscillating genes in the tissue 
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enriched dataset by the percentage of tissue X among all genes in the tissue enriched data set and 

plotted the resulting values. The list of tissue specific oscillating genes was further used to 

investigate the peak phases within one tissue by plotting a density plot of the peak phase (from 

Fig. 1) for every tissue. As we lack data below 0 degree and above 360 degree, density values at 

these borders are distorted as the density is calculated over a moving window. Since we are 

confronted with cyclical data and thus 0 degree corresponds to 360 degree, we added and 

subtracted 360 degree to each phase value, thus creating data that ranged from -360 degree to 

720 degree which allowed us to plot the correct density at the borders 0 and 360 degree. We used 

python (pandas) to plot this data using the following command:  

data_tissue ["Phase"].plot(kind="kde", linewidth=5, alpha=0.5, bw=0.1) 

 

Identification of first gene expression peaks in L1 larvae 

To identify the first peak of oscillating genes, we used a spline analysis in Python (“from 

scipy.interpolate import InterpolatedUnivariateSpline”) from TP3 – TP13. We chose these time 

points to remove false positives in the beginning due to slightly higher noise for the first 2 time 

points as well as not to identify the second peak which occurred at ≥TP14 for some very early 

genes. The function used was “InterpolatedUnivariateSpline” with k=4. After constructing the 

spline, we identified the zeros of the derivative and chose the time point value with the highest 

expression value and a zero derivative as the first peak time point. 

 

Embryonic gene expression time course 

Embryonic gene expression data was obtained from (Hashimshony et al., 2015), and represented 

precisely staged single embryos at 10 min intervals from the 4-cell stage up to muscle movement 

and every 10-70 min thereafter until 830 minutes. We obtained the gene count data from the 

Gene Expression Omnibus data base under the accession number GSE50548, for which 

sequencing reads were mapped to WBCel215 genome and counted against WS230 annotation.  

We normalized the gene counts to the total mapped library size per sample, added a pseudocount 

of 8, and log2-transformed the data. We selected genes according to the larval oscillating gene 

annotation, with L4 deviating genes excluded, and plotted their embryonic expression patterns 

according to peak phase in larvae. The embryonic time course was correlated to the fused larval 

time course (TC3) using the ‘cor’ function (method=’pearson’) of the package ‘stats’ in R (Fig. 



Results  

Page | 86  
 

S7A). Correlation line plots were generated by plotting the correlation coefficients for each 

embryonic time point over larval time. To identify the peaks of the correlation lines with a 

resolution higher than the sampling frequency, we interpolated the correlation lines using the 

‘spline’ function (n=240, method='fmm') of the package ‘stats’ in R. To call the peaks of the 

interpolated correlation lines, we applied the ‘findpeaks’ function (with nups=5, ndowns=5) of 

the package ‘pracma’ on the time points on the interpolated time points 10-185, that cover the 

four cycles. To find the embryonic time point at which oscillations initiate, we plotted the larval 

TP in cycle 2 at which the correlation peak occurred over embryonic time (Fig. S7B) and 

determined the intersection of the two linear fits, using the ‘solve’ function of the package 

‘Matrix’ (version 1.2-15) (Bates and Maechler, 2018) and the ‘lm’ function of the package ‘stats’ 

in R respectively. To determine the 95%-CI of the x-coordinate of the intersect, the standard 

error of the slope a and the intercept b of the two linear fits was propagated using Taylor 

expansion in the ‘propagate’ function (expr = expression((b1-b2)/(a2-a1)), ntype = "stat",do.sim 

= FALSE, alpha=0.05) from the package ‘propagate’ in R. The pairwise correlation map was 

generated with the ‘aheatmap’ function of the package ‘NMF’ (version 0.21.0) (Gaujoux and 

Seoighe, 2010) and the 3D plot was generated with the ‘3Dscatter’ function of the package 

‘plot3D’ (version 1.1.1) (Soetaert, 2017) in R. 

 

Time-lapse imaging of single animals 

Single worm imaging was done by adapting a previous protocol (Turek et al., 2015), and is 

similar to the method reported in (Gritti et al., 2016). Specifically, we replaced the previous 3.5-

cm dishes with a “sandwich-like” system: The bottom consisted of a glass cover slip onto which 

two silicone isolators (GRACE Bio-Labs, SKU: 666103) with a hole in the middle were placed 

on top of each other and glued onto the glass cover slip. We then placed single eggs inside the 

single OP50 containing chambers, which were made of 4.5% agarose in S-basal. The chambers 

including worms were then flipped 180 degree and placed onto the glass cover slip with the 

silicone isolators, so that worms faced the cover slip. Low melt agarose (3% in S-basal) was used 

to seal the agarose with the chambers to prevent drying out or drifts of the agarose chambers 

during imaging. The sandwich-like system was then covered with a glass slide on the top of the 

silicone isolators to close the system.  
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We used a 2x sCMOS camera model (T2) CSU_W1 Yokogawa microscope with 20x air 

objective, NA = 0.8 in combination with a 50µm disk unit to obtain images of single worms. For 

a high throughput, we motorized the stage positioning and the exchange between confocal and 

brightfield. We used a red LED light to combine brightfield with fluorescence without closing 

the shutter. Additionally, we used a motorized z-drive with 2 µm step size and 23 images per z-

stack. The 488nm laser power for GFP imaging was set to 70% and a binning of 2 was used.  

To facilitate detection of transgene expression and oscillation, we generated reporters 

using the promoters of genes that exhibited high transcript levels and amplitudes, and where GFP 

was concentrated in the nucleus and destabilized through fusion to PEST::H2B (see strain list 

above). We placed embryos into chambers containing food (concentrated bacteria HT115 with 

L4440 vector) and imaged every worm with a z-stack in time intervals of 10 min during larval 

development in a room kept at ~21°C, using a double camera setting to acquire brightfield 

images in parallel with the fluorescent images. We exploited the availability of matching 

fluorescent and brightfield images to identify worms by machine learning. After identification, 

we flattened the worm at each time point to a single pixel line and stacked all time points from 

left to right, resulting in one kymograph image per worm. We then plotted background-

subtracted GFP intensity values from the time of hatch (t = 0 h), which we identified by visual 

inspection of the brightfield images as the first time point when the worm exited the egg shell.  

Time lapse images were analyzed using a customized KNIME workflow (Supplemental 

File 1). We analyzed every worm over time using the same algorithm. First, we identified the 

brightest focal planes per time point by calculating the mean intensity from all focal planes per 

time point and selecting the focal planes that had a higher intensity than the mean. Then we 

maximum-projected the GFP images over Z per time point and blurred the brightfield image and 

also max projected over Z (blurring the brightfield improved the machine learning process later 

on). All images per worm over time were analyzed by Ilastik machine learning in order to 

identify the worm in the image. The probability map from Ilastik was used to select a threshold 

that selected worms of a particular experiment best. (The threshold might change slightly as 

brightfield images can look slightly different due to differences in the sample prep amongst 

experiments.) Using a customized ImageJ plugin, we straightened the worm. The straightened 

GFP worm image was then max projected over Y which resulted in a single pixel line 

representing the GFP intensities in a worm and after stacking up all the single pixel lines in Y 
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direction, we obtained the kymographs. In order to remove noise coming from the head and tail 

regions of the worm due to inaccuracy of the machine learning, we measured mean GFP 

intensities per time point ranging from 20% until 80% of the worms anterior – posterior axis. For 

background subtraction we exploited the fact that only the nuclei were GFP positive and thus 

subtracted the minimum intensity value between GFP nuclei from their intensity values. 

After the KNIME workflow, we imported the measured GFP intensities into Python and 

analyzed the traces using a butterworth filter and Hilbert transform analysis (both from Scipy 

(Jones et al., 2001)). We used the butterworth bandpass filter using b, a = butter(order =1, 

[low,high], btype=”band”) with low=1/14 and high=1/5, corresponding to 14 hour and 5 hour 

periods respectively. We then filtered using filtfilt(b, a, data, padtype='constant') to linearly filter 

backwards and forwards. 

For individual time points where the worm could not be identified by the Ilastik machine 

learning algorithm, we linearly interpolated (using interpolation from pandas (McKinney, 2010)) 

using “pandas.series.interpolate(method = 'linear', axis =0, limit = 60, limit_direction = 

'backward'”, between the neighboring time points to obtain a continuous time series needed for 

the Hilbert transform analysis. Using Hilbert transform, we extracted the phase of the oscillating 

traces for each time point and specifically investigated the phase at molt entry and molt exit for 

our different reporter strains. 

In order to determine time points in which worms are in lethargus, we investigated 

pumping behavior. As the z-stack of an individual time point gives a short representation of a 

moving worm, it is possible to determine whether animals pump (feeding, corresponds to 

intermolt) or not (lethargus / molt). Additionally to the pumping behavior, we used two further 

requirements that needed to be true in order to assign the lethargus time span: First, worms 

needed to be quiescent (not moving, and straight line) and second, a cuticle needed to be shed at 

the end of lethargus. Usually worms start pumping one to two time points before they shed the 

cuticle. This analysis was done manually with the software ImageJ, and results were recorded in 

an excel file, where for every time point, the worms’ behavior was denoted as 1 for pumping and 

as 0 for non-pumping. 

To determine a possible connection between oscillations and development, we applied 

error propagation, assuming normal distribution of the measured phases and larval stage 

durations. Thereby, we exploited the inherent variation of the oscillation periods and 
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developmental rates among worms, rather than experimental perturbation, to probe for such a 

connection. We define the phase 𝜃 at either molt exit or entry as 𝜃 ≡  
2𝜋

𝑇𝑜 
 ∗  𝑇𝑑  ~ (𝜇, 𝜎2)  

with 𝑇𝑜 ~ (µ𝑜 , 𝜎𝑜
2) being the period of oscillation and 𝑇𝑑 ~ (µ𝑑, 𝜎𝑑

2) the intermolt duration (for 

phase at molt entry) or larval stage duration (for phase at molt exit), resulting in a phase with 

mean 𝜇 and a standard deviation 𝜎. Should the two processes be coupled as in scenario 2, we 

would expect  

𝜎𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 <  𝜎𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒𝑑. 

To calculate the phase at molt entry and molt exit with error propagation we used the 

“uncertainties” package (Lebigot, n.d.) in python. The larval stage duration as well as intermolt 

duration and period were treated as ufloat numbers, representing the distributions coming from 

our measurement (e.g. 7.5 +/- 0.2). These distributions were then used to calculate the expected 

phase at molt entry (using the intermolt duration) and molt exit (using the larval stage duration) 

using: 𝑝ℎ𝑎𝑠𝑒(𝑒𝑟𝑟. 𝑝𝑟𝑜𝑝) =
2∗𝑝𝑖

𝑝𝑒𝑟𝑖𝑜𝑑
∗ 𝑙𝑎𝑟𝑣𝑎𝑙 𝑠𝑡𝑎𝑔𝑒 . This resulted in the phase being represented 

by an ufloat number and thus a distribution which we used for plotting after normalizing for the 

mean to compare the variation of the data. 
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Fig. S1. Identification of 3,739 ‘oscillating’ genes 

(A) Overview of time courses in this study 

(B) Pairwise-correlation of log2 transformed count data (n=19,934) of the early time course 

(TC1) with the long developmental time course (TC2). High correlation is detected for samples 

that correspond to the same time points, justifying a fusion of these time courses to one 

continuous full developmental time course (TC3). 

(C) Smooth scatter of amplitude over lower boundary of 99% confidence interval of the 

amplitude as determined by cosine fitting and error propagation (see methods, related to Fig. 

1B).   

(D, E) Scatterplot (D) of the peak phase of the long developmental time course (TC2) described 

here over the previously published L3-YA time course (TC6) (Hendriks et al., 2014). Genes that 

were identified as ‘oscillating’ in both time courses (n = 2,499) are shown. Peak phases correlate 

well as confirmed by the coefficient of determination, R2, as indicated. However, they differ 

systematically (E) because a peak phase of 0° is arbitrarily chosen. A red vertical line indicates 

the mean phase difference (TC2 – TC6; corrected for circularity as described in Methods). Note 
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that the gene-specific peak phase calculated here and previously both also differ from the 

arbitrarily assigned cycle phases in Fig. S8 and their discussion.  
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Fig. S2. A strain with single-copy integrated luciferase transgene develops rapidly and 

synchronously  

(A-C) Representative raw luminescence traces of individual animals grown at 20°C. As the egg-

shell is impenetrable to luciferin, a sudden increase in luminescence at the beginning of the time 

course indicates hatch (pre-hatch in red). Abrupt drops and subsequent rises in luminescence 

specify molts (in green). The previously published strains (B, PE254; C, PE255) (Olmedo et al., 

2015) express luciferase from randomly integrated multi-copy transgene arrays that carry a semi-

dominant version of the cuticular collagen rol-6 as a marker (Lagido et al., 2008). To exclude 

that this genetic make-up could interfere with our quantification, we integrated a luciferase 
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transgene, driven by the strong, ubiquitous and constitutive eft-3 promoter, into the genome 

through Mos1-mediated single copy integration (MosSCI) (A, HW1939). 

(D-F) Heatmap per strain showing trend-corrected luminescence (Lum.) trace for one animal per 

horizontal line (D, Single-copy integrated HW1939 (n=86). E, Multi-copy integrated PE254 

(n=88). F, Multi-copy integrated PE255 (n=79)). Hatch is set to t = 0 h and traces are sorted by 

time of entry into first molt. Blue indicates low luminescence and corresponds to the molts.  

(G-I) Quantification of the duration of each intermolt (G), molt (H), larval stage I) for indicated 

strains in hours. The newly generated strain developed more rapidly and with less variability 

with regard to the duration of individual stages. Although the general trend in larval stage 

durations was shared between the different strains, i.e. L1>L4>L2&L3 (I), animals carrying the 

rol-6-marked multi-copy luciferase arrays also exhibited an extended M1 molt (H) as reported 

previously (Olmedo et al., 2015). This effect disappeared when using the single-copy transgene 

strain. Hence, the duration of molt M1 became comparable to that of M2 and M3 and 

lengthening of L1 is explained by lengthening of intermolt 1. Significant differences between 

single-copy integrated (n=86) and multi-copy integrated strains (PE254 (n=88) and PE255 

(n=79)) is indicated (*** P<<0.001, Welch two sample, two-sided t-test). Boxplots extend from 

first to third quartile with a line at the median, outliers are indicated with a cross, whiskers show 

1.5*IQR. 

(J) Table showing fold changes of mean durations of indicated stages for PE254 and PE255 

compared to HW1939 for data shown in G-I. P-values are indicated in brackets (Welch two-

sample, two-sided t-test). 
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Fig. S3. Single worm imaging with two additional reporter strains confirms phase-locking 

of oscillations to molts independently of peak phases 

(A, D) GFP quantification of single worm kymographs for the F11E6.3 (HW1370, n=16) and the 

dpy-9 (HW2526, n=22) transcriptional reporters respectively. All traces were aligned to the time 

of hatching, which was set to t = 0 h. Segments in red indicate lethargus while the blue shading 

indicates the standard deviation at each time point with the blue line representing the mean 

across worm. Only three peaks are visible for the F11E6.3 reporter, because the assay terminated 

before the final rise in expression seen with RNA sequencing.  

(B, E) Comparison of larval stage duration and period times of oscillations in hours for L2-L4 

larval stages for F11E6.3 and dpy-9 transcriptional reporters respectively. 

(C, F) Boxplot of expression phases at molt entry (start of lethargus) and molt exit (end of 

lethargus) separated by larval stages; n = 16 for F11E6.3 (D) and n = 22 for dpy-9 (I) 

transcriptional reporters.  

Boxplots extend from first to third quartile with a line at the median, outliers are indicated with a 

cross, whiskers show 1.5*IQR. 
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Fig. S4: Exclusion of genes based on deviating behavior in L4 stage 

(A) Scatter plot showing mean expression over time in L2, L3 or L4 for each oscillating gene. 

Genes indicated in red were excluded based on the L2-L4 scatter plot (Methods).  
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(B) Scatter plot showing the amplitude in L2, L3 or L4 for each oscillating gene. Genes indicated 

in red correspond to red genes in A and were excluded from amplitude analysis in Fig. 4. 

(C) Polar Scatterplot visualizing the amplitude and peak phase of all oscillating genes (n = 3739) 

in blue and the excluded oscillating genes (n = 291) in red. The excluded genes do not show a 

particular peak phase or amplitude preference.  

(D) Gene expression heatmap of log2 transformed mean normalized data of the excluded 

oscillating genes in the fused time course TC3 (n = 291). 

(E) Example gene expression of four excluded oscillatory genes that were excluded based on the 

L2-L4 scatter plot in (A). 
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Fig. S5. Correlation line explanation  

(A) Left: Pairwise-correlation plot of log2-transformed oscillatory gene expression patterns 

without L4 deviating genes obtained from synchronized population of L1 stage larvae at 25°C 

(TC1, TP1 – 13) combined time points from the long developmental time course (TC2, TP14 –

48), as in Fig. 5B (n = 3,393). Right: The correlation of TP19 versus all other time points is 

plotted as a line (orange), correlation with itself at 19 hours is 1.0 (orange arrow). 

 

 
Fig. S6: Arrested phase of the oscillator is reproduced in a second RNA sequencing 

experiment 

 

(A) Pairwise correlation plot of log2-transformed oscillatory gene expression patterns without L4 

deviating genes (n=3,448) from the replicate time course TC4 (TP1 – 13) fused with TP14 – 48 

of the long RNA seq time course TC2 (TP14 – 48). 

(B) Correlations of expression patterns for the indicated time points to all other time points of the 

fused time course from A. TP1 – 5 (blue) as well as the adult time points (red) correlate highly 

with TP13, TP19 and TP26/27 (arrows). Hence, oscillations are arrested in the same phase at the 

beginning and the end of the time course.
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Fig. S7. Initiation of oscillations during mid-embryogenesis 

(A) Pairwise correlation map of log2-transformed oscillating gene counts of fused larval time 

course to embryonic time course (Hashimshony et al., 2015).  

(B) Scatter plot showing the larval time point of the larval oscillation cycle 2 (Fig. 6) for each 

embryonic time point. The larval time point of the peak was determined after spline interpolation 

(9). Linear model 1 (y = 5.312e-04*x + 13.98, p=0.098, R2 = 0.162, 16 degrees of freedom) was 

fitted to the data of embryonic TP10-TP230 min (in green) and linear model 2 (y = 0.0108*x + 

10.07, p=2.08e-11, R2 = 0.985, 11 degrees of freedom) was fitted to the data of embryonic 

TP450-TP830min (in blue). The embryonic time at the intersection (in red, 380.0 min (95%-CI 

317.6 min – 444.2 min)) of the linear models was determined in the inflection zone, i.e. points 

(in grey) not used for model 1 or model 2 fit, and the 95% CI was determined by propagating the 

standard errors of the coefficients of the linear models (Methods). 
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Fig. S8: Oscillations are invariant over time 

The correlation analysis revealed a stably arrested oscillator state in early L1 and young adults. 

To explore how the oscillating state changes over time, we investigated the similarity among the 

four oscillation cycles, C1 through C4. Specifically, we compared oscillator states at each time 

point sampled during C2 to the three other cycles. By choosing C2 as a starting point, we could 

examine correlations to both earlier and later cycles. Because the last time point (360°) of one 

cycle is the first time point (0°) of the following cycle, we truncated each cycle at 300° for this 

analysis, to avoid an artificially inflated correlation. 

 Using spline interpolation and local maxima detection to determine correlation peaks 

(Methods) for each of the six time points TP14/0° through TP19/300° of C2 to the other cycles, 

we observed high and largely invariant values across each of the other three cycles. In other 

words, except for the extended period during L4, little variability occurs in oscillations across the 

four cycles. 

(A) Correlation of cycle 2 time points (TP14–19; corresponding to 0° to 300°; marked by 

indicated colors) to all other time points of the fused larval time course (TC3). For the 

correlation analysis we used the log2-transformed oscillating gene expression data without the L4 

deviating genes. Diamonds (cycle 1), circles (cycle 2), squares (cycle 3) and stars (cycle 4) 

indicate correlation peak values and peak times determined by spline interpolation. 

 (B) Polar plot displaying correlation of cycle 2 gene expression patterns with those of the 

corresponding points in the other cycles. Color scheme and symbols as in B. Adult time points 

(red circles) and start (0° in cycle 1; orange) are placed according to correlations in A and B, 

respectively. 
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Fig. S9: Correlation analysis with mean normalized data yields qualitatively similar results 

to an analysis without mean normalization 

(A) Pairwise correlation plot of log2-transformed, mean normalized oscillating gene expression 

from the fused developmental time course (Fig 1C, n = 3,680). 

(B) Correlation line plots reveal repetitive similarity of TP1 – 5 to TP13, TP19 and TP26/27. 

Due to mean normalization, the correlation lines oscillates around 0. 

(C) Scatter plot comparing log2-transformed, mean-normalized oscillating gene expression data 

of individual time points. 

The Spearman correlation coefficient is indicated on the left corner and can range from anti-

correlation (-1) to full correlation (+1).  
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Table S1. Related to Fig. 1 – Similar GO terms are enriched for the L1–YA developmental 

time course and the L3-YA time course (Separate File) 

GO term enrichment for ‘GO biological process complete’ for the L1–YA developmental time 

course described here and the previously published L3–YA time course (Hendriks et al., 2014). 

Similar GO terms were enriched for both time courses.
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Table S2. Related to Figure 3 - Larval developmental duration in single worm imaging 

experiments 

Median durations of molts, intermolts and larval stage durations determined for single worm 

imaging reporter strains grown in microchambers at ~21°C ambient temperature. 

 

Reporter Larval 

stage 

Median 

duration (h) 

qua-1 I1 10 

qua-1 I2 4.7 

qua-1 I3 5 

qua-1 I4 6.8 

qua-1 M1 2.2 

qua-1 M2 1.8 

qua-1 M3 1.8 

qua-1 M4 2.8 

qua-1 L1 12.2 

qua-1 L2 6.5 

qua-1 L3 6.9 

qua-1 L4 9.5 

dpy-9 I1 10.2 

dpy-9 I2 5.5 

dpy-9 I3 5.6 

dpy-9 I4 7.8 

dpy-9 M1 2 

dpy-9 M2 1.8 

dpy-9 M3 2 

dpy-9 M4 2.7 

dpy-9 L1 12 

dpy-9 L2 7.3 

dpy-9 L3 7.7 

dpy-9 L4 10.4 

F11E6.3 I1 10.5 

F11E6.3 I2 5 

F11E6.3 I3 5.3 

F11E6.3 I4 7.5 

F11E6.3 M1 1.8 

F11E6.3 M2 1.7 

F11E6.3 M3 1.8 

F11E6.3 M4 2.5 

F11E6.3 L1 12.5 

F11E6.3 L2 6.8 

F11E6.3 L3 7.2 

F11E6.3 L4 10 
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Table S3. Plasmids and primers used 

 
Vector 

name 

Backbone Inserts Primers Primer sequence 

pYPH0.14 pCFJ150 GFP::H2B::Pest  GFP-pest-H2B FW1 + Overhang  gcgtgtcaataatatcactcGCTAGCATGTCTAGACTTAG

CCATGGC  
 GFP-pest-H2B RV1 + Overhang  gccgatgcggagctcttatcTTACTTGCTGGAAGTGTAC

TTG  

Unc-54 3'UTR  Unc-54 3’UTR FW1 + Overhang  AGTACACTTCCAGCAAGTAAgataagagctccgcatcg  

 Unc-54 3’UTR RV1 + Overhang  Aacatatccagtcactatggaaacagttatgtttggtatattggga  

pYPH5 pYPH0.14 F11E6.3 
promoter 

F11E6.3 FW1 + Overhang gcgtgtcaataatatcactcaggaaaacctcaaattttgttaacact 

F11E6.3 RV + Overhang GCTAAGTCTAGACATcatggttacctaaaaatataaagctct 

pYPH69 pYPH0.14 dpy-9 promoter dpy-9 promoter FW +OH to 
pYPH0.14 

gcgtgtcaataatatcactcgtacaatagaaaaaaagcagcaat 

dpy-9 promoter RV +OH to 

pYPH0.14 

CCATGGCTAAGTCTAGACATtctgcaataataagtattga

aaacaaga 

pYPH70 pYPH0.14 qua-1 promoter qua-1 promoter FW +OH to 

pYPH0.14 

gcgtgtcaataatatcactcatacttttgcactacacggag 

qua-1 promoter RV +OH to 
pYPH0.14 

CCATGGCTAAGTCTAGACATcttaaatataggttaagcat
gataggat 

pMM001 pCFJ150 luciferase::GFP unc-54 3'UTR + overhang gfp GCATGGATGAACTATACAAAgataagagctccgcatcg 

gfp + overhang unc-54 3'UTR gccgatgcggagctcttatcTTTGTATAGTTCATCCATGC

C 
luc, piece2 + overhang piece 1 GACTACAAGgtaagtttaaacagttcggtactaactaacca 

luc, piece1 + overhang piece 2 ccgaactgtttaaacttacCTTGTAGTCTTGGAG 

luc, piece1 + overhang NheI and 

backbone 

tgtcaataatatcactcGCTAGCATGGAGGACGCCAAG

AA 

Unc-54 3'UTR gfp + overhang luc::spacer 
(piece2) 

TACCGGTAGAAAAAATGAGTAAAGGAGAAG
AACTTTTCACTGG 

luc::spacer (piece2) + overhang 

gfp 

GTGAAAAGTTCTTCTCCTTTACTCATTTTTTCT

ACCGGTAC 
pMM002 pMM001 eft-3 promoter Peft-3 RV primer (OH to 

:luciferase) 

ATGTTCTTGGCGTCCTCCATtgagcaaagtgtttcccaac 

Peft-3 FW primer (OH to 

pCF150) 

gcgtgtcaataatatcactcGCACCTTTGGTCTTTTATTG

T 
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Data S1. (separate file) 

KNIME workflow for analyzing GFP intensities in the single worm imaging.  
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2.2 Genes expressed in the hypodermis do not necessarily oscillate 

Gert-Jan Hendriks and Yannick Hauser performed RNA sequencing time course. Yannick Hauser 

acquired and analyzed the worm imaging data. Jan Eglinger wrote the KNIME workflow for the 

worm imaging. Helge Großhans and Yannick Hauser conceived the experiment. 

 

Intrigued by the fact that many oscillating genes are found in the hypodermis (Meeuse et al., 2019), 

and considering that the hypodermis is the tissue mostly responsible to renew the cuticles after 

molting, we wondered whether all transcripts expressed in the hypodermis are oscillating. To 

investigate this possibility we examined tbb-1 which showed constitutive expression during larval 

development as determined by a previous mRNA sequencing time course (Fig 2.1C, Meeuse et 

al., 2019) and ubiquitous GFP expression from its transcriptional reporter. This reporter was 

particularly interesting because of the possibility that non-oscillating genes in the sequencing time 

course could still oscillate in individual tissues. However, due to the fact that we do not have tissue-

specific sequencing and rely on the whole worm transcriptome which is a composite signal of the 

individual tissues, the oscillations from the individual tissues could annihilate each other. Thus, 

we would misinterpret and underestimate the number of oscillating genes by looking at the whole 

worm mRNA sequencing data. To address this issue, we quantified the GFP intensity of the 

ubiquitously expressed tbb-1 transcriptional reporter specifically in the hypodermis, during the L4 

stage (Fig 2.1D). This did not reveal any evidence of oscillations, but instead recapitulated the 

mRNA sequencing data. This supports our idea that not all genes in the hypodermis oscillate. 

Nonetheless, we only tested one transcriptional reporter of a housekeeping gene and thus we 

cannot generalize this finding as housekeeping genes might be the only exceptions. 
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Fig 2.1: stable expression of tbb-1 in the hypodermis 

A, Design of transcriptional reporter of oscillating genes (image created with BioRender.com). 

B, GFP intensities are specifically analyzed in hypodermal tissue (image created with BioRender.com). 

C, mRNA abundance over time of tbb-1 and daf-6 as determined by sequencing in Meeuse et al., 2019. 

D, GFP intensities measured by confocal microscopy of two GFP transcriptional reporters driven by the 

tbb-1 and the daf-6 promoter, respectively during the L4 stage. The L4 sub-stages were identified using 

vulva morphology (Mok et al., 2015). 
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2.3 Single worm sequencing reveals non-sinusoidal oscillations 

Yannick Hauser and Sebastien Smallwood developed the single worm time course sampling 

strategy and Yannick Hauser performed the time course. Sebastien Smallwood performed library 

preps and sequencing. Yannick Hauser developed the pseudotiming algorithm and analyzed all 

count data. Helge Großhans and Yannick Hauser conceived the experiment. 

 

Despite the insights obtained from the sampled time courses in Meeuse et al., 2019, we were still 

lacking a detailed understanding of the true shape of the oscillations. We were motivated by the 

idea that core oscillator genes could display non-sinusoidal oscillations, similar to bistability 

behavior that has been observed for relaxation oscillators (see section 1.2.2) and output genes of 

the oscillator could oscillate with more sinusoidal shapes. Given that in bulk samples thousands of 

worms are contributing to the transcript count data per time point our read-out represents a mean 

expression of many worms. Hence, we wondered whether the sinusoidal nature of the oscillations 

is merely a result of averaging out non-sinusoidal behavior on the single worm level. Additionally, 

sequencing bulk samples complicates the investigation of asynchronously developing worm 

strains as amplitude would be damped and the peak phase of the oscillations would be shifted in 

general. These considerations motivated us to sequence single worms over developmental time to 

investigate the shape of the oscillations in greater detail. To this end we sampled single worms 

from 16 – 31 hours after plating synchronized L1 worms using the COPAS worm sorter into single 

wells, before processing them then further for sequencing using SmartSeq2 (as described in the 

methods). Even though synchronized worms by egg prep should develop synchronously, small 

differences in the developmental speed can be amplified over time resulting in slightly different 

developmental stages at the time point of sampling. In a real-world experiment, individual worms 

in a synchronized population grown for X hours likely show a distribution around X hours, with 

most worms being close to X hours in development and some being advanced or delayed (Fig 2.2 

A). Hence, upon sequencing single worms from such a population, we have to deal with the 

asynchrony and correct for it to align the individually sequenced worm samples according to real 

developmental time instead of sampled time. As we have seen in previous analyses, the principal 

components (PC) of bulk sequenced worms from timepoints 1 – 48 hours after plating show a 

rotating behavior by plotting PC 1 against PC2 of the oscillatory gene expression (Fig 2.2B). Based 

on this observation, we used the oscillating gene set (as identified in Meeuse et al., 2019) in the 

single worm gene expression dataset and performed principal component analysis on these genes 
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specifically. Fig 2.2C shows that PC1 and PC2 form a circle with each dot representing the 

oscillating gene expression of individual worms reduced to two dimensions. As we know that 

development should be inferable from this representation as shown in Fig 2.2B, we sought to sort 

worms according to their angle in the two-dimensional plot (as exemplified with α for a given 

worm in Fig 2.2D). However, this analysis would suffer from the fact that we sampled more than 

just one oscillation cycle, thus, worms from cycle 2 would be characterized by the same angle as 

worms from cycle 1. To overcome this drawback, we used the additional information from the 

sampling numbers, which correlate with the sampling time point and thus to developmental 

progression. Upon plotting the initial sample number against the calculated phase of the individual 

samples, the different cycles become apparent and can be identified using the DBScan clustering 

algorithm (Fig 2.2E). Only few samples could not be assigned to one cycle and were thus excluded. 

The cycle annotation allows us to sort the samples within one cycle as shown in Fig 2.2F according 

to their calculated angle from Fig 2.2D. To finally obtain the sorting of all samples, we added the 

samples from the individual cycles consequentially after each other as illustrated in Fig 2.2G 

resulting in the unwrapped angle. Finally, to combine all data information and visualize the 

pseudo-timing of all samples, we plotted PC1 against PC2 in XY and the unwrapped angle from 

Fig 2.2G in the z-dimension resulting in a spiral traveling from small to big unwrapped angles. 
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Fig 2.2: Pseudo-timing of single worm sequencing data using principal components 

A, Sampling of synchronized single worms results in a distribution of real developmental time with a 

spread around the expected (sampled) developmental time as worms differ slightly in developmental 

speed (image created with BioRender.com) 

B, Principal component (PC) analysis on sequenced bulk samples obtained from time course 4 in Meeuse 

et al., 2019 for oscillating genes (n=3,393, genes with a mean expression trend in L4 were excluded) 

reveal that PC1 and PC2 are represented by a sine and cosine respectively. If plotted against each other, 

samples follow a circle in PC1/PC2 space. 
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C, Principal component analysis on oscillating genes (n=3,739) from single worm samples (n=760) 

confirmed the circular nature in the PC1/PC2 scatterplot. The black dot indicates the origin (0,0) of the 2-

dimensional coordinate system. 

D, The angle of every individual sample according to its position in the 2-dimensional PC plot. One 

sample is indicated with its angle α. 

E, Identification of the different oscillation cycles by plotting the initial sampling number against the 

phase calculated from D and applying the DBScan clustering algorithm. Clusters are identified by the 

local density of samples. 

F, Sorting of samples according to their angle information for each oscillation cycle independently. The 

color indicates the time point at which samples were taken. 

G, The sorted samples from F fused together across cycles in order to create continuous angular 

information. The color indicates the time point at which samples were taken. 

H, A 3D plot displaying the original PC1 against PC2 on the x-y plane, whereas the z-axis represents the 

unwrapped angular information from G. The coloring indicates the different oscillation cycles 

corresponding to E. 

 

After ordering single worms based on pseudo-time, we were interested to group oscillatory gene 

expression based on their shapes, potentially revealing core oscillator genes or functional groups 

of genes associated with certain oscillation shapes. Indeed, we were able to detect non-sinusoidal 

gene expression oscillations, as represented by two example genes in Fig 2.3A(I). In order to 

simplify downstream visualizations and analyses, we binned the gene expression of each 

individual transcript into 75 equally spaced angle bins and plotted the mean expression and 

standard deviation for every bin, exemplified with the three example genes in Fig 2.3A(II) and 

shown for all oscillating genes in a heatmap (Fig 2.3B). We further characterized groups of 

oscillating behavior using hierarchical clustering on the binned data into 20 distinct clusters (Fig 

2.3C). These clusters represent different shapes of oscillating gene behavior and clear non-

sinusoidal behaviors become apparent as exemplified in cluster 2 or 11. Nevertheless, other 

clusters such as clusters 14 or 15 still appeared rather sinusoidal. In comparison to the bulk 

sequencing experiment (Meeuse et al., 2019), we can readily detect differences in the oscillation 

shapes of the clusters with more non-sinusoidal oscillations in single worm sequencing data (Fig 
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2.3D). For some clusters, such as cluster 6, we failed to observe the expected increase of 

amplitudes in comparison to the bulk data which we expected due to the reduction of asynchrony 

effects. This result might, at least to a certain extent, be explained by the reduced sequencing depth 

resulting from the single worm sequencing protocol. The lower sequencing depth might thus result 

in lower sensitivity (i.e. detection limit) of lowly expressed transcripts (Svensson et al., 2017) and 

hence we might only capture the values around the peak for these transcripts, leading to a reduced 

amplitude. 

At this point, we could not identify specific tissues or functions associated with different cluster 

behaviors. One reason might be that our clustering is still influenced by the peak phase as well as 

the amplitude (see discussion) and thus the identification of the true shape clusters is missing. 

Future clustering approaches might overcome these limitations and reveal a more meaningful 

clustering based on the shape of the oscillations, thus potentially allowing us to find behaviors 

corresponding to a functional group of genes such as collagens. 
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Fig 2.3: Gene expression oscillations show non-sinusoidal behavior in single worms 

A, Example sorted gene expression data of two different transcripts over pseudotime. I: raw data, II: binned 

expression into 75 equally spaced angular bins, where the shaded region represents the standard deviation 

per bin over pseudotime. The dashed lines indicate a time window where the progression of the oscillation 

is increased for the blue example gene (fast decay) while progression stays unchanged for the red example 

gene (slow decay).  

B, Gene expression heatmap in log2 of the mean-centered binned data (n=3,739).  

C, Single worm sequencing data clustered by hierarchical clustering on the mean-centered binned 

expression. For each cluster, the line shows the mean expression and the shaded area represents the standard 

deviation over time. 
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D, Cluster 16 (left) and cluster 6 (right) expression from the single worm sequencing in red was compared 

with the corresponding gene expression from the bulk sequencing in black. The mean expression of the 

cluster is shown in a solid line accompanied by a shaded area, representing the standard deviation. 
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2.4 blmp-1 manuscript 

Milou Meeuse performed the RNAPII ChIP sequencing time course. Yannick Hauser performed 

all transcriptional reporter RT-qPCR time courses. Milou Meeuse and Yannick Hauser 

performed luciferase assays with blmp-1 RNAi and mutant animals respectively. Milou Meeuse 

performed the auxin inducible degron luciferase assays. Yannick Hauser performed and 

analyzed the blmp-1(tm548) mutant time course and acquired and analyzed single worm imaging 

data. Jan Eglinger wrote the KNIME workflow for the single worm imaging. Helge Großhans, 

Milou Meeuse and Yannick Hauser conceived the project and Yannick Hauser wrote the 

manuscript under supervision from Helge Großhans. 
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The BLMP-1 transcription factor supports coupling of oscillatory gene 

expression with development 

 

Yannick P. Hauser1,2*, Milou W.M. Meeuse1,2*, Jan Eglinger1, Helge Großhans1,2,3  

1 Friedrich Miescher Institute for Biomedical Research (FMI), Maulbeerstrasse 66, CH-4058 

Basel. 

2 University of Basel, Petersplatz 1, CH-4001 Basel. 

3 Correspondence to: helge.grosshans@fmi.ch. 

* equal contribution. 

Abstract: 

Molecular oscillators can organize gene expression during development both temporally and 

spatially. In C. elegans, oscillations occur for ~25% of the transcriptome to control molting and 

potentially other developmental processes. The underlying mechanisms and organization of the 

oscillator remain unknown. Here, we report that rhythmic RNA polymerase II recruitment 

produces rhythmic transcript levels, which we can reproduce quantitatively by promoter-fusion 

reporter genes. We identify the transcription factor BLMP-1, orthologous to mammalian 

PRDM1, as a rhythmically accumulating transcription factor that is required for robust rhythmic 

development, molting, and animal viability. Strikingly, its loss causes strong desynchronization 

of oscillatory gene expression of a small set of genes from bulk oscillatory gene expression and 

rhythmic development. Hence, we propose a function for BLMP-1 in coupling oscillatory gene 

expression and larval development.  
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Introduction 

Genetic oscillators drive fundamental rhythmic processes in biology such as circadian rhythms 

(Panda et al., 2002), somitogenesis (Aulehla and Herrmann, 2004; Oates et al., 2012), or plant 

lateral root branching (Moreno-Risueno et al., 2010). In C. elegans, a particularly striking 

example exists with ~3,700 genes (~25% of the transcriptome) exhibiting high-level oscillations 

but a diversity of peak phases (Hendriks et al., 2014; Kim et al., 2013, preprint Meeuse et al., 

2019). The oscillations are coupled to, and presumably drive, the molting cycle (preprint Meeuse 

et al., 2019), i.e. the process of new cuticle synthesis and old cuticle shedding. Oscillations may 

also time other developmental processes and coordinate them with the molt.  

The oscillator’s architecture has remained largely unknown. Although oscillations appear to 

occur in several tissues, it is unclear whether one or multiple oscillators exist, and if the latter, 

whether they are organized hierarchically, as observed for the mammalian circadian clock with 

its system of a master pacemaker and peripheral oscillators (Mohawk et al., 2012) (Welsh et al., 

2010), or in a more distributed manner. In either scenario, and because oscillations are phase-

locked during development (i.e., transcript levels peak in the same order over time; Hendriks et 

al., 2014; Meeuse et al., 2019), some level of coupling needs to exist among oscillations in 

different tissues. Indeed, even within a single tissue, coupling of oscillators appears an important 

principle in biology, as coupling of cell-autonomous oscillators appears necessary for robust 

oscillations of appropriate periods in both the circadian master pacemaker (Patke et al., 2020) 

and the presomitic mesoderm (PSM) (Herrgen et al., 2010; Jiang et al., 2000; Riedel-Kruse et al., 

2007). 

The molecular nature of the C. elegans oscillator has also been elusive. Rhythmic accumulation 

of intronic reads in RNA sequencing experiments suggested the possibility that rhythmic 
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transcription drive oscillatory output, but more direct validation of this, and establishment of a 

mechanism have been missing. However, the coupling between molting and oscillations provide 

an opportunity for phenotypic screens for oscillator mutants and thus might provide mechanistic 

insights. In analogy to observations for the circadian clock, the phenotype severity may depend 

on both the level at which an affected factor acts, e.g., core oscillator vs. output, and the extent of 

redundancy in the system (Takahashi, 2004). Thus, complete inactivation of the C. elegans 

oscillator may cause larval death, while more moderate impairments may cause greater 

variability, or increases or decreases of larval stage durations relative to the wild-type situation. 

Performing a focused screen of 92 transcription factors, we identified BLMP-1 as important for 

wild-type progression through larval stages (Meeuse et al., in preparation). BLMP-1, an 

orthologue of the lineage-specifying mammalian transcription factor BLMP1/PRDM1 was 

previously shown to regulate developmental timing of C. elegans gonad migration (Horn et al., 

2014; Huang et al., 2014). Here, we report that BLMP-1 protein accumulates rhythmically 

during larval development and that it functions repetitively during larval development. BLMP-1 

depletion causes an extension of larval molts, with more severely affected animals also 

exhibiting an extended intermolt and, frequently, death. Although most genes exhibit an 

increased period upon BLMP-1 depletion that maintains synchronization between developmental 

progression and gene expression oscillation, a small group of genes defies this pattern. Hence, 

these genes become unsynchronized with development, characterized by a precocious 

upregulation relative to molts. Our results thus suggest that loss of BLMP-1 leads to internal 

desynchronization between groups of genes, which most prominently happens during the molt. 

Hence we propose that BLMP-1 is either directly or indirectly connected to the core of the C. 

elegans developmental oscillator.   
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Results: 

Rhythmic transcription of oscillating genes is driven by rhythmic RNAPII occupancy 

Previously, we showed that oscillating mRNA levels are preceded by rhythmic pre-mRNA 

abundance by comparing intronic with exonic reads, suggesting that rhythmic transcription could 

drive transcript oscillations (Hendriks et al., 2014). However, based on short, single end read 

sequences, one cannot readily distinguish between excised introns by splicing or introns still 

residing in a pre-mRNA. Hence, we sought to test the possibility of rhythmic transcription more 

directly by exploring the dynamics of DNA-dependent RNA polymerase II (RNAPII) binding to 

transcription start sites (TSSs) of genes with oscillating expression (henceforth oscillating genes 

for short; preprint Meeuse et al., 2019). We performed RNAPII chromatin immunoprecipitation 

coupled to sequencing (ChIP-seq) and mRNA sequencing (mRNA-seq) on synchronized wild-

type worms collected hourly at 22 hours until 33 hours of development at 25°C. RNAPII ChIP-

seq reads were quantified in a 1-kb window around the TSS as a proxy for temporal RNAPII 

promoter occupancy on oscillating genes. We found rhythmic binding of RNAPII at many of the 

promoters which were highly comparable to the mRNA-seq reads (Fig 1A, B, Fig S1). While not 

for all oscillating genes, the RNAP II ChIP sequencing results clearly indicated that rhythmic 

binding of RNAP II occurs on the promoters of oscillating genes. We detected instances where 

oscillating mRNA levels are not accompanied by rhythmic RNAP II promoter binding. This 

observation might reflect instances of post-transcriptional regulation. However, we notice a 

general reduction of amplitudes in the ChIP sequencing experiment, probably due to a lower 

dynamic range as compared to RNA sequencing.  

We conclude that rhythmic transcription, and in particular rhythmic recruitment of RNAPII to 

genes, is a major driver of transcript level oscillations. 
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Promoter driven gfp reporters recapitulate transcription of endogenous genes 

Intrigued by the ChIP-seq results, we aimed to further confirm rhythmic transcription and to 

investigate amplitude and peak phase of transcript oscillations in more detail using 

transcriptional reporters. The reporters contained putative promoters (either 2kb upstream of the 

ATG or until the next upstream gene) of oscillating genes driving the expression of a 

destabilized nuclear gfp. We used the unc-54 3’UTR to exclude 3’UTR-mediated 

posttranscriptional regulation and because unc-54 did not display transcript oscillation in our 

mRNA sequencing time courses (Hendriks et al., 2014; Meeuse et al., 2019). Importantly, all 

reporters were integrated into the C. elegans genome into single copy at the same defined 

genomic locus. Thus, we were able to directly compare dynamic changes of abundance of the 

endogenous transcript and its gfp counterpart within the same worm strain. To assess transcript 

levels over the course of development, we performed hourly resolved real-time quantitative PCR 

(RT-qPCR) time course experiments from 22 – 37 hours on a synchronously developing 

population for each reporter strain individually (Fig 1C). In every case examined, we observed 

rhythmic reporter transcript accumulation. Yet more remarkable, the patterns of the endogenous 

transcripts and their derived reporters were also quantitatively highly similar, i.e., in all tested 

cases except one, peak phases and amplitudes were comparable (Fig 1C, Fig S2). (We suspect, 

but have not examined further, that in the one case where we observe a deviation, Fig. S2A, the 

reporter may lack relevant promoter elements.). Furthermore, in the case of F58H1.2 for which 

we have obtained low amplitudes in the ChIP-seq experiment we obtained high amplitudes in the 

reporter RT-qPCR time course (Fig S2B), further suggesting that the differences in amplitudes 

between ChIP-seq and mRNA-seq probably are of technical nature and do not primarily arise 

from post-transcriptional regulation of the transcripts. 
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These results reveal that the promoter is important for oscillatory gene expression and sufficient 

to recapitulate the endogenous transcript dynamics. 

A short conserved promoter element in the daf-6 promoter can induce oscillatory transcription 

In C. elegans, promoters are usually not mapped confidently as trans-splicing occurs for a high 

percentage of genes, thus complicating the correct annotation of the full 5’UTR sequences and 

its distinction from other regulatory elements (Allen et al., 2011; Blumenthal and Steward, 1997; 

Hastings, 2005; Lasda and Blumenthal, 2011). Hence, our chosen promoters included the 5’UTR 

of oscillating genes which are considered to be neutral with regard to reporter activity. To further 

test this assumption and investigate promoter sequences without including their endogenous 5’ 

UTRs, we focused on the daf-6 promoter where we detected a short 197 bp-long promoter 

element with sequence conservation in nematode species (Fig S3). To determine whether this 

element could induce oscillatory transcription without its endogenous 5’UTR, we combined it 

with the ∆pes-10 minimal promoter (Fire et al., 1990). Driving transcription of gfp from ∆pes-10 

alone resulted in very low expression without oscillatory dynamics (Fig 1D, left) and consistent 

with previous observation (Fire et al., 1990), we detected GFP expression only in one cell in the 

pharynx region (data not shown). However, including the conserved element (ce) from the daf-6 

promoter 5’ to the ∆pes-10 resulted in gfp expression in hypodermal tissue (data not shown). 

Oscillatory gene expression of gfp driven by the ce::∆pes-10 promoter was confirmed by RT-

qPCR and revealed comparable dynamics to the endogenous transcript oscillation (Fig 1D, 

right). Thus, even small promoter elements can suffice to induce oscillatory gene expression in 

C. elegans. 

Depletion of BLMP-1 increases lethargus duration 
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Exploiting the previously observed coupling of mRNA oscillations and development (Meeuse et 

al., 2019) together with the reported contribution of transcription in mRNA oscillations here, we 

conducted a screen for relevant transcription factors in a parallel study (Meeuse et al., in 

preparation). Specifically, we screened transcription factors that oscillate on the mRNA level 

(n=92, based on Hendriks et al. 2014) for aberrant timing, duration, or otherwise abnormal 

occurrence of molts. We identified several hits, which included blmp-1. The phenotypes 

observed for blmp-1 appeared unique: although molts were extended, larval stages were not, 

because molt extension appeared compensated by intermolt shortening (Meeuse et al., in 

preparation).  

We sought to validate the screening data, on larger numbers of animals, using the same 

experimental approach, namely a luminescence-based assay that facilitates detection of molt 

entry and molt exit, and thus determination of molt, intermolt and larval stage duration, on single 

animals in high throughput. Briefly, animals expressing a luciferase transgene constitutively 

were cultured in a multi-well plate in a temperature-controlled luminometer in the presence of 

food and luciferin. Continuous light emission results, except during lethargus (molts), when 

animals do not feed and thus do not ingest luciferin. We performed this assay on blmp-1 RNAi- 

or mock-treated animals (n>60 each). Consistent with the screen results (Meeuse et al., in 

preparation), blmp-1(RNAi) caused lengthening of molts (Fig 2A, Fig S4). We also observed in 

some but not all experiments largely unchanged larval stage durations, because lengthening of 

molts was compensated by a shortening of intermolts (Fig 2 A - C, Fig S4). Consistent with 

additional results presented below, we attribute this variable effect on larval stage duration to 

variation in BLMP-1 depletion obtained in different RNAi experiments, with greater depletion 

causing an increase in both molts and larval stage durations. 
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Lack of BLMP-1 causes larval lethality and reduced developmental rates in survivors 

To validate the notion that the broader defects in some experiments were characteristic of a more 

extensive loss of BLMP-1 activity, we investigated blmp-1 null mutant (tm548) animals in a 

luciferase assay. We detected a high level of larval developmental arrest or death (Fig 2D), 

typically detected as a gradual loss of luminescence after exit from the first molt (Fig S5).  

Focusing on the subset of animals that developed through all larval stages, we found that the first 

molt (M1) was greatly extended in blmp-1(tm548) mutant relative to wild-type animals, as were 

subsequent molts (Fig 2E). By contrast, intermolts were more variably affected, with a 

substantial lengthening detectable for intermolt 2 (I2), but much less so for I1 and I3, and in fact 

a decrease for I4 (Fig 2F). From M1 onwards, and for both molts and intermolts, durations also 

became more variable (Fig 2E, F). 

BLMP-1 is required for cuticle integrity 

Whereas luminescence is low in wild-type animals during lethargus, when luciferin is not 

ingested, we consistently observed elevated luminescence during M2 through M4 in both blmp-1 

RNAi-treated and blmp-1(tm548) mutant (Fig 3A, B, Fig S5). To examine whether this could 

reflect luciferin uptake via routes other than ingestion; e.g., by penetration of the cuticular 

barrier, we examined cuticular permeability to the DNA stain Hoechst 33258. We incubated 

synchronized L4 stage larvae with the dye and quantified the fraction of animals with nuclear 

DNA staining. While such staining was rarely observed in wild-type animals, it was highly 

penetrant in blmp-1 mutant animals, comparable to the known cuticle defective strain bus-

8(e2885), which we used as a positive control (Fig 3C, D). Hence, we conclude that BLMP-1 is 

required for a timely and a proper cuticle formation. 



Results  

Page | 124  
 

BLMP-1 protein oscillates during larval development 

We have shown that blmp-1 RNA levels oscillate during development (Fig 4A; Hendriks et al., 

2014; Meeuse et al., 2019) and that it is important for a rhythmic molting process (Fig 2). Hence, 

we wondered whether BLMP-1 protein was rhythmically active. To address this possibility, we 

performed a time-resolved Western Blot analysis on a strain engineered to express 3xflag::blmp-

1 from the endogenous locus. We plated these animals as synchronized L1 stage larvae, grew 

them at 25°C, and sampled hourly between 23 – 32 hours after plating, covering the L3 and early 

L4 stage (Fig 4B). Given the limitations of Western Blots, namely its non-linearity, we relied on 

qualitative observations and did not measure protein levels quantitatively. However, even with 

these limitations, a highly dynamic pattern of BLMP-1 accumulation was evident. 

To confirm the robustness of this result and link it more directly to developmental progression, 

we repeated it with the following modifications: we grew animals at 20°C, when they develop 

slightly slower, and sampled hourly between 17 – 27 hours after plating, to cover L2 until early 

L3 stages. Moreover, we used a strain that additionally expressed a luciferase transgene, enabling 

us to monitor developmental progression while sampling from a liquid culture (see methods). 

This experiment confirmed that BLMP-1 also oscillates during the earlier stages and, by using 

the parallel luciferase assay to approximate time of molting, revealed low levels of BLMP-1 

protein during the molt and a peak during the first part of the intermolt. We thus conclude that 

both blmp-1 mRNA and BLMP-1 protein accumulate rhythmically throughout larval 

development.  

BLMP-1 has a rhythmic function in development 
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To understand whether rhythmic BLMP-1 protein accumulation reflect rhythmic BLMP-1 

activity, we tagged the endogenous protein with a degron to achieve timed and reproducible 

BLMP-1 protein depletion. Specifically, we tagged blmp-1 with the auxin-inducible degron (aid) 

and expressed Arabidopsis TIR1 ubiquitously and constitutively to achieve conditional and fast 

degradation of AID::BLMP-1 by addition of auxin (Zhang et al., 2015). When we added 

different concentrations of auxin to embryos and followed their development in a luciferase 

reporter assay, we found that the length of the molts depended on the concentration of auxin. 

Molts were extended to at most 2-fold with increasing auxin concentration (Fig S7). Moreover, 

consistent with the results from the blmp-1(tm548) mutant and blmp-1(RNAi) luciferase analysis, 

intermolts were increased at high auxin concentrations, but decreased at lower auxin 

concentrations (Fig S7).  

If rhythmic expression of blmp-1 were relevant for its physiological function, we would expect 

that phenotypic outcomes differed depending on when during a larval stage BLMP-1 degradation 

was triggered. To test this, we plated aid::blmp-1 embryos of various ages in a microwell plate to 

run the luciferase assay. After 24 h or 32 h in the luminometer, we added 250 μM final 

concentration auxin to all wells, and restored the plates to the luminometer. This ensures that 

animals will be of different ages at the time they begin to experience AID::BLMP-1 degradation 

because early-hatched animals will be older at this time point.  

At t=24h, most animals were somewhere in larval stage 2 (Fig 5A), allowing us to quantify the 

effect of AID::BLMP-1 depletion on I2 and all subsequent molts and intermolts. We found that 

M3 was greatly, and similarly, extended for all auxin treated animals relative to vehicle treated 

animals, irrespective of their age in L2, when they were first exposed to auxin. By contrast, the 

durations of M2 and I3 correlated with the time of the onset of AID::BLMP-1 degradation in L2, 
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i.e., the younger the animals were at the time of auxin treatment, the more dramatic the extension 

relative to vehicle contol (Fig 5B). Finally, I2 did not show any obvious lengthening, even in 

animals that received auxin already early in I2, suggesting that the effects of intermolt 

lengthening only occur after worms progressed through a molt. Thus, aberrant intermolt 

durations might reflect a secondary effect arising from defects in molting. We observed 

analogous results when we repeated this experiment by applying auxin at t=32h, when animals 

are in L3 (Fig S8). 

These results suggest that the extension of a molt is not an all-or-nothing event, but is rather 

time-dependent. Given that BLMP-1 levels oscillate, a parsimonious interpretation of these data 

is that BLMP-1 is rhythmically active. Formally, however, we cannot rule out a cumulative 

effect, where extended depletion of BLMP-1 over time increase phenotype severity.  

A few oscillating genes are strongly uncoupled in blmp-1(tm548) mutants 

To understand how BLMP-1 affected gene expression, we performed an RNA sequencing time-

course on synchronized populations of blmp-1(tm548) mutant and wild-type animals grown at 

25°C. We focused on the first 24 hours after plating synchronized L1s to observe the effects of 

blmp-1 loss in situations of both normal and abnormal developmental progression. Specifically, 

blmp-1 mutant animals develop synchronously and at largely normal rate through the first 

intermolt, but then exhibit a greatly extended, yet still relatively synchronous molt 1, followed by 

an extended and variable intermolt 2 (Fig 2E, F). Thus, we hypothesized that relevant effects of 

blmp-1 loss might be visible at, or shortly before, the time when development is detectably 

impaired. Conversely, as developmental delays and asynchrony increase, and assuming that the 

previously observed coupling between oscillation period and larval stage duration continues to 

hold in blmp-1 mutant animals, we expected to observe more global difference in oscillatory 
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gene expression, namely lower amplitudes, increased periods and, accordingly, a delayed peak 

occurrence (Fig 6A, top). In such a scenario, fold changes calculated between mutant and wild-

type animals for a given time point after plating would be rhythmic (Fig 6A bottom), i.e., 

expression of a gene would be up in blmp-1 mutant relative to wild-type animals at some time 

points, and then down at subsequent time points, in a recurring pattern.  

Indeed, we observed lower amplitudes (Fig 6B) as well as increased periods in our RNA 

sequencing data (Fig 6C) as determined from a Hilbert transformation on the butterworth filtered 

gene expression traces (see methods, as in Meeuse et al., 2019). To reduce noisy gene expression 

traces, we excluded genes that were fitted poorly by a butterworth filter (R2 ≤ 0.4). In agreement 

with our expectation, we detected rhythmic fold changes when comparing expression patterns of 

wild-type and blmp-1(tm548) mutant for identical time points (Fig 6D). Moreover, consistent 

with an unaltered developmental rate of the mutant animals up to molt 1, the rhythmic fold 

changes became detectable on from approximately 10 hours onward. Taken together, these 

observations suggest that comparing equivalent time points between wild-type and mutant is 

generally not valid. 

To address the extent to which oscillating gene expression differed between mutant and wild-

type animals, we focused on determining their phases at selected time points using the Hilbert 

transformation. Analysis using a Hilbert transform has the advantage that we can compare the 

progression of oscillations directly, instead of just interpreting fold-changes. For every selected 

gene, we calculated the phase difference between mutant and wild-type animals at two different 

time points, TP16 and TP19. These were chosen because they are in the time when fold changes 

are clearly observable between the two strains, and because they are almost half a period (for 

wild-type animals) apart, thus reducing the risk of biases from peak phases. When visualized in a 
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scatterplot, a large majority of genes (2,124, corresponding to 93.9 %) displayed phase shifts in 

the mutant relative to the wild-type at both time points, some (132, 5.8%) massively (Fig 6E). 

However, a few genes clearly defied this general trend and revealed comparable phases in 

mutant and wild-type worms at a given time point despite the strong developmental delay. In 

other words, with the observation that blmp-1(tm548) mutants develop slower than wild-type, the 

expression of these genes had substantially uncoupled from development in the blmp-1 mutant 

animals. Furthermore, we see a spread of phase differences, suggesting that the level of 

desynchronization of gene expression and development in blmp-1 mutant animals can vary for 

each individual gene and is not a binary separation into uncoupled or coupled. Thus we suspect 

that blmp-1 mutant animals display a more global uncoupling of gene expression with 

development with few genes showing a severe uncoupling. 

We hypothesized that this finding could result from loss of BLMP-1 regulation on these genes, 

leading to a precocious upregulation relative to other oscillating genes that are still closely 

coupled with the development of the worm. In order to investigate the severely uncoupled genes, 

we compared their gene expression in wild-type and blmp-1(tm548) mutants by plotting their 

mean expression and standard deviation over time (Fig 6F(I)). We selected genes with similar 

peak phases in order to make the summary plot meaningful as otherwise means of gene 

expression would be affected by the different peak times. The identified genes are enriched in 

peak phases between 75 and 175 degree and depleted otherwise (Fig 6G). Importantly, the 

effects we observe seem to be specific to a particular set of genes and do not arise primarily from 

the peak phase of these genes, as a reference set of oscillating genes in the same peak phase do 

not show these effects (Fig 6 F(II)). On the other hand, genes with a strong phase shift (n = 132) 
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(Fig 6E, green), that are potentially still coupled to development, showed opposite peak phase 

enrichment compared to the uncoupled genes (Fig 6F(III), green). 

BLMP-1 couples gene expression with development  

As we were missing exact information about the timing of developmental events in the blmp-

1(tm548) mutant RNA sequencing experiment, we could only hypothesize that genes with 

similar peak times in blmp-1(tm548) mutants and wild-type were severely uncoupled from 

development in blmp-1(tm548) mutants. We thus wondered whether and to which extent the 

suspected strong uncoupled genes identified in Fig 6E indeed show uncoupling to developmental 

progression. We employed a single worm imaging technique (Meeuse et al., 2019) to investigate 

the expression of appropriate transcriptional GFP reporters in parallel with developmental 

progression in single worms. This allows us to directly relate gene expression changes to 

developmental progression (Fig 7A), and thereby circumvent any changes on amplitudes and 

phases arising from population asynchrony. We created a transcriptional reporter for F11E6.3, a 

gene that belonged to the group showing a shift in peak time (Fig 7B) and for F16B4.4, a gene 

that did not change in the peak time in the blmp-1 mutant time course (Fig 7C). Since blmp-

1(tm548) embryos were not sufficiently robust for the assay, with many of them dying before 

hatching, we compared animals exposed to mock or blmp-1 RNAi. Due to variable larval stage 

durations in blmp-1 RNAi, the traces were separately scaled to the average length of each 

individual larval stage to make direct comparison between mock and blmp-1 RNAi possible. The 

solid line represent the mean of all individual traces with the standard deviation indicated with 

the shaded area. The mean of the molt entry and exit is indicated in vertical lines for both mock 

RNAi (black) and blmp-1 RNAi (red). Due to increased escapers from the chambers in L4, we 

focused on L1 – L3 stages. 
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We found that the F11E6.3 reporter oscillation remained synchronized with the molts (i.e., the 

trough happens always around the molt entry and the peak occurs in the middle of the intermolt) 

in both mock and blmp-1 RNAi (Fig 7D, Fig S10). In contrast, the F16B4.4 reporter showed a 

strong shift in peak time relative to the molt timing, peaking precociously during the molt in 

blmp-1 RNAi whereas its normal peak happened during the intermolt in mock RNAi treated 

worms (Fig 7E, Fig S10).  
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Discussion / Conclusion 

In this study, we have further characterized the C. elegans oscillator and shed light on the 

transcriptional regulation of oscillatory gene expression with a particular focus on the 

transcription factor BLMP-1 in oscillatory mRNA abundance and rhythmic development. We 

have shown that BLMP-1 is expressed rhythmically and functions in a periodic fashion. 

Furthermore we have provided evidence that loss of BLMP-1 leads to internal desynchronization 

among groups of oscillating genes and between gene expression oscillations and developmental 

events. Using the present knowledge we propose a coupling function of BLMP-1, synchronizing 

oscillatory gene expression and development.  

Transcription is the main driver of oscillatory gene expression 

With our time resolved ChIP sequencing experiment we have provided evidence that 

transcription is the main driver for the rhythmic mRNA output of the C. elegans oscillator since 

ChIP-seq and mRNA-seq reads globally showed a strikingly similar pattern. Some oscillating 

transcripts were not accompanied by rhythmic RNAPII occupancy and conversely, some genes 

with rhythmic RNAPII occupancy did not display oscillating mRNA abundance. Although this 

might reflect a different mode of their regulation, we note that the amplitudes of RNAPII 

occupancy were generally lower than those of the corresponding transcripts. Hence, the dynamic 

range of RNAPII ChIP-seq appears to be lower than that of mRNA sequencing, possibly due to 

lower coverage in ChIP sequencing, and thereby contribute to false negative results. 

Nevertheless, we cannot exclude that additional post-transcriptional regulatory mechanisms exist 

to either generate or damp oscillations, such as post-transcriptional regulation by microRNAs 

(Kim et al., 2013). However, given the fact that we confirmed oscillatory transcriptional 

regulation on promoters by reporters with the supposedly unregulated unc-54 3’UTR, we 
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consider transcriptional regulation as the abundant mechanism. It is of note that our promoters 

contained the 5’ UTR sequence and even though some of these annotated sequences were 

extremely short, it remains possible that they can modulate rhythmic gene expression. However, 

using the conserved daf-6 promoter element (ce) in combination with the ∆pes-10 minimal 

promoter reveals that the endogenous 5’ UTR is not necessary to induce oscillatory gene 

expression and that amplitude and peak phase might be encoded in relatively small promoter 

elements.  

Further (conserved) promoter elements should be tested in the future to investigate this 

possibility. Characterization of additional small promoter elements driving oscillatory gene 

expression with similar peak phases might enable us to reveal common sequence motifs 

regulating these peak phases. 

Phase and relative amplitude are both recapitulated by the promoter reporter constructs 

We can recapitulate both the relative amplitude as well as the peak phase with our transcriptional 

reporters driving gfp::pest::h2b::unc-54 3’UTR for almost all reporters tested. In line with the 

ChIPseq results, this strongly indicates that transcription regulated on the chosen promoter 

sequences is the main driver for oscillatory gene expression. However, apart from rhythmic 

production, oscillatory gene expression can also be shaped by degradation rates. Mathematical 

models have shown that the relative amplitudes and the peak phase are dependent on the stability 

of the component, leading to lower relative amplitudes and later peak times upon increased 

stability (Korenčič et al., 2012; Lück et al., 2014). Hence either not only the production but also 

the degradation dynamics are recapitulated by our reporters, or degradation rates are high enough 

in general so that a small difference in degradation rate between our gfp and the endogenous 

transcript do not lead to an observable difference in the peak phase.  



Results  

Page | 133  
 

BLMP-1 as a candidate transcription factor in the regulation of the C. elegans developmental 

clock 

In the circadian field, primary clock components are defined by a set of characteristics, with 

arrhythmicity and strong period increase (or decrease) of the circadian rhythm being strong 

indicators for primary clock components (reviewed in Takahashi 2004). Based on our luciferase 

assay results the blmp-1(tm548) null mutant satisfies these criteria on the phenotypic level and 

thus make blmp-1 an attractive candidate for a clock component. Nevertheless, as we investigate 

a developmental oscillator, primary clock components might also be lethal or lead to larval 

arrest. Indeed, we observe a high degree of larval arrest or death after the first molt in the 

luciferase assay with blmp-1 mutants. Furthermore, the oscillating protein abundance, though not 

a prerequisite for rhythmic activity, is an indication for BLMP-1 being rhythmically active. 

Consistent with reports from Drosophila, where dBlimp-1 seems to be unstable (Agawa et al., 

2007), and together with the fact that we observe oscillating BLMP-1 levels, we suspect a 

relatively high degradation rate for C. elegans BLMP-1 protein as well.  

BLMP-1 is timely needed in multiple larval stages to regulate molt durations 

Previous studies have shown that BLMP-1 is involved in timing developmental events by 

preventing precocious unc-5 expression and turn of the distal tip cell (DTC) during L3/L4 (Horn 

et al., 2014; Huang et al., 2014). Here we report BLMP-1 to be rhythmically expressed on both 

mRNA and protein levels throughout larval development which suggested functions beyond the 

DTC turn. Using conditional depletion with the auxin inducible degron system, we have 

provided evidence for a repetitive function of BLMP-1 in regulating the timing of molts since 

conditional reduction in every larval stage resulted in a time dependent lengthening of the molt 

directly following depletion. Interestingly, lengthening of intermolts was not observed during the 
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same intermolt in which BLMP-1 depletion occurred, further indicating a specific role for 

BLMP-1 in the regulation of molt durations. Intermolt lengthening occurred only in the 

following larval stage(s) when worms developed through a molt in BLMP-1 depleted conditions 

suggesting that intermolt lengthening could be a secondary effect arising from an increased molt 

length. Molts of later larval stages did not further increase in their duration, but rather plateaued 

at the maximum duration obtained in the molt before, possibly due to the fact that BLMP-1 

depletion reached the maximum. We speculate that specific amounts of BLMP-1 are needed at 

each molt to regulate their durations. The earlier BLMP-1 depletion is induced, the lower the 

levels at the molts, when BLMP-1 is needed, which leads to increased molts lengths depending 

on the time of BLMP-1 depletion.  

Furthermore, the developmental phenotypes in blmp-1(tm548) mutants such as asynchronous 

development arising after the first molt are indicative for a mis-regulation in the molting process 

that induces subsequent developmental phenotypes. We can only speculate about the exact 

process that is affected in blmp-1 mutants, a disrupted formation of the cuticle would result in 

defects before hatching, when the first cuticle is synthesized. The fact that we see worms 

developing synchronously through the first intermolt however suggests that blmp-1 is involved in 

other processes, as for example apolysis. Also, in line with this hypothesis is the observation that 

blmp-1(tm548) mutants do not show increased luciferase signals during the first molt (an 

indication of an impaired L1 cuticle). However, after the first molt and ecdysis, the subsequent 

molts are all characterized by elevated luciferase signal during the molts. Impaired or incomplete 

apolysis would not manifest in M1 as observable effects through luciferase assays might only 

arise after worms shed the old cuticle and due to incomplete apolysis rupture the new cuticle. 

BLMP-1 prevents precocious expression of oscillating genes to synchronize oscillations 
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The general delay and drop in amplitude in oscillatory gene expression we detect in our 

sequencing data might be at least partially explained by the slow and asynchronous development 

of the mutant. We further thought about two scenarios that could explain this result. First, 

BLMP-1 could positively regulate almost all oscillating genes and thus the mutation causes a 

delay in global oscillatory gene expression and development with a few genes defying this 

pattern. Second, BLMP-1 negatively regulates a few oscillatory genes which will lead to a 

precocious peak in the mutant eventually resulting in a delayed development as phase coupling 

between oscillatory genes is lost. In this case, the precocious peaking genes coincide now again 

with the peak time of the wild-type whereas all non-regulated genes would be delayed in their 

peak. For both scenarios it is obvious that the oscillator’s output is not completely synchronized 

anymore, e.g. the phase locking of genes that did not change their peak time in blmp-1(tm548) 

mutants to all other genes is lost and potentially not synchronized to the development of the 

worm anymore. 

Consistent with BLMP-1’s suggested function in preventing precocious expression of unc-5 

(Huang et al., 2014), we report here that BLMP-1 affects timing of oscillating gene expression 

globally with a few genes being strongly affected and thus precociously expressed relative to the 

molts and other oscillating genes in the blmp-1(tm548) mutant. We could further confirm these 

results with a reporter by single worm imaging where we observe a precocious upregulation of 

our transcriptional reporter F16B4.4 during every molt (Fig 6 D). This suggests a repetitive role 

for BLMP-1 in repressing gene expression specifically during the molt in order to prevent 

precocious expression. We did, however, not detect the previously reported unc-5 gene to be 

precociously expressed in our sequencing data which might be due to a precocious unc-5 

expression in only the DTC whereas unc-5 expression in VNC motor neurons (Killeen et al., 
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2002) might not be affected and thus the effect might be too small to detect in whole worm 

sequencing. 

Given that molts and development were observed to be asynchronous and delayed in the blmp-

1(tm548) mutant animals in luciferase assays we were initially surprised to observe precocious 

expression. However, even though groups of oscillating genes might peak earlier, this does not 

necessarily imply faster development. The resulting unsynchronized oscillatory gene expression 

might be deleterious for proper succession of developmental events as gene expression of sub-

groups of oscillating mRNAs is not delivered at the right time relative to others and 

development.  

It seems remarkable that only a small set of genes severely uncoupled can already lead to a 

strong phenotype. However, we can imagine the milder global uncoupling that we observed in 

the blmp-1(tm548) mutant time course to contribute to the phenotypes. Unfortunately due to the 

low number of genes showing a strong peak shift, we could not find GO terms nor promoter 

elements shared between them. Nevertheless, the identified genes responding in the blmp-

1(tm548) mutant show a clear phase preference and peak almost opposite of blmp-1. This would 

further suggest a repressing role for BLMP-1, preventing precocious peaking of its downstream 

targets and favor a function of BLMP-1 in synchronizing outputs of oscillating gene expression 

with each other. A repressing function of BLMP-1 also seems equivalent to Drosophila’s 

dBlimp-1 where loss of dBLIMP-1 leads to a precocious peak in dFTZ-F1 (Agawa et al., 2007), 

which is involved in timing of ecdysone-induced developmental pathway, responsible for 

essential developmental processes such as molting or metamorphosis. Hence, BLMP-1 might be 

responsible to prevent precocious gene expression in a rhythmic manner in C. elegans to 
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synchronize groups of gene expression oscillations among each other and with developmental 

events. 

BLMP-1 as a putative coupling factor 

With the present data, we propose BLMP-1 as a coupling agent, either synchronizing different 

oscillators among each other or synchronizing the outputs of oscillatory gene expression. Hence, 

BLMP-1 ensures that groups of oscillating genes with different physiological functions are 

synchronized with each other, an important feature for proper rhythmic development that 

depends on execution of multiple rhythmic processes. Coupling was previously studied mainly 

among oscillators in different cells (Herrgen et al., 2010; Kim et al., 2010; Riedel-Kruse et al., 

2007), and we propose these studies to further inspire future experiments and interpretations 

regarding the coupling in the C. elegans oscillator. The studies in the segmentation clock have 

shown that reduced of Notch-Delta coupling between cells using the inhibitor DAPT leads to 

unsynchronized, yet sustained oscillations, among neighboring cells (Riedel-Kruse et al., 2007). 

Synchronization was observed to be dependent on the coupling strength between cells and was 

completely lost below a coupling strength threshold. Analogous to these observations, we 

imagine BLMP-1 as a coupling agent synchronizing multiple oscillators during C. elegans larval 

development. Reduced BLMP-1 protein levels might result in lower coupling strength up to a 

(bifurcation) point where oscillations are completely uncoupled. Given our results that only 

strong reduction of BLMP-1 levels lead to severe asynchrony in larval development, such a 

mechanism seems appealing.  
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Figures 

 

Fig 1: Oscillatory gene expression arises from promoter-driven rhythmic transcription 

A, Log2-transformed, mean-normalized RNA polymerase II ChIP sequencing reads of oscillating 

genes revealed transcription to be the main driver for oscillatory gene expression (n=2,106). 

Reads are ordered according to peak phase obtained from Meeuse et al., 2019. 
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B, Log2-transformed, mean normalized RNA sequencing data, ordered by peak phase according 

to A (n=2,106). 

C, D, RT-qPCR time courses of gfp and endogenous transcripts. Promoters of oscillating genes 

driving a destabilized, nuclear gfp can recapitulate the peak phase and amplitude of endogenous 

transcript oscillation on the mRNA level (C). A small conserved element in the daf-6 promoter 

can induce oscillatory gene expression. (D).  

Relative expression was plotted as (target Ct values – actin Ct values) * (-1) and then mean 

normalized for each trace individually (C) or mean normalized to the daf-6 mean expression to 

compare expression levels (D). 
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Fig 2: BLMP-1 loss of function leads to developmental defects and a cuticle defect 

A – C, Boxplots of the quantification of single animal larval stage, intermolt and molt durations 

in mock and blmp-1 RNAi. In general we observe longer molts (A), accompanied by shorter 

intermolts (B), leading to similar larval stage durations (C) in blmp-1 RNAi compared to mock 

RNAi (n>60). Significantly different durations are indicated (* P<0.05, ** P<0.01, *** P<0.001, 

Welch two-sample and two-sided t-test) 

D, Manual quantification of detected lethality or arrest in wild-type and tm548(tm548) worms for 

three replicate assays with 20%, 15.5% and 9% of survival for assay 1, 2 and 3 respectively. The 

assay used in E – G is indicated in bold. 

E – G, Quantification of larval stage, intermolt and molt durations of wild-type (n=76) and blmp-

1(tm548) (n=20). The blmp-1 mutant shows increased durations and higher variability for larval 

stages, intermolts and molts after the first intermolt. Significantly different durations are 

indicated (* P<0.05, ** P<0.01, *** P<0.001, Welch two-sample and two-sided t-test) 
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Fig 3: BLMP-1 is required for cuticle integrity 

A, B, Luminescence intensities during the molts in mock (EV) and blmp-1 RNAi (A) and in 

wild-type and blmp-1(tm548) mutants (B) in log10. Intensities were log10-transformed as 

otherwise the differences in M1 and M2 would be invisible. 

C, Representative images from staining N2, bus-8(e2885) and blmp-1(tm548) in Hoechst 33258 

to test for cuticle permeability. The scale bar in the left lower corner represents 20µm. 

D, Quantitative analysis showing the percentage of stained worms after incubation in Hoechst. 

bus-8(e2885) and blmp-1(tm548) show higher percentage of staining (>80%), n≥11. 
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Fig 4: The transcription factor BLMP-1 is oscillating at the mRNA and protein level 

A, The mRNA abundance of the transcription factor blmp-1 oscillates (blmp-1 mRNA levels 

during larval development from (Meeuse et al., 2019).  

B, C, 3xFLAG::BLMP-1 protein detected by Western Blot. Protein abundance covering roughly 

L3 to early L4 (25°C) using HW2639 (B) and from early L2 to early L3 stage (20°C) using 

HW2802 (C). The molt in C is determined by luciferase assays that were performed in parallel 

(Fig S6) and indicated in salmon. 
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Fig 5: Molt lengthening is dependent on the onset of BLMP-1 degradation  

A, Heatmaps showing trend-corrected luminescence (Lum.) traces; one animal per horizontal 

line. Vehicle (0.25% ethanol; left) or 250 μM auxin (right) were added at t=24h. t=0 h 

corresponds to the start of the assay. Embryos hatch at different time points and traces are sorted 

by entry into second molt. Dark grey indicates low luminescence and corresponds to the molts. 

B, Duration of intermolt 2, molt 2, intermolt 3 and molt 3 plotted over the time of molt entry 2 

relative to auxin treatment in control and auxin treated animals shown in A. Few worms 

experience auxin already in L1 (red) probably resulting in an increased duration in intermolt 2 

already. 
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Fig 6: A few genes defy the general increase of period length of oscillation 

Only oscillating genes that were reasonably well fit with the butterworth filter were analyzed. 
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A, Schematic of oscillating gene expression effects expected in an asynchronously, and on 

average more slowly developing mutant. Expected effects are: increased periods, shifted peak 

phases, decreased amplitudes. Due to the shifted oscillatory gene expression, calculating fold 

changes between a normal and an asynchronous worm strain lead to rhythmically changing fold 

changes (lower panel). 

B, Scatterplot comparing the mean of amplitudes in log2 from oscillating genes in wild-type 

against blmp-1(tm548) mutants. Amplitudes were determined on oscillating genes (n=2,262). 

C, Boxplots of periods of oscillating genes in wild-type and blmp-1(tm548) over time. blmp-

1(tm548) mutant animals show increased periods from 9 to 17 hours of larval development 

(n=2,262). 

D, Heatmap of fold differences between wild-type and blmp-1(tm548) of log2-transformed 

expression values of oscillating genes (left, n=2,262) and non-oscillating genes (right, n=6,699). 

E, Scatterplot of phase differences at time points 16 and 19 of oscillating genes. A small phase 

differences at both time points (“uncoupled”) are shown in yellow (n=138) whereas genes with a 

big negative phase difference, and thus peaking later in blmp-1 mutants compared to wild-type, 

are shown in green (n=132). 

F, I: Example gene expression of a subset of peak phases (110 – 130°, n=21) of “uncoupled” 

genes with small phase difference as identified in E (yellow). Gene expression peaks occur 

roughly at the same time in wild-type and blmp-1(tm548). II: Reference gene expression of 

genes with identical peak phase distribution as in I (110 – 130°, n=163). The reference genes do 

not show premature upregulation and show a shifted peak in comparison to blmp-1(tm548). III: 

Example gene expression of extremely shifted genes as in E (green) of a subset of peak phases 

(240 – 260°, n=15). Genes do not show premature upregulation in the beginning of the time 

course and show a strong shift, peaking almost antiphase in blmp-1(tm548) in comparison to 

wild-type. Arrows indicate peak times for genes in wild-type (black) and blmp-1(tm548) mutant 

animals. 

G, Peak phase distribution of oscillating genes of both, extremely shifted genes and “uncoupled” 

genes, as determined in E.  
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 Fig 7: blmp-1 downregulation leads to internal desynchronization 

A, Model of uncoupled gene expression in blmp-1 depleted conditions. The behavior of 

uncoupled and coupled genes in blmp-1 depleted conditions (red) is compared to a reference 

gene in the wild-type condition (black). In blmp-1 depleted conditions, genes still coupled to 

development (green) will slow down together with slower development. Relative to the molt, 

coupled genes thus peak at similar times while uncoupled genes (yellow) will oscillate 
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unsynchronized relative to development and thus change peak relative to molts. Created with 

Biorender.com 

B, C, Example of a supposedly to development uncoupled gene, F16B4.4, and a coupled gene, 

F11E6.3, in the blmp-1(tm548) mutant RNA sequencing time course.  

D, E, GFP intensities of the transcriptional reporters in B and C respectively, observed in single 

worms over time in both mock (black) and blmp-1 RNAi (red). The strongly uncoupled gene 

F16B4.4 shows a shift of peak time relative to the molts and is peaking during the molt in blmp-1 

RNAi while peaking during the intermolt in mock RNAi, revealing a strong uncoupled 

oscillation with developmental events such as the molt. 
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Methods 

ChIP-sequencing 

For RNA polymerase II ChIP-sequencing, synchronized L1 wild-type worms were grown at 

25°C. Worms were collected hourly from 22 hours (90.000 worms) until 33 hours (46.000 

worms) developmental time. RNA polymerase II ChIP was performed as previously described 

(Miki et al., 2017). In short, worms were incubated in M9 with 2% Formaldehyde for 30 minutes 

at room temperature with gentle agitation to allow protein-DNA crosslinking. Worms were lysed 

with beads using the FastPrep-24 5G machine (MP Biomedicals, settings: 8 m/sec, 30 sec on, 90 

sec off, 5 cycles). Lysates were sonicated using the Bioruptor Plus Sonication system 

(Diagenode, settings: 30 sec on, 30 sec off, 20 cycles). 250 μg sonicated chromatin was 

incubated with 10 μg mouse anti-RNA polymerase II CTD antibody (8WG16, Abcam) at 4°C for 

2 hours with gentle agitation and subsequently with 45 μL Dynabeads Protein G (Thermo Fisher 

Scientific) at 4°C overnight with gentle agitation. Elute was treated with 0.13 ug/uL RNase and 1 

ug/uL Proteinase K. ChIP-seq libraries were prepared using NEBNext Ultra DNA Library Prep 

Kit for Illumina (New England Biolabs) and sequenced using the HiSeq 50 cycle single-end 

reads protocol on the HiSeq 2500 system. 

Sequencing reads were aligned to the ce10 C. elegans genome  using the qAlign function 

(default parameters) from the QuasR package in R. ChIP-seq counts within 1-kb windows, i.e. -

500 bp to +500 bp around the annotated TSS (using WS220/ce10 annotations), were scaled by 

total mapped library size per sample and log2-transformed after adding a pseudocount of 8. 

Genes with a mean scaled TSS window count of less than 8 across all samples were excluded. 

Log2-transformed counts were then quantile-normalized using the normalize.quantiles function 

from the preprocessCore library in R (Bolstad, B. M., Irizarry R. A., Astrand, M, and Speed, T. 
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P. (2003) A Comparison of Normalization Methods for High Density Oligonucleotide Array 

Data Based on Bias and Variance. Bioinformatics 19(2) ,pp 185-193). Finally, quantile-

normalized values were row-centered. 

RT-qPCR reporters 

Gravid adult worms were bleached to specifically obtain eggs which were incubated in M9 

buffer overnight (12 to 16 hours) on a rotating wheel. After incubation, hatched worms will be 

synchronized in L1 arrest due to starvation. The synchronized L1 population was plated onto 

agar plates with food (E. coli, OP50) to initiate synchronous larval development. The 

concentration of worms per plate can vary between 1,000 and 4,000 worms per plate. In total, 

2,000 – 8,000 worms were sampled each time point with fewer worms for the last time points. 

Worms were collected hourly between 22 and 37 hours at 25 degree (for gfp reporter data) after 

plating synchronized L1. Worms were washed off the plate(s) and washed 3 times in M9 buffer. 

After washing, 1ml Tri Reagent (MRC) was added, frozen in liquid nitrogen and stored 

overnight at -80°C. Conventional RNA isolation using phenol chloroform extraction (adapted 

from (Bethke et al., 2009) was used to extract RNA which was then diluted to the same 

concentration for each sample and used as input for the Promega Protocol:  “ImProm-II™ 

Reverse Transcription System” to convert RNA to cDNA. The resulting cDNA was diluted 

1:1000 for testing actin transcript levels and 1:20 for endogenous transcripts. qPCR was then 

performed on the Step one Realtime PCR machine using primer pairs of which one was exon-

exon spanning to detect mature mRNA levels. 

RT-qPCR analysis: 
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Actin Ct values were subtracted from the target Ct values to obtain a relative quantification, 

represented by delta Ct (dCt). To obtain the mean normalized mRNA levels, the dCt mean of the 

time series was subtracted from from each time point value first and then multiplied by -1. These 

values were then plotted to compare endogenous versus gfp mRNA levels. In the case of the 

minimal promoter ∆pes-10 experiments, all dCt values were mean normalized according to the 

daf-6 dCt mean value. 

Luciferase assays 

Embryos were obtained by bleaching gravid adults that express the xeSi296 transgene [Peft-

3::luc::gfp::unc-54 3'UTR, unc-119(+)] II obtained by single-copy integration into the oxTi185 

locus on chromosome II. Single embryos were placed  into a well of a white, flat-bottom, 384-

well plate (Berthold Technologies, 32505) by pipetting where they hatched in 90 uL liquid 

culture. For RNAi experiments, the feeding method was used. E. coli HT115 bacteria carrying 

empty plasmids (L4440, mock RNAi) or an RNAi plasmid with an insert targeting blmp-1 

(Fraser et al., 2000; Kamath and Ahringer, 2003) were induced with 1 mM IPTG for 1 hour at 37 

degrees. For blmp-1 mutant luciferase assays, OP50 was used instead of HT115 bacteria. 

Bacteria were diluted in S-Basal medium (OD600 = 0.9), with 100 μM Firefly D-Luciferin, 100 

μg/mL Ampicillin and 1 mM IPTG in the case of RNAi. For Auxin Inducible Degradation (AID) 

experiments, E. coli OP50 were diluted in S-Basal medium (OD600 = 0.9) and 100 μM Firefly D-

Luciferin (p.j.k., 102111). 3-Indoleacetic acid (Auxin, Sigma-Aldrich, I2886) was dissolved in 

100% ethanol and diluted 400 times in the culture medium obtaining concentrations as indicated. 

Vehicle control condition is 0.25% ethanol. Auxin or vehicle control was included in the culture 

medium at the start of the assay or was pipetted into single wells during the assay at time points 

indicated. Plates were covered with a Breathe Easier sealing membrane (Diversified Biotech, 
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BERM-2000). Luminescence was measured using a Luminometer (Berthold Technologies, 

Centro XS3 LB 960) for 0.5 seconds every 10 minutes for 72 hours at 20 degrees in a 

temperature controlled incubator. 

Luminescence data was used for molt detection using an automated algorithm in MATLAB, 

including an option to manually annotate molts in a Graphical User Interface. In short, the hatch 

was detected by the first data point that exceeds the mean + 5*stdev of the raw luminescence of 

the first 20 time points and also exceeds the raw luminescence by 3. The molts were detected 

according to the method previously described (Olmedo et al., 2015) implemented in MATLAB.  

Spearman’s correlation coefficients were calculated using the function cor in R with default 

parameters. 95% confidence intervals were determined by bootstrapping using the function boot 

(R=10000) and boot.ci (basic bootstrap method) of the package boot in R.  

Hoechst 33258 staining 

Synchronized L1 worms by egg prep were plated and grown up to the L4 stage at 25 degree. 

Worms were then washed 3 times in 10ml of M9 buffer. After washing, Hoechst 33258 was 

added to 10ml to a final concentration of 1µg/ml and incubated for 15min on a rotating wheel. 

Incubation with Hoechst 33258 was then followed by 3 washes in M9 after which worms were 

concentrated in 1ml of M9 of which a few µl were mounted on a 2% (w/v) agarose slide with 3µl 

of Levamisole (10mM) before a z-stack (z-stack interval 0.7) was acquired using a LSM700 

confocal microscope (Axio Imager Z2 (upright microscope) + LSM 700 scanning head, 40x/1.3 

oil immersion objective, 6% laser power, 378ms exposure time, 512x300 pixels). The z-stack 

was mean projected and grey values were adjusted the same intensity range for all images (0-
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8000) in Fiji. Staining was quantified manually by assigning worms as being stained if blue 

signal in the nuclei was obvious.  

Western Blots 

Worms were synchronized by egg prep and grown on NG2% plates at 25 degree (Fig 4B) or in 

liquid culture with OP50 (OD600~3.5) at 20 degree with a concentration of 1worm/µl to the 

indicated developmental time points and 10,000 – 12,000 worms per time point were harvested 

by pipetting the required amount of liquid to a 15ml falcon tube (Fig 4C). The worm samples 

were washed three times before the worm pellet was snap frozen in liquid nitrogen. 2x volume 

lysis buffer was added to 1x volume of frozen pellet and incubated at 95°C for 5 minutes. 

Samples were placed back on ice for 1min and sonicated subsequently (Bioruptor, Diagnode, 13 

cycles, 30sec on/off at 4°C). The sonicated samples were centrifuged at 12,000 rcf for 10min at 

4°C and the supernatant transferred to a new Eppendorf tube. Protein concentration in the 

supernatant was determined by Nanodrop (Protein function A280). Samples were diluted to 

5ug/ul final concentration with lysis buffer and stored at -20°C or used for Western Blotting. For 

Western Blotting, 1ul of Bromophenol blue was added before incubation at 95°C for 3 minutes. 

25ul of 5ug/ul were loaded and the Western was run in MOPS buffer at 95V. The protein was 

transferred to a PVDF membrane for 1h at 20V, followed by blocking in 5% Skim Milk in TBS-

T (0.05%) for 1 hour. For 3xflag::BLMP-1 and ACTIN detection, the membrane was cut and 

incubated in primary antibodies for 1 hour at room temperature respectively. After primary 

antibody incubation, the membrane was washed 3x 15min in TBS-T (0.05%). In case of actin, 

secondary antibody incubation for 45min - 1hour was performed and washed again 3x 15min in 

TBS-T (0.01%). Detection was performed using ECL reagents (RPN2232 and RPN2209, GE 

Healthcare) which was added to the membrane for 1min before the signal was detected using the 
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ImageQuantTM LAS 4000 (GE Healthcare). Antibodies and dilutions used: anti-FLAG-HRP 

(Sigma Aldrich A8592, 1:1,000), mouse anti-ACTIN clone 4 (EMD Millipore MAB1501, 

1:5,000), anti-mouse IgG HRP linked (GE Healthcare NXA931, 1:7,500). 

blmp-1(tm548) mutant time course  

L1 by egg prep and overnight incubation in M9 were plated on food and grown at 25 degree. 

Samples were taken hourly from 1 hour until 24 hours of development and RNA isolation was 

performed using conventional RNA isolation with phenol chloroform extraction (adapted from 

Bethke et al. 2009). Sequencing libraries were prepared using the TruSeq Illumina mRNA-seq 

(stranded - high input) protocol followed by sequencing using the HiSeq 50 Cycle Single end 

reads protocol on HiSeq 2500.  

Processing of RNA sequencing results 

RNA-seq data were mapped to the ce10 genome of C. elegans using STAR with default 

parameters (version 2.7.0f) and reads were counted using htseq-count (version = 0.11.2). 

Counts were then scaled by the mapped library size for each sample. A pseudocount of 8 was 

added and counts were log2-transformed. Lowly expressed genes were excluded (maximum log2-

transformed gene expression - (log2(gene width)-mean(log2(gene width))) ≤ 6). 

Analysis to identify genes with small phase differences 

Fold changes (FC) between blmp-1(tm548) mutant and wild-type (N2) expression was calculated 

by subtracting the log2-transformed N2 expression from the blmp-1(tm548) mutant expression 

using numpy (version = 1.17.4), sorted by the previously annotated peak phases of the transcripts 

(Meeuse et al., 2019) and plotted in heatmaps using seaborn (version = 0.9.0) using the function 

sns.heatmap(FC, cmap = "RdBu_r", vmin=-8, vmax=8). To calculate instantaneous phases of 
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oscillations, the butterworth filtered signal (order = 1, low_freq_cut = 1/14, high_freq_cut = 1/4) 

was transformed by a Hilbert transform (as described in Meeuse et al., 2019). The butterworth 

filtered signal was used to calculate the R2 between the filtered signal and the original gene 

expression for each gene ( 

𝑅2 = 1 −
𝑠𝑢𝑚(𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙𝑠2)

𝑠𝑢𝑚(𝑔𝑒𝑛𝑒 𝑒𝑥𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛−𝑚𝑒𝑎𝑛(𝑔𝑒𝑛𝑒 𝑒𝑥𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛)2)
). Genes which were not well fitted with the 

butterworth filter (R2 < 0.4) were not used for downstream analysis. To obtain the phase 

differences between blmp-1(tm548) and wild-type expression we subtracted the instantaneous 

phases of wild-type from blmp-1(tm548). Due to the circular nature of the phase, we had to 

correct for transiently occurring big differences in the phase by subtracting 2pi from the phase 

difference. To identify genes that did not change tremendously in their progression between 

wild-type and blmp-1(tm548) mutants, we selected genes that showed a phase difference of < |1| 

(rad) at two distinct time points (time point 16 and time point 19). As a control and to select 

genes showing an extreme phase difference we selected genes with a large phase difference of < 

-1.8 (rad). 

Single worm imaging 

Sample preparation and analysis were performed as described in Meeuse et al., 2019. 

GFP::AID imaging 

Worm handling and microscopy: 

Worms were synchronized by egg prep and hatching into M9 (42 mM Na2HPO4, 22 mM 

KH2PO4, 86 mM NaCl, 1 mM MgSO4) and cultured on Escherichia coli OP50 containing 2% 

NGM plates with red fluorescent beads in order to monitor feeding behavior of the worms. After 

23 hours of development, feeding was monitored carefully to observe the time of the molt. One 
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hour after feeding stopped, worms were considered to be in the molt and were transferred onto 

1mM containing auxin 2% NGM and normal 2% NGM plates and GFP intensities were 

monitored using the Zeiss Z1 microscope. Imaging slides were prepared a glass slide with 

agarose and immobilized worms by levamisole and covered with a cover glass. A z-stack was 

taken using a step size of 2µm and 300ms exposure time for GFP. The same procedure was 

repeated 4 hours after the first imaging set to obtain images of worms for which auxin was added 

during the intermolt. 

Image analysis was performed on the z-stack after segmentation of the worm. The mean intensity 

of the worm was calculated and used for plotting using a customized KNIME workflow. 

Model fitting and half-life calculation: 

An exponential decay described by 𝑓(𝑥) = 𝑎𝑒𝑥𝑘 + 𝑏 was assumed for the degradation dynamics 

of AID::GFP. Thus we used Python’s scipy integration of curve fitting (Virtanen et al., 2020), 

using “from scipy.optimize import curve_fit” and then fitted the curve using 

“curve_fit(exponential, x_array, y_array, p0=[1400,-0.15, 1400])”, where exponential is the 

exponential function assumed, x_array the experimental x-values (time after auxin treatment) 

and y_array the observed AID::GFP intensities. p0 denotes the initial values for a, k and b. The 

half-life was calculated using  𝑡1/2 =
ln (2)

−𝑘
. 

Transgenic CRISPR strains aid::blmp-1  

Endogenous tagging of blmp-1 with the auxin inducible degron (aid) was performed by 

CRISPR/Cas9 using the previously established dpy-10(cn64) co-conversion (Arribere et al., 

2014) . The sgRNA sequence: 5’ gccgaagagaacggtgccgg 3’ was cloned into Not1-digested 

pIK198 (Katic et al., 2015) by Gibson assembly using the hybridized sequence from 

5’ AATTGCAAATCTAAATGTTTgccgaagagaacggtgccggGTTTAAGAGCTATGCTGGAA 3’  



Results  

Page | 160  
 

and 

5’ TTCCAGCATAGCTCTTAAACccggcaccgttctcttcggcAAACATTTAGATTTGCAATT 3’. 

The aid sequence was synthesized by IDT (Integrated DNA Technologies) as a gBlocks® Gene 

Fragments and contained 65 bp homology to blmp-1 locus, 30 bp downstream of the ATG 

startcodon.  

 

5’ttcgatctcattttaaacaaaacctgtaaaaaatgGGTCAAGGAAGTGGGGATGACGGTGTTCCGatgcctaa

agatccagccaaacctccggccaaggcacaagttgtgggatggccaccggtgagatcataccggaagaacgtgatggtttcctgccaaaa

atcaagcggtggcccggaggcggcggcgttcgtgaagCCGGCACCGTTCTCTTCGGCTGCTGCGGCAGCT

CACTCACCACCTCATTCTCCCCTTTCTGTCGG 3’. 

 

The injection was performed in wild-type animals which were injected with 10 ng/μL gBlock, 

100 ng/μL sgRNA plasmid, 20 ng/μL AF-ZF-827 (Arribere et al., 2014), 50 ng/μL pIK155 

(Katic et al., 2015) and 100 ng/μL pIK208 (Katic et al., 2015). 

Transgenic CRISPR strain 3xflag::blmp-1  

N-terminal tagging endogenous blmp-1 with 3xFLAG was performed using the same dpy-

10(cn64) co-conversion CRISPR/Cas9 strategy as used for the blmp-1::aid strain (see above, 

Arribere et al. 2014). The sgRNA with the sequence  

5’ aaaaatgggtcaaggaagtg 3’  

was used to cleave genomic DNA followed by rescue with the 4nmole Ultramer oligo sequence 

from IDT 

5’cttctcttttccttcgatctcattttaaacaaaacctgtaaaaaatgGATTATAAAGACGATGACGATAAGCGTGACTACA

AGGACGACGACGACAAGCGTGATTACAAGGATGACGATGACAAGAGAGGAGCCGGATCTggt

caaggttcaggggatgacggtgttccgccggcaccgttctcttcggctgctgcggc 3’ 

Where yellow capital letters indicate the 3xFLAG with a spacer sequence in blue. The overlap to 

the genomic locus is indicated in small letters, comprising 47bp and 59bp overhang. 

The injection was performed in wild-type animals which were injected with 20 ng/μL gBlock, 

100 ng/μL sgRNA plasmid, 20 ng/μL AF-ZF-827(Arribere et al., 2014) , 50 ng/μL pIK155 

(Katic et al., 2015) and 100 ng/μL pIK208 (Katic et al., 2015). 

Transgenic reporter strain generation 



Results  

Page | 161  
 

GFP reporters were cloned by Gibson (Gibson et al., 2009) with amplified the promoters from 

genomic DNA using the primers listed below which were inserted into Nhe1-digested pYPH0.14 

as previously described Meeuse et al., 2019. Transgenic animals were obtained by single copy-

integration of the transgene into the ttTi5605 locus (MosSCI site) on chromosome II into 

EG6699 animals, with the published MosSCI protocol (Frøkjær-Jensen et al., 2012). 

Worm strains: 

HW1360: EG6699, xeSi131[F58H1.2p::GFP::H2B::Pest::unc-54 3', unc-119+] II 

HW1361: EG6699, xeSi132[R12E2.7p::GFP::H2B::Pest::unc-54 3', unc-119+] II 

HW1370: EG6699; xeSi136[F11E6.3p::GFP-H2B-Pest::unc-54 3’UTR; unc-119 +] II 

HW1371: EG6699; xeSi137[F33D4.6p::GFP-H2B-Pest::unc-54 3’UTR; unc-119 +] II 

HW1372: EG6699; xeSi138[C05C10.3p::GFP-H2B-Pest::unc-54 3’UTR; unc-119 +] II 

HW1431: EG6699, xeSi160[daf-6Δ4p::GFP::H2B::Pest::unc-54 3’UTR; unc-119 +] II 

HW1435: EG6699, xeSi164[daf-6Δconsp::GFP::H2B::Pest::unc-54 3’UTR; unc-119 +] II 

HW1436: EG6699, xeSi165[daf-6 1xcons:: Δpes-10p::GFP::H2B::Pest::unc-54 3’UTR; unc-119 

+] II 

HW1437: EG6699, xeSi166[Δpes-10p::GFP::H2B::Pest::unc-54 3’UTR;unc-119 +] II 

HW1939: EG8079, xeSi296[eft-3p::luc::gfp::unc-54 3'UTR] II 

HW2521: EG6699,xeSi131[F58H1.2p::GFP::H2B::Pest::unc-54 3', unc-119+] II ;blmp-1 

(tm548) (I) 

HW2526: EG6699, xeSi440[dpy-9p::GFP::H2B::Pest::unc-54 3’UTR; unc-119 +] II 
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HW2523: EG6699, xeSi437[qua-1p::GFP::H2B::Pest::unc-54 3’UTR; unc-119 +] II  

HW2529: unc-119(ed3) III; ieSi59 [eft-3p::aid::GFP::unc-54 3'UTR + Cbr-unc-119(+)] III ; 

ieSi57 [eft-3p::TIR1::mRuby::unc-54 3’UTR, cb-unc-119(+)] II 

HW2532: EG8079, xeSi296[eft-3p::Luciferase::gfp::unc-54 3’UTR; unc-119 +] II ; blmp-

1(tm548) (I) 

HW2639: blmp-1 (xe180[3xFlag::blmp-1]) I 

HW2120: xe80 blmp-1(blmp-1::aid) I; EG8079, xeSi296 [eft-3p::luc::gfp::unc-54 3'UTR, unc-

119(+)] II; EG8080, xeSi376 [eft-3p::TIR1::mRuby::unc-54 3’UTR, cb-unc-119(+)] III 

HW2033: bus-8 (e2885) X 

HW2802: blmp-1 (xe180[3xFlag::blmp-1]) I ; xeSi296[eft-3p::Luciferase::gfp::unc-54 3’UTR; 

unc-119 +] II 

HW3028: EG6699,xeSi517[F16B4.4p::GFP::H2B::Pest::unc-54 3', unc-119+] II 
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Supplementary Figures 

 

Fig S1: Most genes used for reporters show oscillations on RNAPII ChIPseq and transcript 

level 

With the exception of C05C10.3 and F58H1.2, we can observe oscillatory RNAPII ChIPseq 

oscillations, mostly preceding the mRNA transcript oscillation.  
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Fig S2: Additional transcriptional reporters investigated by RT-qPCR time courses 

A, Five additional transcriptional reporters were tested by RT-qPCR time courses. All except the 

reporter for R12E2.7 recapitulated the amplitude and the peak phase. In the R12E2.7 case, we 

assume that we did not capture the entire promoter sequence or we that miss a distant regulatory 

element. 

B, Comparison of ChIP-seq reads (left) and RT-qPCR reporter gfp levels of F58H1.2. We detect 

a big amplitude in the RT-qPCR experiment even though the amplitude is low in the ChIP-seq 

experiment. 
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Fig S3: The daf-6 promoter contains a short conserved promoter element 

Visual representation of the chosen daf-6 promoter with the conserved element indicated. 
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Fig S4: Replicates of developmental phenotypes arising from blmp-1 knockdown. 

Boxplots of the quantification of single animal larval stage, intermolt and molt durations in mock 

and blmp-1 RNAi. Both replicates confirm the longer molts (A, D), that are accompanied by 

shorter intermolts (B), or similar intermolt lengths (E), leading to similar (C) or slightly longer 

(F) larval stage durations in blmp-1 RNAi compared to mock RNAi. Significantly different 

durations are indicated (* P<0.05, ** P<0.01, *** P<0.001, Welch two-sample and two-sided t-

test) 
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Figure S5: Luciferase assay example traces of wild-type and blmp-1(tm548) worms 

A – C, Representative luminescence traces from a wild-type (A) and surviving blmp-1(tm548) 

mutant (B). Many blmp-1(tm548) mutants die after exiting molts which is represented by a 

gradual decrease of luminescence after the exit from the first molt (C). 
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Fig S6: Western Blot of 3xflag::blmp-1 worms (HW2639 and HW2802) 

A, Uncropped Western Blot images of 3xFLAG::BLMP-1 protein in HW2639 worms grown on 

NG2% plates at 25°C. 

B, C, 3xFLAG::BLMP-1 protein detected by Western Blot in HW2802 worms grown in liquid 

culture at 20°C. Protein abundance from early L2 to early L3 stage (B) and early L3 to late L4 

stage (C) originating from the same time course. The molts, as determined by luciferase assays 

(D, E), are indicated in salmon. 

D, E, Luminescence intensities over time of multiple HW2802 worms (n<10 for each of the 3 

wells on the plate), starting from 21 hours (D) or 29 hours (E) of development. The drop in 

signal from 25 to 26 hours (D) and 32 to 34 hours (E) is indicative for the molt. The molt 

assignment in this case was performed on multiple worms cultured in one well mainly to speed 

up handling time. However, thus the molt assignment is less accurate than in Fig S5 resulting 

from slight developmental asynchrony present in the population. 

F, G, Uncropped images of Western Blots shown in B and C. 
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Fig S7: After intermolt 1, both molts and intermolts show an auxin dependent increase in 

duration compared to vehicle. 

 

  



Results  

Page | 171  
 

 

Fig S8: Molt lengthening is dependent on the onset of BLMP-1 degradation in L3 

Same experimental set-up as in Fig 4 with the exception that auxin was added in L3 at 32 hours. 

A,B, Heatmaps showing trend-corrected luminescence (Lum.) traces; one animal per horizontal 

line. Vehicle (0.25% ethanol; left) or 250 μM auxin (right) were added at t=32h. t=0 h 

corresponds to the start of the assay. Embryos hatch at different time points and traces are sorted 

by entry into second molt. Dark grey indicates low luminescence and corresponds to the molts. 

B, Duration of intermolt 3, molt 3, intermolt 4 and molt 4 plotted over time of molt 3 relative to 

auxin treatment in control and auxin treated animals shown in A. Worms experiencing auxin 

earlier than desired (addition in L2) are labelled in red. One worm experienced auxin later than 

desired (addition in L4) which is labelled in blue. 
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Fig S9: GFP::aid is degraded rapidly upon auxin treatment 

A, Experimental design: ubiquitous aid::gfp expressing worms were placed on either auxin-

containing plates or normal NG2% plates, followed by AID::GFP quantification at 15 minute 

intervals (image created with BioRender.com). 

B, AID::GFP quantification in the whole worm over time for both conditions, auxin and normal 

NG2% plates. 

To characterize the auxin inducible degradation system and to confirm the reported fast half-life 

of targeted proteins, we crossed the worm strain CA1205 with CA1200 (Zhang et al., 2015) to 

obtain HW2529 which expresses both aid::gfp and tir-1 from the strong, ubiquitous and 

constitutive eft-3 promoter. Culturing HW2529 worms on 1mM auxin-containing plates should 

result in degradation of AID::GFP which we indeed observed by microscopy. However, we opted 

for a more quantitative analysis of the AID::GFP degradation and decided to quantify AID::GFP 

fluorescence over time immediately after L3 worms were transferred to auxin containing plates. 

We observed a rapid reduction in fluorescence upon culturing the worms in presence of auxin (Fig 

S9 B). The rapid AID::GFP degradation did not depend on whether auxin was provided during the 

molt or during the intermolt as we observed similarly low levels after 15 minutes onwards for in 

either situation. Thus the data was combined. Our negative control, worms grown on normal 

NG2% plates, did not show any reduction of AID::GFP over time, confirming that the effect is 

specifically due to auxin. To calculate the half-life of AID::GFP in the presence of auxin we fitted 

an exponential decay to the experimentally observed data and could confirm that the observed 

apparent half-life at 8.39 minutes is indeed short upon treatment with auxin. 
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Fig S10: Unscaled single worm imaging GFP traces 

Unscaled GFP intensities over larval development. Molting times are indicated in red. 

A, B, Unscaled single worm imaging GFP traces of the transcriptional reporter F11E6.3 in mock 

RNAi (A) and blmp-1 RNAi (B) conditions. The GFP intensity peak occurs during intermolt for 

both RNAi conditions. 

C, D, The unscaled single worm imaging GFP traces of the transcriptional reporter for F16B4.4 

show a striking difference in peak times between mock and blmp-1 RNAi. In mock RNAi (C) the 

peak occurs during the intermolt, while in blmp-1 RNAi (D), the peak happens precociously in 

the molt.  

 

 

End of manuscript “The BLMP-1 transcription factor supports coupling of oscillatory gene 

expression with development” 
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2.5 5’ UTR exchange in the F11E6.3 reporter modifies oscillatory gene expression 

Yannick Hauser performed the time courses and all data analysis. Helge Großhans and Yannick 

Hauser conceived the experiment. 

 

As shown in section 2.4 (blmp-1 manuscript), the promoters of oscillating genes driving gfp 

generated mRNA oscillations that recapitulated the peak phase and amplitude of the endogenous 

transcripts. Promoters in C. elegans usually contain the 5’ UTR sequence because assigning the 

transcriptional start site is difficult in C. elegans due trans-splicing of the transcript to a splice 

leader sequence (see section 1.7.1). Consequently, our transcriptional reporters contained the 

annotated 5’ UTR in the promoter sequence which motivated us to investigate potential regulatory 

aspects arising from the 5’ UTR sequence. We focused on the transcriptional reporter of F11E6.3 

as a test case and replaced its 5’ UTR with the actin-1 (act-1) 5 ‘UTR, generating a chimeric 

promoter sequence. Even though expression was still observed in the expected tissues hypodermis, 

Pnp cells, vulva, head and tail cells (not shown), the chimeric promoter did not perfectly 

recapitulate the endogenous mRNA dynamics anymore. Instead, it showed a precocious peak 

phase compared to the endogenous transcript oscillation in two independent replicate experiments 

(Fig 2.4A(II) & (III)). Furthermore, the amplitude appears slightly increased in the gfp transcript 

oscillation and the mean expression gfp expression was consistently lower for the act-1 5’UTR 

compared to the normal 5’ UTR (Fig 2.4B). In order to quantify the peak phase shift, we fitted a 

cosine on both, endogenous and gfp transcript oscillations and calculated the phase difference 

between detected peaks. Confirming the visual impression, the calculated phase difference 

revealed that the gfp transcript peaks roughly 30° before the endogenous transcript in the case of 

the replaced 5’ UTR (Fig 2.4C). 

The results obtained by exchanging the the 5’ UTR sequence of the F11E6.3 promoter validate 

and further strengthen the importance of the promoter sequence in generating oscillatory gene 

expression. As our promoters contain the annotated 5’UTR sequences our results indicate that they 

need to be considered in transcriptional reporter designs. Furthermore, we could demonstrate that, 

at least in this instance, the untranslated regulatory regions in the 5’ UTR of transcriptional reporter 

constructs have the capacity to modify oscillatory gene expression. The observed phase shift was 

reproducibly obtained and thus we hypothesize two plausible scenarios that could explain the 

observed phase shift. First the 5’ UTR might indeed encode a regulatory sequence to specify the 
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peak phase of the resulting mRNA. Second, the transcribed mRNA with the actin 5’ UTR could 

be affected in stability, thus degrading faster, which would lead to an expected phase shift 

depending on the extent of destabilization. Additionally correlating with increasing degradation 

rates, we would predict lower mean expression values. Consistent with the present data and 

supported by the peak shift together with higher amplitudes and lower expression levels, we 

speculate that indeed the mRNA with the exchanged 5’ UTR is less stable.  

 

Fig 2.4: Exchanging the 5’ UTR of the F11E6.3 promoter leads to a peak phase shift 

A, RT-qPCR time courses from reporter strains driving gfp from the endogenous F11E6.3 promoter (I) or 

an F11E6.3 promoter where the 5’ UTR sequence was replaced by that of act-1 (II & III).  

B, Barplot representing the percentage of mean gfp expression relative to the endogenous F11E6.3 mean 

expression. 

C, Cosine fits for F11E6.3 and gfp RT-qPCR data from A to calculate their phase difference. In both 

cases, the gfp transcript shows precocious peaks and troughs compared to F11E6.3, resulting in a negative 

phase difference.  
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2.6 Reduced BLMP-1 levels lead to de-synchronization of a small group of genes 

Yannick Hauser and Milou Meeuse performed the time course and RNA isolation. Stéphane Thiry 

performed library preps and sequencing. Count normalization was performed by Dimos Gaidatzis. 

Yannick Hauser analyzed the count data. Helge Großhans, Yannick Hauser and Milou Meeuse 

conceived the experiment. 

 

To reveal the immediate global changes on oscillatory gene expression resulting from BLMP-1 

downregulation, we depleted BLMP-1 protein in a temporally controlled manner and subsequently 

sampled worms for RNA sequencing. To achieve fast degradation of BLMP-1, we again used the 

auxin-induced degron (aid) tagged BLMP-1 (Zhang et al., 2015) in liquid culture to be comparable 

with our luciferase assay results (see section 2.4, blmp-1 manuscript). Due to the fact that we see 

phenotypes resembling blmp-1 RNAi in low auxin concentration or blmp-1 mutants in high auxin 

concentration, we decided to test both low and high auxin conditions. We cultured a synchronous 

population for 20 hours, split the culture and added auxin to a final concentration of 3.9µM and 

250µM or the vehicle ethanol as control. After auxin treatment, we sampled all conditions every 

30min and performed RNA sequencing (see methods). Following up on the observation of a 

desynchronized oscillator behavior in the blmp-1(tm548) mutant time course (see section 2.4, 

blmp-1 manuscript), we were specifically interested in oscillating genes that were affected in their 

phase progression upon BLMP-1 downregulation. As we will see, the effects resulting from auxin 

treatment were mild even in the 250µM auxin concentration, thus I will focus only on the condition 

with 250µM auxin. Overall, oscillating genes mainly maintained their oscillation in the 

AID::BLMP-1 depleted samples (Fig 2.5A, B), suggesting that only subtle changes occurred. To 

obtain a detailed quantification of oscillatory behavior of transcripts we used a butterworth filtering 

(Stephen Butterworth, 1930) to reduce high-frequency noise followed by a Hilbert transform 

(Gabor, 1946),  which enabled us to investigate instantaneous phase progression over time and per 

transcript. In order to reduce false-positive hits in our analysis, we selected only transcript 

oscillations that were reliably fitted by the butterworth filtering by selecting gene with R2 > 0.6 

which was calculated from the residuals between the butterworth filtered signal and the original 

signal (Fig 2.5C, Fig S2). To identify genes responding to reduced AID::BLMP-1 levels, we 

plotted the phase difference between auxin and vehicle for the time points 35.5 hours and 40.5 

hours of larval development (Fig 2.5D). A general trend was observed as most genes in the auxin 

treatment were shifted towards earlier time points, resulting in a positive phase difference. 
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However, when we inspected individual examples of genes, we observed only marginal 

differences between vehicle- and auxin-treated animals (Fig 2.5E, G). Many genes showed a 

general phase shift which is represented by two example genes daf-6 and F11E6.3.  

We proceeded the analysis by focusing only on the strongest effects as exemplified in Fig 2.5F, H 

and identified 15 strongly shifted genes. The identified group of genes contained the F16B4.4 (Fig 

2.5F), a gene that was identified as desynchronized in section 2.4 (blmp-1 manuscript) in both the 

blmp-1(tm548) mutant mRNA sequencing time course and the single worm imaging (see section 

2.4, blmp-1 manuscript). The strong phase shift of F16B4.4 and grsp-2 could also be reproduced 

in an independent separate time course, this time using RT-qPCR (Fig S3). Interestingly the 

identified group of genes (n=15) showed a strong phase preference during and right after the molt 

(Fig 2.5J) which allowed plotting the characteristic changes of the group as shown in Fig 2.5I. The 

identified strong changing genes peaked almost antiphase of the blmp-1 mRNA peak phase (Fig 

2.5J) which is similar to the effects we see with the blmp-1(tm548) mutant (blmp-1 manuscript). 

While we could not observe a strong global effect on oscillatory gene expression following 

downregulation of AID::BLMP-1 we nevertheless identified a small group of genes that showed a 

dramatic phase shift in their peak expression.  
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Fig 2.5: Conditional depletion of AID::BLMP-1 leads to strong precocious expression of few genes 

A, B, Heatmaps of log2-transformed, mean normalized gene expression of oscillating genes in the 

aid::blmp-1 time course with vehicle (A) or 250µM  auxin treatment (B). 

C, Genes were filtered for genes with an R2 > 0.6 (solid black line) which was calculated from 

butterworth filtered oscillating traces. 

D, 2D scatterplot showing the phase difference at two time points between auxin and vehicle treatment 

for each oscillating gene that passed the threshold in C. Genes with a high phase difference of >1.4 rad at 

both time points were selected as strong responders to AID::BLMP-1 degradation by 250µM auxin. 

E, G, Gene expression of two example genes characterized by the general small phase difference between 

vehicle and auxin treated samples. 

F, H, Gene expression of two responding genes as selected in D.  
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I, Summarized mean gene expression of strong responders from D. The standard deviation is depicted in 

the transparent area (n=15). 

J, Density plot showing the peak phase distribution of strong responding genes upon auxin treatment 

(orange, n=15) in comparison with the peak phase distribution of all oscillating genes passing the 

threshold (blue, n=1,826). The time of the molt is indicated in grey and the peak phase of blmp-1 is 

shown as a solid black line. Peak phases were used from Meeuse et al., 2019.  

 

2.7 daf-6 promoter-driven GFP oscillations are damped in reduced BLMP-1 conditions 

Yannick Hauser performed the imaging and analyzed all data. Helge Großhans and Yannick 

Hauser conceived the experiment. 

 

We further investigated the transcriptional reporters that we initially created (section 2.4, blmp-1 

manuscript) by looking at BLMP-1 ChIPseq peaks from publicly available data. This revealed a 

potential BLMP-1 binding to the daf-6 promoter in the proximity of the conserved element (Fig 

S4). To obtain an estimate on the extent of AID::BLMP-1 downregulation using the auxin-

inducible degradation system, we tested the effects of downregulation of AID::BLMP-1 on the 

daf-6 transcriptional reporter. Using a similar experimental strategy as in the aid::blmp-1 

sequencing experiment, confocal microscopy was performed on either blmp-1 wild-type (wt) or 

aid::blmp-1 worms, both carrying the transgenes Peft-3::tir-1::unc-54 3’ UTR and Pdaf-6::gfp-

pest-h2b::unc-54 3’ UTR. Both strains were cultured in liquid at 20°C with 250µM auxin supplied 

after 20 hours of development to mimic the experimental set up as in the aid::blmp-1 RNA 

sequencing time course. GFP intensities were measured specifically in hyp7 and seam cells by 

microscopy from 40 hours onwards when worms were in L4. As seen for the daf-6 reporter in the 

vehicle treated strain Fig 2.6A, the GFP intensities oscillate in hyp7 and seam cells. Under the 

same conditions, a lower GFP amplitude is observed in the aid::blmp-1 strain, i.e., upon 

AID::BLMP-1 degradation (Fig 2.6B). In order to quantitatively address differences of the 

measured GFP intensities between vehicle and auxin treatment, we performed cosine fitting on the 

mean summarized data. While this analysis has to be interpreted cautiously due to the non-

isochronically spaced L4 substages and given our limited time resolution, we observed no obvious 

effect on the peak phase (Fig 2.6C) but a reduction in amplitude in the auxin condition (Fig 2.6D). 

Differences in the peak phase that are smaller than the assay’s time resolution of roughly 1 hour 

are still possible though. In general, this result suggests that downregulation of AID::BLMP-1 
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affects the GFP oscillation driven by the daf-6 promoter in the epidermis. This is, however, in 

contrast to what we have previously observed in RNA sequencing data where daf-6 transcript 

oscillations showed only a minor effect.  

 

Figure 2.6: Downregulation of AID::BLMP-1 by the auxin-degradation system leads to damped GFP 

oscillations in the Pdaf-6::gfp strain. 

A, GFP intensities in hypodermal cells driven by the daf-6 promoter in worms with wild-type blmp-1 on 

250µM auxin. GFP intensity oscillations are detectable and comparable to those observed in a strain lacking 

TIR-1, on plates without auxin (see Fig 2.7A). 

B, GFP oscillations are damped in the strain with aid::blmp-1 on 250µM auxin. Nevertheless, low 

amplitude oscillations can still be detected without an obvious peak phase shift compared to the negative 

control in A. 

C, Cosine fits for both genotypes on the mean-centered, per substage averaged data from A and B. The 

calculated peak phase difference of 13° between the cosine fits was minor. 
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D, Barplots representing the calculated amplitude from cosine fits in C for both genotypes. The GFP 

oscillation amplitude from the wild-type genotype was 2,434 units larger compared to the aid::blmp-1 

genotype. 

 

2.8 BLMP-1 is inducing high amplitude oscillations of the daf-6 reporter 

Yannick Hauser performed the imaging and analyzed all data. Helge Großhans and Yannick 

Hauser conceived the experiment. 

 

To test whether complete loss of function of BLMP-1 affects daf-6 oscillations, we tested the 

behavior of the daf-6 transcriptional reporter by investigating the GFP intensities during the L4 

larval stage by microscopy in wild-type, blmp-1(tm548) mutant and blmp-1(s71) mutant 

backgrounds. We obtaining a z-stack around the region of the vulva and quantified the GFP 

intensity in the hypodermis by using a customized KNIME workflow (see methods). In order to 

temporally align the individual worms, we retrospectively staged animals according to their vulva 

morphology into 10 different L4 sub-stages (Mok et al., 2015). Wild type worms showed an 

oscillating pattern of GFP intensities over the L4 stage, whereas dramatically damped oscillating 

GFP intensity patterns with low basal expression were detected in blmp-1(tm548) and blmp-1(s71) 

mutant animals (Fig 2.7A – C). The remaining basal activity of the daf-6 transcriptional reporter 

could be due to other TFs binding the daf-6 promoter and thus activating its transcription. In 

contrast, the transcriptional reporter for F58H1.2, derived from a gene without obvious BLMP-1 

ChIPseq peak in the promoter, did not show that dramatic amplitude damping in the blmp-1(tm548) 

mutant background, suggesting that not all oscillatory gene expression relies equally on BLMP-1 

(Fig 2.7D, E). 

It appears striking that we could detect a damped reporter oscillation of the daf-6 transcriptional 

reporter in the blmp-1(tm548) mutant background (Fig 2.7) as well as in the conditional BLMP-1 

depletion experiment (Fig 2.6) but no strong transcriptional changes in the aid::blmp-1 sequencing 

time course (Fig S3) or the blmp-1 mutant time course. While we can argue that AID::BLMP-1 

was not sufficiently depleted in the RNA sequencing time course, our expectation was to observe 

changes of daf-6 in the blmp-1 mutant RNA sequencing time course at least. What could cause 

this discrepancy between the two experimental approaches? It could be argued that in the case of 

blmp-1 mutants, retrospective staging by vulva morphology fails to account for the correct 
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developmental stage, similar to the aberrant timing of the DTC movement in these larvae. 

However, we reject this argument based on the fact that we would expect to observe mean GFP 

intensities throughout the L4 sub-stages with high variability within one sub-stage if staging was 

random. Additionally, we can also not exclude that despite the recapitulation of oscillatory gene 

expression by promoters, we are still missing regulatory elements in our transcriptional reporters. 

Hence while under normal conditions, the reporters recapitulate the endogenous situation, the 

possibility remains that in a perturbed system, the endogenous transcript might be more robust in 

comparison to the reporter. Finally, the fact that we only observe epidermal tissue in the confocal 

imaging experiments while daf-6 is expressed also in head and tail cells might at least partially 

explain the obtained results. Oscillations of daf-6 in head and tail might not be dependent on 

BLMP-1 and thus still occur normally, leading to a reduction of the effect that we can observe in 

RNA sequencing experiments where we sample whole worms. In the future, it will be interesting 

to address by confocal microscopy whether daf-6 oscillations in head and tail cells are unaffected 

by BLMP-1. 
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Fig 2.7: blmp-1 mutants display damped oscillations of the daf-6 reporter 

A – C, GFP intensities measured from Pdaf-6::gfp::pest::h2b::unc-54 3’UTR (HW1431) in wild-type (A), 

blmp-1(tm548) mutant (B) and blmp-1(s71) mutant worms per nuclei in individual worms by confocal 

microscopy during the L4 stage. Worms were retrospectively aligned to developmental age by scoring vulva 

morphology (Mok et al., 2015). Each dot represents the mean of all measured nuclei per single worm with 

the standard deviation in whiskers. GFP, driven by the daf-6 promoter, oscillates in wild-type background 

whereas oscillations are extensively reduced in two independent blmp-1 mutants.  

D, E, GFP intensities in measured as in A – C in the F58H1.2p::gfp::pest::h2b::unc-54 3’UTR 

(HW1360) in wild-type (A), blmp-1(tm548) mutant (B) and blmp-1(s71) mutant worms. 
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2.9 Epistatic interactions between dre-1 and blmp-1 mutations 

Yannick Hauser performed all luciferase assays. Luciferase assays were analyzed using a 

customized Matlab algorithm as described in Meeuse et al., 2019. Helge Großhans and Yannick 

Hauser conceived the experiment. 

 

Based on the previous observations that BLMP-1 is negatively regulated by the E3 ubiquitin ligase 

DRE-1 (Horn et al., 2014; Huang et al., 2014), we were curious to observe the phenotypes in dre-

1 mutants and blmp-1(tm548); dre-1(dh99) double mutants arising from this regulation. The dre-

1(dh99) mutant is a hypomorph strain and we expect elevated BLMP-1 protein levels in this 

mutant. We wondered whether we can achieve accelerated progression through larval stages by 

providing higher levels of BLMP-1 in the case of dre-1(dh99) mutants, as opposed to the blmp-

1(tm548) mutants. However, as evident from Fig 2.8C, we observed slightly longer larval stage 

durations. The dre-1(dh99) mutants also showed a slight increase of variability in molt, intermolt 

and larval stage durations which was, however, less severe than compared to the blmp-1 single 

mutant or the double mutant animals. In contrast and as already discussed in section 2.4 (blmp-1 

manuscript), blmp-1(tm548) mutants show high variability in L2 and L3 with also longer larval 

stage durations for L1 and L2 and the increased variability can also be detected in the intermolts 

and molts. Interestingly, the blmp-1(tm548); dre-1(dh99) double mutants showed an intermediate 

phenotype with increased variability and larval stage duration in between the two single mutants 

as exemplified nicely in L2 (Fig 2.8B, C) and confirmed in an independent experiment (Fig S5).  

 

Fig 2.8: dre-1(dh99) mutation can partially rescue blmp-1(tm548) phenotypes 
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A – C, Boxplot analysis of molt (A), intermolt (B) and larval stage (C) durations as measured by 

luciferase assays in wild-type, blmp-1(tm548) and dre-1(dh99) single and blmp-1(tm548); dre-1(dh99) 

double mutant animals. The dramatic increase in molt, intermolt and larval stage duration and variability 

of blmp-1(tm548) can be partially rescued in the double mutant blmp-1(tm548); dre-1(dh99). 

Boxplots extend from the first to the third quartile with a line representing the median. Whiskers range up 

to 1.5*IQR and outliers are shown in dots. 

 

Motivated by the results from dre-1(dh99) and blmp-1(tm548) single and double mutants in the 

luciferase assay we wanted to further confirm the intermediate phenotype. To this end, we initially 

created a dre-1::aid strain and investigated the phenotype upon depletion of DRE-1. As a negative 

control, we used the luciferase strain that is wild-type for dre-1 and blmp-1, whereas the positive 

control was the luciferase strain with aid::blmp-1. As expected, the wild-type luciferase strain 

completed all larval stages synchronously while the aid::blmp-1 strain showed increased molt 

durations (Fig 2.9A, B). Worms with depleted DRE-1::AID levels completed only the first molt 

(Fig 2.9C) and showed a strong lethality after the first molt as represented by a gradual decrease 

of luminescence values (Fig S6). Thus, DRE-1::AID depletion using the auxin degradation system 

leads to stronger phenotypes than the dre-1(dh99) mutation, an expected result since the dre-

1(dh99) is only a hypomorph. The strong DRE-1::AID phenotype was rescued if we depleted both 

AID::BLMP-1 and DRE-1::AID simultaneously (Fig 2.9D), however, the rescued phenotype still 

showed more severely affected molt and intermolt durations than worms with depletion of 

AID::BLMP-1 only (Fig 2.9E).  

Based on the above-mentioned results and analogous to Horn et al., 2014, we suggest that blmp-1 

and dre-1 influence each other. However, based on the observation that the double mutant does 

not phenocopy the blmp-1(tm548) mutant, a more complex regulation seems likely with DRE-1 

acting in a parallel pathway additionally. Given that DRE-1 is an E3 ubiquitin ligase it seems 

plausible that its action is not restricted to BLMP-1 only. 
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Fig 2.9: Depletion of AID::BLMP-1 and DRE-1::AID shows epistatic phenotypes 

A – D, Heatmaps of trend-corrected luminescence (Lum.) traces from hatch (t=0) for the genotypes 

indicated in 250µM auxin (A: wild-type (n=79), B: dre-1(wt); aid::blmp-1 (n=79), C: dre-1::aid ; blmp-

1(wt) (n=84) and D: dre-1::aid; aid::blmp-1 (n=66)). 

E – G, Boxplots or molt durations (E), intermolt durations (F) and larval stage durations (G) for each 

genotype from in A – D.  

 

2.10 Detailed investigations and improvements of single worm imaging data 
 

2.10.1 Cell-based analysis of single worm imaging data results in comparable results to 

the whole worm-based analysis 

Yannick Hauser performed all single worm imaging and analyzed the data. The cell-based KNIME 

workflow was developed by Yannick Hauser. Helge Großhans and Yannick Hauser conceived the 

experiment. 

 

The analysis of the GFP intensities in single worms as in Meeuse et al., 2019 were measured from 

20 – 80% of the anterior-posterior axis of the worm from the GFP kymograph lines which represent 
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the flattened worm image per time point, followed by calculation of the mean GFP intensity of 

kymograph line. Thus the intensity is normalized to the length of the worm, which could 

potentially result in undesired artifacts during the molt when the worm does not grow in length. 

This consideration led us to analyze the GFP intensity in cells to obtain a size-independent measure 

of the GFP intensities over time. For this purpose, we re-analyzed imaging data from Meeuse et 

al., 2019 of 22 worms containing a transcriptional reporter of dpy-9 as a single copy integration, 

grown on mock RNAi in the single worm imaging. GFP intensities were obtained as explained 

using a customized KNIME workflow (see methods) and showed oscillatory intensities over time 

that were comparable to the oscillations measured in the whole worm (Fig 2.10, Fig S7). Assigning 

the oscillation phase at molt entry and exit showed largely comparable phases between the two 

analyses, with at most minimal differences between the worm-based and the cell-based analysis 

(Fig 2.10D). Nevertheless, the small, yet significant difference might represent an improvement of 

the cell-based analysis due to the reduction of artifacts coming from length normalization. The 

distribution of the calculated phases at molt entry and molt exit, however, were comparable in their 

variability.  

 

Fig 2.10: GFP intensities in cells resembles whole worm GFP intensities 

A, GFP intensities as measured in Meeuse et al., 2019 per worm from 20-80% of the anterior-posterior 

axis (n=22).  

B, Mean GFP intensities per cell in single worms. The standard deviation of cell GFP intensities per time 

point and worm is shown as shaded area (n=22). 
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C, Mean GFP intensities of all individual worms per time point from A and B in blue and orange 

respectively. The standard deviation is displayed in the shaded area. 

D, Boxplots of the phases at molt entry and molt exit cell and worm GFP intensities. Significant 

differences were calculated using Welch two-sample t-test (* p<0.05, ** p<0.01, *** p<0.001). 

Molts are indicated in black on the x-axis. Boxplots extend from the first to the third quartile with a line 

representing the median. Whiskers range up to 1.5*IQR and outliers are shown in dots. 

 

The cell-based single worm imaging analysis could even avoid small artifacts arising from the fact 

that the worm is not growing during the molts and could provide a result with even more accuracy. 

Nevertheless, as the variability between the two analyses was comparable, both strategies still 

represent valid tools for further studies. I note that the cell-based analysis is much more time-

consuming than the worm-based analysis which still argues against using the cell-specific analysis 

as the default approach for our further experiments. In order to further improve this method and 

make it applicable to not only tissue specifically expressed genes, we would require an additional 

tissue specifically expressed red or blue fluorescent reporter to label the cells of interest. This 

would enable us to analyze labeled and unlabeled cells independently and thus allow for the 

characterization of tissue-specific expression for reporters that are expressed in multiple tissues.  

 

2.10.2 Oscillatory gene expression behaves similarly in different segments of the 

anterior-posterior axis 

Yannick Hauser performed the single worm imaging. The segment analysis was performed using 

the KNIME workflow was developed by Jan Eglinger and is described in Meeuse et al., 2019. 

Helge Großhans and Yannick Hauser conceived the experiment. 

 

We further wondered whether the oscillations occur synchronized within the hypodermis or 

whether they travel through the tissue as a wave as seen for example in the segmentation clock. In 

order to address this question, we investigated the hypodermal transcriptional reporter of dpy-9 in 

detail. We divided the kymograph resulting from the GFP analysis of single worm images into 

three consecutive segments from 20 – 40% (anterior), 40 – 60% (middle) and 60 – 80% (posterior) 

of the anterior to posterior axis. The resulting GFP analysis per segment revealed a high similarity 

across segments with highly similar peaks and troughs (Fig 2.11) and led us to conclude that within 
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our temporal resolution, we cannot detect differences between anterior and posterior oscillations 

within the hypodermis.  

 

 

Fig 2.11: The hypodermis oscillates as a syncytium.  

The hypodermal expressed transcriptional reporter of dpy-9 analyzed in three consecutive segments 

across the anterior-posterior axis. 

 

2.10.3 A convolutional neural network improves single worm imaging segmentation 

Yannick Hauser performed the single worm imaging. The convolutional neural network was 

developed by Markus Rempfler and tested by Yannick Hauser. Helge Großhans and Yannick 

Hauser conceived the experiment. 

 

Analysis of the GFP intensities from single worm imaging data required segmentation of worms 

to separate “worm” from “background” and to accurately quantify the GFP driven by (oscillating) 

promoters. We previously used Ilastik to segment the worms based on both channels, GFP and 

brightfield. While this strategy increased the robustness of the Ilastik segmentation, it was 

accompanied by the fact that we faced difficulties upon analyzing GFP intensities in worms with 

weak GFP signal. Not only were we unable to analyze certain worm strains with low GFP 

expression, we also lacked an accurate analysis of L1 worms for many of the investigated 

transcriptional reporters as GFP intensities were usually low in L1. In order to overcome these 

challenges, we trained a convolutional neural network (CNN) to recognize and segment the worm 

based on the brightfield images only by using 268 manually segmented images from two single 
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worm imaging datasets including HW2526 and HW2524 worms. The manual segmentation was 

especially important for cases where L1 worms were in contact with one of the chamber walls and 

thus the wall was risked being segmented together with the worm, a difficulty we also realized 

using the Ilastik segmentation. The CNN was tested on HW2524 worms, carrying a 

gfp::pest::h2b::unc-54 3’UTR reporter transgene driven by the R07E3.6 promoter. The resulting 

probabilities were thresholded to yield binary masks that were used to replace the binary images 

in the original KNIME workflow to analyze the GFP intensities. As shown in Fig 2.12C for a 

single worm, the segmentation using the CNN resulted in highly similar GFP intensity values for 

most of the time-lapse, but performed better for early L1 worms and especially also for eggs. The 

CNN outperformed the Ilastik segmentation in multiple worms in L1 and eggs as demonstrated by 

the smaller standard deviation in the first peak after hatching in Fig 2.12E and revealed a robust 

segmentation in eggs. Apart from the improved egg and L1 quantification using the CNN, we 

could additionally observe an improved segmentation of the CNN segmentation in older adults 

towards the end of the time-lapse imaging (Fig 2.12E). Future datasets will show how generally 

applicable to slightly different time lapse microscopy images the CNN is. We foresee that we 

might incorporate additional images in order to apply the CNN to all time lapse microscopy data 

obtained at different microscopes or with slightly different acquisition settings.  
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Fig 2.12: Segmentation using a convolutional neural network improves the GFP analysis in early 

single worms 

A, Representative images of the worm analyzed in D for three different time points, as indicated. The 

white bar in the right upper corner corresponds to 100µm. 

B, C, Kymograph of segmented GFP images over the worm development using the Ilastik segmentation 

mask (B) and the CNN segmentation mask (C). The hatching time is indicated in red. Due to scaling in 

the y-direction to the longest vertical line, the scales in y-direction differ between B and C. 

D, Comparison of the GFP intensities in a single worm using either Ilastik or the CNN to segment the 

worm shown in A and B. GFP intensities are related to the hatch time point (t = 0). 

E, Comparison as in D using all imaged worms (n=40) illustrates the differences in the GFP intensities 

using the CNN in L1 larvae and eggs. Solid lines represent the mean GFP intensity with the standard 

deviation displayed in the shaded area. GFP intensities are related to the hatch time point (t = 0). 
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3 Discussion 
 

Biological oscillators have been discovered in multiple organisms to synchronize behavior with 

external rhythmic processes, regulate rhythmic developmental processes or regulate cell fate 

transitions. Hitherto, we lack a complete understanding of their mechanism, functional relevance 

and system behaviors. Studying various biological oscillators has improved our understanding of 

the general principles and idiosyncrasies between them. Here, we have presented a genetic 

oscillator in C. elegans which we study to further dissect the mechanism, functional relevance and 

systems behaviors in a multicellular organism. In the following, I will discuss the results obtained 

in these studies. 

3.1 Regulation of rhythmic gene expression 

Previous data has only been able to suggest transcription as a key driver for oscillatory gene 

expression in C. elegans. Here we have provided further evidence for this hypothesis by using 

RNA polymerase II ChIP-sequencing and transcriptional reporter studies. I will discuss these 

findings below. 

3.1.1 Rhythmic transcription is the main driver for oscillatory gene expression 

A thorough understanding of a genetic system and its characteristic behavior is impossible without 

the knowledge of its regulation. As the possibility remains that transcript oscillations can arise 

even in the presence of constant mRNA production from post-transcriptional mechanisms  (Koike 

et al., 2012), we wanted to obtain a better understanding of the transcriptional and post-

transcriptional contributions to the ~3,700 oscillating mRNA levels. The RNAPII ChIP-

sequencing data and the promoter-driven gfp reporters further suggested transcription to be the key 

driver for oscillating mRNA levels. In particular, the transcriptional reporters contained the unc-

54 3’ UTR which is not predicted to be targeted by miRNAs and thus, at least for the tested 

reporters, the main regulation arises from promoter sequences. While we cannot exclude, and in 

fact might even expect that for specific cases post-transcriptional mechanism may influence 

(oscillatory) behavior of mRNA levels (Kim et al., 2013a), we propose the majority of transcript 

oscillations to be regulated by transcription on the promoter sequence. 



Discussion  

Page | 193  
 

3.1.2 The 5’ UTR can modify oscillatory gene expression 

In general, we propose the observed modification of peak phase and amplitude induced by different 

5’UTR sequences to primarily arise from differences in the stability of the resulting transcript as 

illustrated by the fact that we see dramatically reduced expression upon replacing the 5’UTR. 

Using theory, we can deduce an estimate of the stability of the 5’ UTR exchanged transcript by 

taking the peak phase shift as well as the amplitude into account for a mathematical model. If we 

assume that the phase shift primarily arises due to changes in the mRNA stability and that 

production of the mRNA molecule is oscillating, we reach the conclusion that the 5’ UTR 

exchanged mRNA should be less stable than the normal mRNA molecule. To further investigate 

the 5’ UTR effects on the stability and the peak phase of oscillating transcripts, it would be useful 

to test the effect of exchanging the F11E6.3 5’ UTR with a 5’ UTR of another oscillating gene and 

investigate the resulting peak phases, amplitudes and expression levels for the additional 

oscillating reporter with the actin-1 5’ UTR. To identify whether the destabilization is a general 

effect independent of oscillations it will be important to generate a transcriptional reporter for 

actin-1. We can then  compare the gfp transcript levels of this reporter with the gfp levels of 

reporters where we replace the endogenous actin-1 5’ UTR with the 5’ UTR of F11E6.3 and a 

non-oscillating gene. 

3.2 System properties of the C. elegans oscillator 

The RNA sequencing experiments performed here allowed us to characterize the system properties 

of the C. elegans oscillator in detail. In particular, the observed transitions between an arrested and 

an active oscillator state in newly hatched L1 larvae, dauer arrested animals and adults improved 

our understanding of the system. Advanced analysis methods such as the Hilbert transform allowed 

us to quantify the dynamics of amplitude and period during these transitions, two important 

oscillation features that are extensively analyzed in bifurcation theory. In the following, I will 

discuss the insights obtained from this analysis and highlight general properties of the C. elegans 

oscillator. 

3.2.1 The oscillation does not travel as a wave through the hypodermis 

In order to find similarities between the segmentation clock and the C. elegans oscillator, we 

wondered whether oscillations travel as a wave through tissues. Based on the experimental results 
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obtained from the time-lapse imaging experiments (Fig 2.11), we conclude that, at least for the 

investigated hypodermally expressed reporter and given our time resolution, the oscillations 

appear to be coordinated on the tissue level as they arise in a spatially homogenous manner and do 

not to travel as a wave through the tissue. This contrasts with the segmentation clock where 

traveling waves throughout the presomitic mesoderm are observed. Nevertheless, we cannot 

exclude the possibility that oscillation waves with faster dynamics than our sampling frequency of 

10-minute intervals (i.e. time resolution) might exist. Considering that in a syncytium a molecular 

agent could travel fast through the tissue, this might represent a plausible scenario. Nevertheless, 

the biological relevance of such fast dynamics in comparison with a ~7 hour period seems unclear. 

It will be important to understand whether the hypodermal syncytium represents an exception and 

whether other non-syncytial tissues (e.g. intestine, muscle) differ in the behavior of oscillations. 

Consequently, if such a traveling wave existed, this would raise the possibility that the new 

oscillation cycle could be started from a master regulator potentially located at a specific location 

of the worm, i.e. the anterior end. While representing an important question to address the 

molecular regulation of the oscillator in greater detail in the future we did not further investigate 

this possibility, given the fact that all our other assays use either the same or lower sampling 

frequency and our transcriptional reporters were mainly expressed in the hypodermis.   

3.2.2 Tissue-specific characterization of oscillatory gene expression 

Based on the broad peak phase distribution we observed in the RNA sequencing results (Hendriks 

et al., 2014; Meeuse et al., 2019) we wondered how this broad distribution emerged. We imagined 

two different possibilities to explain this observation. First, a complex regulatory network exists 

in individual tissues and cells to regulate oscillating transcripts differently and thus leads to an 

individual peak phase for each gene. Second, each tissue only expresses genes with the same peak 

phase among them. The peak phase distribution would then primarily be the cause of multiple 

tissues expressing oscillating genes and oscillating genes that are expressing in multiple tissues for 

which the shared peak phases differ. Analysis of previously annotated tissue-specific expression 

data revealed that the hypodermis is strongly enriched in oscillating genes with a wide range of 

peak phases (Hendriks et al., 2014; Meeuse et al., 2019) and thus I will focus the discussion on 

this particular tissue.  
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The RNA sequencing data did not provide further insights into tissue-specific regulation of 

oscillatory gene expression as we sampled whole worms where all tissues are combined thus 

potentially leading to misinterpretation of observed peak phases. Considering these drawbacks we 

focused on the imaging data that we have collected. The dpy-9, qua-1 and the F16B4.4 

transcriptional reporters are all specifically expressed in the hypodermis (consistent with Cao et 

al. 2017, not shown) and show distinct peak phases. dpy-9 peaks slightly before the molt, qua-1 

peaks during the molt (Meeuse et al., 2019) and F16B4.4 peaks during the intermolt (section 2.4, 

blmp-1 manuscript), thus we favor the idea of a complex regulatory network within each tissue to 

result in multiple peak phases possible within one tissue. Nonetheless not all oscillating genes are 

tissue-specifically expressed and thus may oscillate in multiple tissues with varying peak phases 

among these tissues. And finally, not all genes expressed in the hypodermis necessarily oscillate 

as we could demonstrate with the tbb-1 promoter-driven gfp reporter. 

The above-mentioned observations favor a complex regulatory network within individual tissues 

and illustrate the necessity of tissue-specific analysis for further investigations in order to 

characterize oscillatory gene expression in detail. Tissue-specific analyses will enable us to 

characterize peak phases of oscillating genes within individual tissues and reveal whether these 

peak phases are shared among tissues or whether they can differ. Additionally, by using tissue-

specific cell cultures we can test whether the oscillations are cell-autonomous, i.e. whether cells 

remain oscillations after dissociation. Furthermore, in the case of a cell-autonomous oscillator, 

being able to perturb the oscillator at the cellular level represents one important approach to 

understand the network of the oscillator(s) in detail. Unfortunately however, so far, experimental 

approaches to establish a C. elegans tissue-specific cell culture have shown limited success.  

In order to at least obtain tissue-specific expression data, our lab is working on establishing a 

single-cell sequencing method with temporal resolution. With the help of tissue specifically 

expressed marker genes we plan to assign each cell to a specific tissue and hence obtain a tissue-

specific data set at a single-cell resolution over time to greatly improve the characterization of the 

oscillator. 

In addition to the single-cell sequencing approach, a realistic approach for the near future is to 

obtain tissue-specific expression of transcriptional gfp-based reporters using the single worm 

imaging. Co-expression of tissue-specific transcriptional markers using a second fluorophore that 
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allows identifying the particular tissue of interest and hence analyzing the GFP intensity intensity 

will be of particular interest. In the future, single worm imaging will hence be a useful tool to 

validate these tissue-specific single-cell sequencing results. As a proof of principle, we could 

already demonstrate that we can successfully measure GFP intensities over time in single cells and 

that measuring GFP intensities in cells leads to a similar result as the analysis per worm from 20 

– 80% (Fig 2.10). 

3.2.3 Transcript oscillations in C. elegans are not necessarily sinusoidal 

To investigate oscillations in single worms to reveal potentially non-sinusoidal oscillations, the 

development of the pseudotiming algorithm specifically designed for single worm sequencing 

experiments was particularly important. Without the pseudo-timing, non-sinusoidal oscillations 

could not have been identified as the true developmental time is not reflected in the sampling time 

due to slight variations in developmental progression among individual worms. This fact would 

lead to a similar distribution as if we would have sampled bulk samples as shown in Fig 2.2A and 

thus smoothen out the true oscillatory signal. Hence, even if non-sinusoidal oscillations were 

present, they would appear rather sinusoidal without pseudo-timing. One important consideration 

in the algorithm, however, is that the pseudo-timing depends heavily on the calculation of the angle 

from the principal components. This analysis only works reliably if the center of the circle (Fig 

2.2C) is localized in proximity to 0. If the circle and its center would be extremely shifted, a 

meaningful calculation of the angle would be impossible. In such cases, the angular speed for all 

samples and clusters would be faster on one side of the circle and slower on the opposite side.  

This would result in increased and decreased progression through the oscillations in general for all 

genes and clusters at the same time of development. In such a case, we would need to correct the 

data by shifting all data points so that the center of the circle is at 0 in order to continue with the 

analysis. Our results, however, clearly indicate that individual genes and clusters show increased 

or decreased progression at independent times of larval development and thus we exclude the 

hypothesis that all non-sinusoidal traces arise from stretching and compressing of the worm 

development. This is particularly obvious in Fig 2.3A(II), where only the ‘blue’ gene shows a fast 

progression through the oscillation while the ‘red’ gene progresses slower. Hence, we conclude 

that the single worm sequencing data shows non-sinusoidal for many genes . We could confirm 

our hypothesis that for certain genes, the non-sinusoidal nature of oscillating genes is only 
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detectable in single worm studies by comparing the gene expression of single worms with bulk 

sequencing data. Using the high temporal resolution in the single worm sequencing dataset, we 

could identify different behaviors of oscillating genes using hierarchical clustering.  

Nevertheless, the analysis would profit from further improvements as the current clustering is 

heavily biased by the peak phase and the amplitude of oscillating genes, e.g. genes with similar 

peak phases are more likely to cluster together. This drawback is inevitable and inherently arising 

from the clustering. In this regard further downstream analysis such as promoter motif analysis, 

tissue specificity analysis or Gene Ontology (GO) term analysis is complicated. In the future, more 

sophisticated clustering strategies, specifically designed for oscillating genes will potentially lead 

to less biased clusters and could reveal even stronger non-sinusoidal oscillations of clusters.  

With our single worm sequencing analysis, we further plan to sequence asynchronous mutant 

strains and retrospectively align the individual samples according to pseudo-time. The pseudo-

timing thus would enable us for the first time to sequence the transcriptome of asynchronous 

mutants and align these samples to generate a synchronous gene expression time series. Obviously, 

the asynchrony cannot be arbitrarily large as otherwise, the cycle annotation would fail if worms 

sampled at individual time points would show an angular distribution of 2𝑝𝑖. In the case of 

moderate asynchrony, however, we could identify genes that peak precociously or delayed in 

comparison to other oscillating genes. Thus in comparison with bulk sequencing of transcription 

factor depleted worm populations, single worm sequencing of mutant animals might represent a 

superior strategy since we can retrospectively reduce moderate asynchrony. The single worm 

sequencing is most probably well suited to investigate mutants where a relatively small subset of 

oscillatory gene expression is unsynchronized from the majority of oscillating genes. In this case, 

the pseudotiming should allow an accurate assignment of the developmental pseudotime since 

many genes are behaviong normally. Mutants that affect all genes have to be investigated carefully. 

While a general increase in period of all oscillating genes should be a suitable case for the 

pseudotiming algorithm presented here, a complete unsynchronized behavior of all oscillating 

genes might not be correctly analyzed by the pseudotiming algorithm and carefull investigations 

of the specific mutant is advised. The algorithm might still result in a circular structure after the 

principal component analysis but the followed pseudotiming of individual samples and the 

resulting oscillations needs to be carefully investigated and compared to bulk sequencing results.  
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3.2.4 Constraining oscillator architecture from its characteristic behavior 

Even though we are still lacking detailed knowledge of the molecular architecture of the oscillator, 

its global behavior allows us to rule out certain network topologies and favor others. The observed 

stable amplitudes despite a change in period length in L4 larvae (Meeuse et al., 2019) represents 

an important feature of so-called rigid oscillators (Abraham et al., 2010) and allows us to constrain 

the wiring of the core oscillator. It has been shown that negative-only feedback systems cannot 

display varying periods with stable amplitudes while the incorporation of interlinked negative and 

positive feedback loops allow for this characteristic behavior (Tsai et al., 2008). Additionally, the 

abrupt appearance of an oscillatory regime as observed in L1 larvae is a collective characteristic 

for negative-positive feedback systems and incompatible with negative-only feedback systems 

(Izhikevich, 2000; Mönke et al., 2017; Strogatz, 2015). The rigidity of oscillator behavior was 

shown to be increased in coupled oscillators and might serve developmental oscillators particularly 

well due to the fact that rigid oscillators likely filter noise (Abraham et al., 2010). Taken together, 

we propose our oscillator behavior to be in agreement with an (amplified) negative-positive 

feedback system such as in Fig 1.5E (Abraham et al., 2010; Mönke et al., 2017) and a rigid 

oscillator.  

3.2.5 State transition behavior is in agreement with a SNIC bifurcation 

Since we were able to constrain possible network topologies underlying the C. elegans oscillator, 

the speculation on the type of bifurcation from non-oscillatory to oscillatory is important as it can 

inspire and improve mathematical descriptions of the oscillator. Designing targeted experiments 

to validate predictions from mathematical models will be crucial in the future to understand the C. 

elegans oscillator in detail. However, it was shown that mathematical models can lead to different 

types of bifurcations, depending on the parameter choices (Conrad et al., 2008) and the same 

bifurcations can arise from different mathematical models (Purcell et al., 2010). Most of the 

negative-positive feedback systems were shown to bifurcate via Hopf bifurcations for many 

parameter choices, while only a certain parameter space leads to SNIC bifurcations. Stable 

amplitudes and increased periods together with sustained stable amplitudes and the possibility to 

arrest the oscillator at a specific phase of the oscillations are features which we observe in the C. 
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elegans oscillator that are compatible with a SNIC bifurcation (Figure 1.7, Meeuse et al., 2019). 

Combined with the fact that we propose the oscillator to be composed of an (amplified) negative-

positive feedback system, this provides a starting point for model choices including limitations in 

the parameter space in future mathematical modeling approaches.  

3.3 Functional relevance of the C. elegans oscillator 

Despite detailed characterization of the C. elegans oscillator, a complete understanding of the 

functional relevance of gene expression oscillations is still missing. In the following, I will discuss 

the plausible developmental functions of the C. elegans oscillator.  

3.3.1 Oscillations are coupled to molting 

The observations of an arrested oscillator in the first 5 hours of L1, an increased period length in 

the longer L4 larval stage and the fact that the top enriched Gene Ontology terms of oscillating 

genes were all linked to molting pointed towards a functional relevance of the oscillations with 

regard to molting. However, the possibility remained that both molting and gene expression 

oscillation could be regulated by independent processed and do not necessarily need to be coupled. 

Revealing a potential functional coupling required simultaneous monitoring of oscillatory gene 

expression and developmental progression. Using single worm imaging we were able to obtain 

such data and the combination with error propagation analysis allowed us to favor the coupling of 

gene expression oscillations with the molts (Meeuse et al., 2019). While the exact coupling 

mechanism still needs to be uncovered, single worm imaging and RNA sequencing results suggest 

BLMP-1 to be potentially involved in this process as we could observe a strong shift in peak 

expression relative to the molts for a small group of genes (section 2.4, blmp-1 manuscript).  

3.3.2 Developmental functions beyond molting 

Beyond a mere coupling of molting with gene expression oscillations, the phase of the arrested 

oscillator corresponds to the phase seen at molt exit. Given the observation that worms can arrest 

development after each molt (Schindler et al., 2014) in response to starvation, we speculate about 

a developmental checkpoint function of the oscillator (Meeuse et al., 2019). Hence, the presence 

of food might act as a trigger to (re-)initiate the oscillator during larval development, which is 

genetically encoded as mutations in the insulin signaling pathway were shown to bypass these 

checkpoints even in the absence of nutritional signals (Schindler et al., 2014). Even though 
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members of the insulin signaling like daf-2 or daf-16 did not reach the thresholds to be classified 

as oscillating in our new classification, visual inspection of their gene expression pattern looks 

rhythmic (Fig S9), further suggesting a connection between oscillatory gene expression and 

nutrition.  

We further speculate the observed transition of the oscillator in early L1 and dauer exit larvae to 

represent a SNIC bifurcation, potentially integrating nutritional signals until oscillations initiate 

(see sections 1.3 and 2.1). Recent data from short-term starvation followed by release into food 

conditions revealed an arrest of development right after the hatch and no delay in subsequent larval 

stage durations when worms were re-fed (not shown). This data fits well with the checkpoint 

hypothesis (Schindler et al., 2014) and reveals that the delay upon release from L1 and dauer 

arrested larvae might be regulated differently from release from transient starvation. Given that 

the transiently starved larvae still arrest development argues for a strong and biologically relevant 

perturbation of development and possibly the oscillator, which we plan to investigate further in an 

RNA sequencing time course using transiently starved and re-fed larvae. 

Finally, the fact that we observed slightly more oscillating genes in the intestine than expected by 

chance might also indicate a potential link between the oscillator and nutrition. Beyond just 

receiving nutritional information as an input, the oscillator might additionally serve to prepare for 

the short–term starvation that is induced by lethargus.  

3.4 Characterization of the putative coupling agent BLMP-1 

As demonstrated in section 2.4 (blmp-1 manuscript), BLMP-1 leads to unsynchronized oscillation 

of a small group of genes with respect to other oscillating genes and to development (i.e. the molts). 

Thus we propose BLMP-1 as a putative coupling agent between either multiple oscillators or their 

outputs.  

In both cases, BLMP-1 requires a connection from and to either both oscillators that it synchronizes 

(Fig 3.1A). Alternatively, BLMP-1 could also be connected to only one core oscillator and 

synchronize it with the output of another core oscillator (Fig 3.1B). Depending on the requirements 

(see section 1.5), the connections to and from BLMP-1 can represent either double-positive or 

double-negative regulation of BLMP-1 with the oscillators to be synchronized. In this scenario we 
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would favor a double-negative regulation as it increases the robustness of amplitudes of coupled 

oscillators with short time delays.  

 

Fig 3.1: BLMP-1 as a coupling factor 

We propose BLMP-1 to couple oscillations and thus synchronize their generated rhythmic output. Since 

we could detect precocious expression of oscillating genes in blmp-1 loss-of-function conditions, we 

favor a repressive interaction from BLMP-1 towards its targets (“Osc” = oscillator). (Figure created with 

BioRender.com) 

A, Model of BLMP-1 directly coupling two oscillators and thus synchronizing their output gene 

expression. 

B, Alternative model in which BLMP-1 interacts only with one oscillator and synchronizes it with the 

output of a small subgroup of output genes of another oscillator. 

 

BLMP-1 was previously suggested to be a heterochronic gene involved in the regulation of 

timing the seam cell divisions and the distal tip cell turn (Horn et al., 2014; Huang et al., 2014). 

Hence, BLMP-1 might, beyond synchronizing distinct rhythmic events, also be involved in 

synchronizing oscillatory gene expression with the linear, heterochronic pathway. The 

mechanism of this hypothetical synchronization remains to be elucidated, however. 

3.4.1 BLMP-1 and DRE-1 are involved in a complex pathway and regulate molting 

BLMP-1 and DRE-1 have been shown previously to interact. The E3 ubiquitin ligase DRE-1 

targets BLMP-1 for degradation and since both blmp-1 and dre-1 are oscillating, we were 

wondering whether this regulation influences the regulation of rhythmic development. We have 

addressed this question using luciferase assays using blmp-1 and dre-1 single and double mutants 

and additionally used conditional depletion of either BLMP-1, DRE-1 or both using the auxin 

degradation system. Remarkably and in line with previous reports, reduced BLMP-1 and DRE-1 
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levels resulted in an intermediate phenotype and thus rescued the lethality phenotype in worms 

with depleted DRE-1 using auxin. One hypothesis to explain this result is that too low (BLMP-1 

depletion) or too high BLMP-1 levels (DRE-1 depletion) have tremendous effects on molting due 

to the resulting unsynchronized oscillatory gene expression. In the case of combined BLMP-1 and 

DRE-1 depletion, both proteins might be expressed at low levels with the timing of their peak 

expression still resembling the wild-type situation and thus this might lead to an intermediate 

phenotype. An important aspect in the interpretation of these results is that we could not measure 

the exact extent of downregulation of these proteins. Thus, we do not know whether  both proteins 

are degraded to similar amounts or whether one of the two proteins is degraded more efficiently. 

The strong phenotype observed in the DRE-1 depleted animals suggests a functionally relevant 

degree of degradation, however.  

Additionally, in the mutant strains the observed blmp-1; dre-1 double mutant phenotype does not 

fully resemble the blmp-1 mutant phenotype which argues for additional pathways that are 

regulated by DRE-1. Otherwise, if BLMP-1 would be the sole DRE-1 target, we would expect to 

see the same phenotype in blmp-1 single and blmp-1; dre-1 double mutants. Since the dre-1(dh99) 

mutation is only a hypomorph, we have to be careful in interpreting these results and suggest to 

use the auxin degradation system for future studies due to the possibility of adjusting the level of 

degradation, depending on the supplied amount of auxin.  

While these results are only the beginning of revealing the mechanism of this regulation, we 

wondered whether BLMP-1 and DRE-1 might represent an amplified negative feedback loop. The 

following additional, yet hypothetical, regulations would complete this feedback loop: i) Positive 

transcriptional regulation of dre-1 by BLMP-1, ii) Positive autoregulation of BLMP-1. Thus with 

the previously suggested negative regulation of BLMP-1 protein by DRE-1 through targeting for 

degradation, these combined features would represent an amplified negative feedback loop that 

can lead to oscillations. However, the fact that BLMP-1 was not reported to bind to the dre-1 

promoter (Huang et al., 2014; Niu et al., 2011) argues against our hypothesis and asks for a more 

complex regulation. However, the absent binding of BLMP-1 to the dre-1 promoters was drawn 

from ChIP seq results using GFP tagged BLMP-1, which might not reveal weak binding or contain 

false positives, false negatives or indirect regulation through an intermediate factor. The regulation 

of blmp-1 to generate the amplification in the negative feedback might also be more complex than 
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just positive autoregulation as we do not observe changed blmp-1 levels in the aid::blmp-1 time 

course which would be an expected result for positive autoregulation. Finally, BLMP-1 is 

redundantly regulated by DRE-1, LIN-29 and DAF-12 as suggested by (Huang et al., 2014), 

further increasing the complexity of the BLMP-1’s regulation. Together with our own observation 

that DRE-1 might regulate parallel pathways, we propose that the regulation revolving around 

BLMP-1 and DRE-1 might be more complex than just an isolated amplified negative feedback 

loop and further studies are needed to reveal this complex regulatory network. 
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4 Outlook 
 

4.1 Elaborating on the molecular architecture  

Despite our investigations on the transcriptional regulation of the C. elegans oscillator, a clear 

understanding of the molecular architecture of the oscillator remains obscure. It seems likely that 

a developmental oscillator might have evolved backup mechanisms in order to be more robust 

against mutation events. Hence, if redundancy in the regulation of oscillations exists, approaches 

such as the luciferase RNAi screen on transcription factors might not have identified the complete 

spectrum of candidate transcription factors. Assuming that transcription factors act in concert or 

redundantly at the core of the oscillator and that a compromised core oscillator leads to larval 

lethality or arrest, we might examine interesting transcription factors in a synthetic lethality screen. 

A synthetic RNAi screen with all oscillating transcription factors is beyond feasibility at the 

moment, however, testing synthetic lethality or increased phenotypes for transcription factors that 

are potential core oscillator components (as identified in a previous screen, Meeuse et al., in 

preparation) with all other oscillating transcription factors remains a possible strategy. This 

strategy, however, assumes that the oscillator is regulated mainly by rhythmic mRNA abundance 

of transcription factors and cannot reveal post-translational regulations such as protein degradation 

or post-translational modifications of regulatory proteins that might be important for the oscillator. 

Induced random mutagenesis experiments might reveal such regulation by modifying the amino 

acid sequence of these proteins that are relevant for post-translational regulation. However, the 

identification of potentially interesting mutants from random mutagenesis may be difficult as their 

phenotypes might be mild and thus, identification probably requires monitoring of the 

developmental progression. On the other hand, mutants with strong developmental phenotypes 

such as larval arrest could be easily identified. In both cases, mild and strong phenotypes, where 

and how these genes act in the oscillator architecture requires detailed follow-up analyses. 

4.2 Is BLMP-1 rhythmically active? 

The timed depletion of BLMP-1 in the luciferase assay resulted in an increase of molt duration 

depending on the time of BLMP-1 degradation (section 2.4, blmp-1 manuscript). While this result 

further implies BLMP-1 as a regulator of molts durations, it does not necessarily prove a rhythmic 
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function of BLMP-1 per se. Earlier downregulation potentially leads to lower levels of BLMP-1 

at the time when it is needed and thus results in a longer molt duration. To clearly show a rhythmic 

function of BLMP-1, an elegant experiment would encompass providing sufficient amounts of 

BLMP-1 in a defined narrow window in a blmp-1 null background and achieve a rescue of the 

mutant phenotypes.  

4.3 Is BLMP-1 a coupling factor and do multiple oscillators exist? 

In order to validate our observation that loss of blmp-1 uncouples groups of oscillating genes, we 

plan to repeat the blmp-1 mutant RNA sequencing time course followed by statistical analysis on 

fold changes. Hence we will be able to confidently state that the observed differences and the 

uncoupling can be reproduced. Furthermore, the uncoupling of gene expression and development 

as we see it in the single worm imaging for F16B4.4 should be confirmed with an additional 

transcriptional reporter of similarly behaving transcript as F16B4.4 in blmp-1 RNAi condition. 

Upon validation of gene expression uncoupling to development we can further investigate relevant 

promoter sequences that are involved in the coupling / uncoupling. Promoter dissections of  

reporters followed by single worm imaging of their expression will reveal whether a particular 

promoter sequence abolishes the coupling without affecting (oscillatory) gene expression in 

general. We might however also face the caveat that coupling and gene expression are regulated 

within the same 500bp sequence and are aware of the fact that we might not immediately reveal 

the sequence that is responsible for the coupling alone. 

Further validation of our hypothesis that multiple coupled oscillators might exist would benefit 

from additional investigations. Our initial attempts to investigate gene expression changes in the 

blmp-1 mutant probably suffered from extreme effects arising from the asynchrony of the worm 

population while in the aid::blmp-1 time course we probably did not degrade BLMP-1 sufficiently 

to reveal all targets. We propose to apply single worm sequencing to solve these issues by 

sequencing blmp-1 (and additional) mutants in a time-course experiment. If only a subgroup of 

gene expression oscillations is affected in the blmp-1 mutant we can still apply pseudotiming to 

order mutant worms according to developmental time. Hence we hope to acquire a synchronized 

time course by pseudotiming individual blmp-1 mutants (similar to single worm imaging), 

allowing us to observe misregulated oscillating genes relative to genes that are not under the 

control of BLMP-1. If all oscillating genes are uncoupled with to slightly different extents as the 
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blmp-1 mutant time course suggests we might profit from additional single worm imaging results 

where we image two transcriptional reporters with different fluorophores in parallel, one for a 

severely uncoupled gene and the other for a coupled gene.  

Furthermore, we hope to eventually achieve an accurate shifting of blmp-1 peak expression, as for 

example by optogenetics (Krueger et al., 2019). Such a system is under development in our lab 

and would ideally allow us to temporally control blmp-1 mRNA levels with fast responses and 

therefore, in combination with RNA sequencing we hope to further unravel gene expression 

changes induced by BLMP-1.  

The epistatic behavior of DRE-1 with BLMP-1 might inspire further experimental approaches to 

obtain insights into how BLMP-1 and DRE-1 are integrated in the architecture of the oscillator. 

Under the assumption that the lethality of DRE-1-depleted larvae mainly arises from elevated 

BLMP-1 protein levels, RNA sequencing of these animals in a time course will reveal the resulting 

transcriptional changes. Comparing these results with the blmp-1(tm548) mutant time course, we 

expect to observe delayed peak expression of the BLMP-1 targets, as opposed to the precocious 

expression detected in blmp-1(tm548) mutant animals.  

Finally, the coupled oscillators also need to be synchronized with the linear development which is 

regulated by the heterochronic pathway. The exact mechanism of how BLMP-1 is involved in the 

coupling between linear and rhythmic development and what other factors might contribute to 

such a coupling remains to be determined but previous studies indicated that BLMP-1 regulates 

LIN-29, a factor regulating the larval to adult transition (Horn et al., 2014). 

4.4 Oscillator initiation from checkpoints 

The observations that the oscillator arrests at a specific oscillator phase that corresponds to the 

phase at molt exit (ecdysis) and that worms can arrest development after the molts (Schindler et 

al., 2014) is indicative of the presence of a checkpoint function which might connected to nutrient 

input or sensing. It was shown that short-term feeding for roughly 30 – 60 minutes after the molt 

can overcome or prevent an arrest (Schindler et al., 2014). Therefore the question arises whether 

the oscillator can be initialized through a short pulse of feeding to complete another cycle, hence 

acting similar to a forced oscillator. While we can only speculate about such a scenario so far, it 

poses interesting questions to be addressed. For example, is the initiation mechanism to start the 
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oscillator shared between L1 / dauer arrested worms and L2, L3, L4 arrested animals, or are there 

distinct mechanisms at work?  

A first entry point to address this question is to investigate the release of L1 arrested worms in 

further detail, potentially by feeding L1 arrested worms for increasing durations until we can 

induce the oscillator to progress to L2. Hence we can speculate to see the initiation of the oscillator 

only after 5 hours of feeding, the time when worms are able to pass the first checkpoint. Further 

investigations into the initiation of the oscillator in L1 might involve a screen for either delayed or 

precocious initiation of the oscillator to find factors involved in the initiation process. The results 

of such a screen need to be interpreted with caution however, as it might contain false positive hits 

arising from additional factors involved in general growth pathways.  

Since the checkpoint decision was proposed to be genetically encoded (Schindler et al., 2014), 

targeted mutations in the insulin signaling pathway components combined with RNA sequencing 

might provide insights into the nutrient-dependent checkpoint decision and its connection to the 

oscillator. 

In general, investigations into the response of the oscillator in regard to starvation will further 

reveal characteristic behavior indicative of the underlying regulation. As an entry point to address 

this point, observations of the oscillator behavior during the arrest and the release from the 

checkpoint followed by a comparison to the gene expression that we see in in adults and the L1 

and dauer release will be informative.  
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5 Materials and Methods 
 

5.1 5’ UTR exchange 

Cloning 

The annotated 5’ UTR from Wormbase for the F11E6.3 promoter 

(http://www.wormbase.org/db/get?name=F11E6.3.2#06--10;class=transcript) with the sequence  

5’acaaacataaattcttctgcaaattcatttcttcttctttacagttttcttagtccttgcatttcttctcttcgttacaatcatatcagagctttatattttt

aggtaacc 3’ was replaced with the long actin-1 (act-1) 5’ UTR with the sequence  

5’tttaatttttcaggtacattaaaaactaatcaaa 3’ as annotated by Wormbase using the transcript T04C12.6.10 

(http://www.wormbase.org/db/get?name= T04C12.6.10#06--10;class=transcript). The F11E6.3 

promoter lacking its endogenous 5’ UTR as well as the act-1 5’ UTR were amplified by PCR and 

cloned into pYPH0.14 by Gibson cloning. This construct was named “pYPH5_exUTR1” and 

injected into ChrII MosSCI worms to obtain HW2520. 

Calculation of gfp mean expression percentage 

We calculated the fold difference in log2 between gfp and F11E6.3 by subtracting the mean Ct 

value of F11E6.3 from the Ct value of gfp. Since low Ct values represent high expression, we 

multiplied by -1. (I) 

𝐹𝐶 = −1 ∗ 𝑚𝑒𝑎𝑛(𝐶𝑡𝑔𝑓𝑝) − 𝑚𝑒𝑎𝑛(𝐶𝑡𝐹11𝐸6.3).       I 

Since the fold change is in log2, we obtain the percentage of expression of gfp relative to F11E6.3 

by calculating 2 to the power of the fold change (II) 

𝑟𝑒𝑙𝑒𝑥𝑝𝑟 =  2𝐹𝐶 .          II 
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5.2 Confocal imaging of transcriptional reporters 

Imaging:  

Worms were placed on a glass slide with 3ul levamisole (10mM) and covered with a coverslip in 

order to image them using a confocal microscope (Axio Imager Z2 + LSM 700 scanning head) 

with a 40x oil objective. In order to obtain consistent results, the region around the vulva was 

imaged using a z-stack to cover the layer of hypodermal cells. Before image acquisition, laser 

power was measured and adjusted to around 190uW with a power meter (THORLABS, PM100D) 

connected to a Microscope Slide Photodiode Power Sensor (THORLABS, S170C) and 

additionally controlled with an argolight slide (Argo-HM slide, ARGOLIGHT, a Precision 

Company) to ensure that we obtain similar fluorescence values across measurements. Laser power 

was usually set between 5.5 and 6%. In addition to the fluorescent images, a brightfield image was 

recorded, showing the vulva of the respective worms that was later used for retrospective staging. 

Data analysis 

To quantify GFP intensities in each nucleus per worm, a customized KNIME (KNIME Analytics 

Platform 3.3.0) workflow was used 

(see:https://nodepit.com/workflow/com.nodepit.space%2Fyannickhauser%2Fpublic%2Fhausyan

n3_Pdaf-6_WT_BG.knwf) in which all the worms were manually classified in 10 L4 larval sub-

stages based on vulva morphology, followed by a 3D segmentation and GFP intensity 

measurement of the individual nuclei. To do so, the GFP images were first background subtracted 

using the node “ImageJ Macro” (run("Subtract Background...", "rolling=50 stack");), followed 

by a “Gaussian Convolution” (sigma = 2).  The cells were first segmented in 2D using Otsu 

thresholding with the “Global Thresholder” node followed by a “Connected Component Analysis” 

(Connection Type = “FOUR-CONNECTED”). Cell clumps were then separated using the 

“Waehlby Cell Clump Splitter” and a 3D segmentation was performed by first eroding the current 

segmentations using “Morphological Image Operations” (Connection Type = FOUR-

CONNECTED) followed by connecting the segments in 3D using the “Connected Component 

Analysis” node in three dimension and a “Voronoi Segmentation” using the segments as seeds. In 

order to remove undesired segments due to auto fluorescence, these segments were removed 

manually by highlighting the auto fluorescent objects and removing them from the analysis using 

the “Interactive Segmentation View”. Finally, the remaining 3-dimensional segmented cells were 

https://nodepit.com/workflow/com.nodepit.space%2Fyannickhauser%2Fpublic%2Fhausyann3_Pdaf-6_WT_BG.knwf
https://nodepit.com/workflow/com.nodepit.space%2Fyannickhauser%2Fpublic%2Fhausyann3_Pdaf-6_WT_BG.knwf
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analyzed using the “Feature Calculator (BETA)” node to calculate the mean intensity of each cell. 

The software R (R version 3.6.1 (2019-07-05)) was used to analyze and plot the cell intensities 

using the packages dplyr (dplyr_0.8.3) and ggplot2 (ggplot2_3.2.0). 

Auxin treatment: 

Liquid cultures were prepared according to the aid::blmp-1 RNA sequencing experiment.  

Cosine fitting: 

Cosine fitting was performed on the mean normalized GFP intensities and as described in (Meeuse 

et al., 2019). 

5.3 aid::blmp-1 time course 

Liquid growth and sampling:  

Synchronized L1 by bleaching and overnight M9 (42 mM Na2HPO4, 22 mM KH2PO4, 86 mM 

NaCl, 1 mM MgSO4) incubation were added to 300ml S-Medium with OP50 at OD600 = 3.5 to a 

concentration of 1worm/ul medium. The culture was incubated at 20°C on a platform shaker at 

240 rpm. Worms were grown for 20 hours before auxin was added to a final concentration of 250 

µM and 3.9µM followed by sampling. For the mock condition, vector (ethanol) was added to a 

final concentration of 0.25%. From 20.5 – 49.5 hours of development, following procedure was 

repeated for every condition in 30min intervals: Worms were harvested by pipetting 400-500ul of 

medium into 15ml falcon tubes and centrifuged at 500g for 1 minute, followed by three washes in 

M9. After removal of supernatant, 200ul of Norgen lysis buffer (Single Cell RNA Purification Kit, 

Cat. 51800) were added and 100ul were transferred each into two different 1.5ml Eppendorf tube 

(one for experiment, one for backup). Both tubes were snap frozen in liquid nitrogen and stored at 

-80°C for further processing. 

RNA isolation:  

Before RNA isolation, 5 cycles of freeze-thaw were performed. Then ethanol was added and RNA 

was isolated using the Norgen RNA isolation kit (Single Cell RNA Purification Kit, Cat. 51800, 

starting from step 2). DNase treatment was performed on columns (according to Norgen kit 

protocols) and RNA was eluted in 12ul RNase free water. RNA quality was assessed with an 
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Agilent Bioanalyzer prior to library preparation using the TruSeq Illumina mRNA-seq (stranded 

– high input) protocol, followed by the Hiseq50 Cycle Single-end reads protocol on HiSeq2500.  

Processing of RNA seq data for the aid::blmp-1 time course: 

The RNA-seq samples were mapped to the C.elegans genome (ce10) using the R package QuasR 

(www.bioconductor.org/packages/2.12/bioc/html/QuasR.html) with the spliced alignment 

algorithm SpliceMap (Au et al., 2010) as following:  

"proj <- qAlign("samples.txt","BSgenome.Celegans.UCSC.ce10",splicedAlignment=TRUE)". 

The expression count table was created with qCount(proj,exons,orientation="opposite"). For gene 

quantification, gene annotation from WormBase was used (WS220). To normalize for sequencing 

depth, each sample was divided by the total number of reads and multiplied by 1/4th of the average 

library size. This reduction by 1/4 was done to account for over-amplification observed in the data. 

The data was produced in two batches, the first one containing time points 20h-35.5h and the 

second one containing time points 34h-49.5h. The time points 34h, 34.5h, 35h and 35.5h were 

profiled in both batches and were used to fuse the two datasets into a single one. To do so, we first 

calculated the average log2 expression level of those common timepoints in the three conditions 

as well as for the two batches separately. Comparing the results from the two batches (from 

common timepoints) allowed us to calculate gene specific fold-changes, representing the 

differences between the batches caused by technical biases. We then corrected the original 

expression levels by adding half or the correction amount on the first batch and the other half on 

the second batch. This resulted in a configuration where the average expression level for each gene 

of the common timepoints in the first batch was identical to average expression level for each gene 

in the second batch. This correction was performed for the three conditions separately. This 

resulted in a batch-corrected expression count table that was further log2 transformed after the 

addition of a pseudocount of 8 in order to minimize large changes in expression caused by low 

count numbers. 

Validation of the aid::blmp-1 sequencing TC by RT-qPCR  

Liquid growth, sampling and RNA isolation were performed in the same way as the aid::blmp-1 

sequencing time course samples with the exception that only time points 30h – 41h were sampled. 

RNA was diluted to the same concentration and equal amounts were used for cDNA synthesis as 
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described in the section 2.4 (blmp-1 manuscript). We obtained mean normalized –dCT values as 

described in the section 2.4 (blmp-1 manuscript). 

 

Transgenic aid::blmp-1 strain generation by CRISPR 

As described in the section 2.4 (blmp-1 manuscript). 

 

5.4 Single worm sequencing 
 

Synchronized worms by egg prep were grown at 25°C on OP50 containing 2% NGM plates with 

3,000 worms per plate. Samples were then hourly taken from 16 – 31 hours after plating by 

washing off three plates followed by three washing steps with M9 in a 15ml falcon tube. After 

washing, worms were sorted into fully skirted 96-well plates using the COPAS FP worm sorter 

(Union Biometrica). Each well contained 5µl of lysis buffer which consisted of 4.75µl RLT plus 

buffer (Qiagen, Cat No./ID: 1053393) and 0.25µl Superase-In (ThermoFisher Scientific, Cat. No. 

AM2694). The plates were quickly checked for successful sorting by microscopy, sealed with a 

PCR film (558/MJ) and then immediately transferred to -80°C. After sampling, the worms were 

lysed completely by freeze-thaw cycles, switching plates 5 times from a metallic rack on dry ice 

to a PCR block at 42°C and back. It usually took 15 seconds for the liquid to thaw. Plates were 

then stored at -80°C before further processing. Before proceeding with mRNA capture, the plate 

to be processed was incubated at 72°C for 3 minutes to further increase lysis efficiency.  

RNA isolation and amplification 

Adapted from Macaulay et al., 2015. The mRNA was captured using prepared Oligo-dT beads, 

washed 2X and prepared for reverse transcription using the BRAVO NGS workstation (Agilent). 

After adding RT buffer by the BRAVO robot, reverse transcription was performed on two PCR 

cyclers using 42°C for 60min, followed by 50°C for 10min and 70°C for 15min. Following reverse 

transcription, the PCR pre-amplification was performed by adding the PCR preamp mix to the 

wells using the BRAVO robot followed by purification of the pre-amplified reaction. In order to 
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reduce rRNA amplification and contamination, we used LNA modified oligos (“blocking oligos”) 

in the PCR pre-amplification mix.   

For a detailed protocol, please refer to the Appendix.  

RNA sequencing 

Libraries were prepared using the “Single worm mRNA-seq” library protocol followed by the 

Hiseq50 Cycle Single-end reads protocol on HiSeq2500. 

Processing of RNA seq data 

Adapters were trimmed using cutadapt (version 2.3), with an error-rate of 0.1, minimum-length of 

15 and and overlap of 3. RNA-seq data were mapped to the C. elegans ce10 genome using STAR 

(version 2.7.0f) using the parameter “twopassMode Basic”, followed by counting the reads using 

HTSeq (version 0.11.2) with the following settings: “--format bam; --stranded no; --type exon; --

idattr gene_id; --mode union; --nonunique none; --secondary-alignments ignore; --supplementary-

alignments ignore”. 

Only samples with at least 1 million reads were taken into account for further processing, resulting 

in 760 good quality single worm samples out of 1,317 sequenced samples (~60%). Counts were 

normalized to library size, log2-transformed expression values of oscillating genes (as in Meeuse 

et al., 2019) were selected (n=3,739) and time points were combined using pandas (version 0.25.1). 

The expression values were standardized using the StandardScaler from scikit-learn (version 

0.21.3) and principal component analysis was performed using the PCA algorithm from scikit-

learn. The angle of each worm was then calculated using “PCs = complex(PC1, -PC2)” followed 

by “angle = numpy.angle(PCs)” using numpy (version 1.17.4). The identification of the individual 

cycles was performed using the clustering algorithm DBScan (Ester et al., 1996; Schubert et al., 

2017) from scikit-learn which clusters based on the density of datapoints with the command 

“clustering = sklearn.cluster.DBSCAN(eps=0.3, min_samples=10).fit(angular_data)”. 

Datapoints that could not confidently be assigned to one cycle were excluded from the downstream 

analysis. Sorting of datapoints within cycles was performed using pandas’ 

DataFrame.sort_values(). In order to stack the individual cycles on top of each other, we added 

2 ∗ 𝜋 ∗ 𝑐𝑦𝑐𝑙𝑒_𝑛𝑢𝑚𝑏𝑒𝑟 to each datapoint. Since our cycle numbers range from 0 to 3, this did not 

change the angle of the earliest samples. After pseudotiming, the angular information was merged 
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with the gene expression data and plotted. For the binned data plots, we used scipy’s 

binned_statistic (version  1.3.1). 

The code used for sample processing and for pseudotiming single worm sequencing data can be 

accessed on Github: 

https://github.com/fmi-

basel/ggrosshans_single_worm_time_series/tree/SWS_script_from_yannick/process_single_wo

rm_RNAseq 

5.5 Cell-based single worm imaging analysis 
 

The cell-based intensity measurement was performed in KNIME using the workflow “Worm 

images_cell_Quantif_final.knwf”  

(see:https://nodepit.com/workflow/com.nodepit.space%2Fyannickhauser%2Fpublic%2FWorm%

20images_cell_Quantif_final.knwf). GFP images from the single worm imaging experiment were 

loaded and background subtracted using the imageJ Macro node with the setting “run("Subtract 

Background...", "rolling=50 stack");” followed by a “Gaussian convolution” (sigma = 1) in x and 

y dimensions. GFP images were then thresholded using a manual threshold of 40. The resulting 

segmented objects were filtered based on segment area using an allowed segment area between 0 

– 40,000 to remove larger objects that are not cells. We then performed a “Connected Component 

Analysis” to label segments followed by the “Waehlby Cell Clump Splitter” to separate individual 

cells touching each other (with parameters: “distance merge threshold = 2, size merge threshold 

= 50”) in x and y dimension. Following the segment labelling in 2D, we performed the 

“Morphological Image Operations” to erode the segments using the two-dimensional structuring 

element “sphere” (radius = 1.0).  After erosion of the segment, we connected the segments in 3D 

using the “Connected Component Analysis” node over x, y and z and filtered segments based on 

size ranging from 30 – 5,000 which removed rare cases of potentially remaining big cell clusters. 

The resulting small round segments were used as seeds for a “Voronoi Segmentation” further 

improving the segmentation. Based on this segmentation, we calculated the mean intensity and 

standard deviation of each segmented cell in 3D using the “Feature Calculation (BETA)” node. 

The GFP mean intensities and standard deviations were plotted in python using the packages 

matplotlib (matplotlib==3.1.1), pandas (pandas==0.25.1) and seaborn (seaborn==0.9.0). To 

https://github.com/fmi-basel/ggrosshans_single_worm_time_series/tree/SWS_script_from_yannick/process_single_worm_RNAseq
https://github.com/fmi-basel/ggrosshans_single_worm_time_series/tree/SWS_script_from_yannick/process_single_worm_RNAseq
https://github.com/fmi-basel/ggrosshans_single_worm_time_series/tree/SWS_script_from_yannick/process_single_worm_RNAseq
https://nodepit.com/workflow/com.nodepit.space%2Fyannickhauser%2Fpublic%2FWorm%20images_cell_Quantif_final.knwf
https://nodepit.com/workflow/com.nodepit.space%2Fyannickhauser%2Fpublic%2FWorm%20images_cell_Quantif_final.knwf


Materials and Methods  

Page | 215  
 

indicate the times of molts and calculate the phase at molt entry and exit, we used the same analysis 

as described in Meeuse et al., 2019. The calculation of significant differences between the cell-

based and worm-based phases at molte exit and entry was performed using Welch two-sample t-

test using “scipy.stats.ttest_ind(cell-based_data, worm-based_data, equal_var = False)” from the 

scipy package (scipy==1.3.1). 

 

5.6 Segmentation of worms using a convolutional neural network 
 

The segmentation of worms in SWI chambers was obtained using a convolutional network (CNN). 

We manually curated the previously existing segmentation resulting from Ilastik for 268 SWI 

images obtained from two SWI datasets (159 from SWI on HW2524, 20180601 and 119 from SWI 

on HW2526, 20190719). 41 of these images were randomly sampled for the validation set. During 

training, the images were augmented using random noise and flips in order to increase robustness 

of the CNN against potential image quality fluctuations in future datasets. The images were 

preprocessed using a minimum projection over the image stack consisting of 23 images per time 

point and worm, resulting in a single 2D image per time point for each worm and generating the 

input for the CNN training. We decided to use a UNet-like CNN (Ronneberger et al., 2015) 

architecture with residual connections and trained it using the binary cross entropy loss with Adam 

(Kingma and Ba, 2015) as optimizer. The CNN’s output was generated using a sigmoid activation 

function resulting in a probability map for foreground which in our case represented the worm. 

These probability maps ranging from 0 – 255 for each pixel were then thresholded at value 20 to 

obtain binary segmentation maps used as masks in the KNIME workflow to analyze GFP 

intensities in the segmented worms from the GFP images. The CNN was developed in Python and 

can be accessed from Github (https://github.com/fmi-basel/faim-worm-segmentation). 

5.7 Segment analysis of single worm imaging data 
 

As described in Meeuse et al., 2019 with the exception that the GFP intensities were analyzed in 

sections from anterior to posterior, which can be adjusted in the node 270 “Table Creator” in the 

KNIME workflow  

https://github.com/fmi-basel/faim-worm-segmentation
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(see:https://nodepit.com/workflow/com.nodepit.space%2Fyannickhauser%2Fpublic%2FWorm%

20images_final_with%20workaround.knwf).  

5.8 CRISPR tagging of dre-1 with aid:3xFLAG  
 

Tagging of dre-1 with the auxin inducible degron (aid) and 3xFLAG was performed using the 

same dpy-10(cn64) co-conversion CRISPR/Cas9 strategy as used for the aid::blmp-1 strain (see 

section 2.4, blmp-1 manuscript, Arribere et al. 2014). Two sgRNAs with the sequences  

5’ ACGCCGATCTCAACGGAAAC 3’  (sgRNA1, YK12_YK13) and 

5’ GAATGATATATTTGTGGAGA 3’ (sgRNA2, YK3_YK4) 

were used to cleave genomic DNA around the dre-1 stop codon, followed by rescue with the 

gBlock sequence from IDT 

5’tgagaagaactttttgttgctccgctgttcggatttcgctacaaaaattaaaattgtaaattcaaattcaaagtttctagtacaaagcgactcca

aaaaaagagaaaaatcgtttattattttcttttttttcaataaaaataatttcagattcttctgcgactgtggtgctggaactctcgaacggcactgtc

acctgcaaaatgtgccacgtgacaacgacactgtctatgactcagcgacgccgatctcaacggaaacaggcaccgaaattatgcctaaaga

tccagccaaacctccggccaaggcacaagttgtgggatggccaccggtgagatcataccggaagaacgtgatggtttcctgccaaaaatc

aagcggtggcccggaggcggcggcgttcgtgaaggactacaaagaccatgacggtgattataaagatcatgacatcgattacaaggatga

cgatgacaagtaaggacgaaaaacttttcagcttctccacaaatatatcattcacttcttctctcatgttcgtgttttgtattcattatcacatcacac

tacccatttcgcagtctttcataccgatttgagatctctttctcttttcctcccaattattttcttcgaacttttttggtgtaatttaacactctagctttttttt

tcgttcacgtttttccgcattgcttatcacttttatctttcaacctttttaaagtgcaaacttttctgtgatatagttga 3’ 

to insert the aid::3xFLAG tag 5’ of the dre-1 stop codon (aid: blue, 3xFLAG, yellow, stop codon: 

red, overlap to genomic locus: black).  

The injection was performed in wild-type animals which were injected with 20 ng/μL gBlock, 

100 ng/μL sgRNA plasmid, 20 ng/μL AF-ZF-827 (Arribere et al., 2014), 50 ng/μL pIK155 

(Katic et al., 2015) and 100 ng/μL pIK208 (Katic et al., 2015). 

 

 

 

 

https://nodepit.com/workflow/com.nodepit.space%2Fyannickhauser%2Fpublic%2FWorm%20images_final_with%20workaround.knwf
https://nodepit.com/workflow/com.nodepit.space%2Fyannickhauser%2Fpublic%2FWorm%20images_final_with%20workaround.knwf
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5.9 Worm strains used in this thesis 
 

Genotype 
HW 

number 

xeSi114[tbb-1p::GFP(PEST)-H2B::unc-54 3'UTR, unc-119 (+)] II; 1190 

EG6699,xeSi131[F58H1.2p::GFP::H2B::Pest::unc-54 3', unc-119+] II 1360 

EG6699,xeSi132[R12E2.7p::GFP::H2B::Pest::unc-54 3', unc-119+] II 1361 

EG6699, xeSi136[F11E6.3p::GFP-H2B-Pest::unc-54 3’UTR; unc-119 +] II 1370 

EG6699, xeSi137[F33D4.6p::GFP-H2B-Pest::unc-54 3’UTR; unc-119 +] II 1371 

EG6699, xeSi138[C05C10.3p::GFP-H2B-Pest::unc-54 3’UTR; unc-119 +] II 1372 

EG6699, xeSi159[daf-6p::GFP::H2B::Pest::unc-54 3’UTR; unc-119 +] II 1429 

EG6699, xeSi160[daf-6Δ4p::GFP::H2B::Pest::unc-54 3’UTR; unc-119 +] II 1431 

EG6699, xeSi165[daf-6 1xcons:: Δpes-1p0::GFP::H2B::Pest::unc-54 3’UTR; unc-119 +] II 1436 

EG6699, xeSi166[Δpes-10p::GFP::H2B::Pest::unc-54 3’UTR;unc-119 +] II 1437 

EG8079, xeSi296[eft-3p::luc::gfp::unc-54 3'UTR] II 1939 

EG8082,xeSi311 [eft-3p::luc::gfp::unc-54 3'UTR, unc-119(+)] V 1992 

xe80 blmp-1(aid::blmp-1) I; EG8079, xeSi296 [eft-3p::luc::gfp::unc-54 3'UTR, unc-119(+)] II; 

EG8080, xeSi376 [eft-3p::TIR1::mRuby::unc-54 3’UTR, cb-unc-119(+)] III 
2120 

EG6699, xeSi160[daf-6Δ4p::GFP::H2B::Pest::unc-54 3’UTR; unc-119 +] II ; blmp-1(tm548) I 2510 

EG6699, xeSi433[col-10p::blmp-1::gfp::blmp-1 3’UTR; unc-119 +] II 2511 

EG6699, xeSi433[col-10p::blmp-1::gfp::blmp-1 3’UTR; unc-119 +] II ; EG8082, xeSi311[eft-

3p::Luciferase::gfp::unc-54 3’UTR; unc-119 +] V 
2514 

EG6699, xeSi296[eft-3p::Luciferase::gfp::unc-54 3’UTR; unc-119 +] II ; blmp-1(tm548) I ; dre-

1(dh99) V 
2517 

EG6699, xeSi436[F11E6.3p_act-1 5'UTR::GFP::H2B::Pest::unc-54 3’UTR; unc-119 +] II 2520 

EG6699,xeSi131[F58H1.2p::GFP::H2B::Pest::unc-54 3', unc-119+] II ; blmp-1(tm548) (I) 2521 

EG6699, xeSi438[R07E3.6p::GFP::H2B::Pest::unc-54 3’UTR; unc-119 +] II 2524 

EG6699: xeSi440 [dpy-9p::gfp::h2b::pest::unc-54 3’UTR; unc-119 +] II 2526 

EG8079, xeSi296[eft-3p::Luciferase::gfp::unc-54 3’UTR; unc-119 +] II ; blmp-1(tm548) (I) 2532 

EG8079, xeSi296[eft-3p::Luciferase::gfp::unc-54 3’UTR; unc-119 +] II ; dre-1(dh99) V 2534 

EG6699, xeSi160[daf-6Δ4p::GFP::H2B::Pest::unc-54 3’UTR; unc-119 +] II ; blmp-1(s71) I 2535 

EG6699, xeSi434[eft-3p::blmp-1::gfp::blmp-1 3’UTR; unc-119 +] II ; EG8082, xeSi311[eft-

3p::Luciferase::gfp::unc-54 3’UTR; unc-119 +] V 
2538 

blmp-1 (xe180[3xFlag::blmp-1]) I ; xeSi296[eft-3p::Luciferase::gfp::unc-54 3’UTR; unc-119 +] II 2802 

blmp-1 (xe180[3xFlag::blmp-1]) I ; xeSi296[eft-3p::Luciferase::gfp::unc-54 3’UTR; unc-119 +] II ; 

dre-1(dh99) V 
2830 

xe80 blmp-1(aid::blmp-1) I; EG8080, xeSi376 [eft-3p::TIR1::mRuby::unc-54 3’UTR, cb-unc-119(+)] 

III ; EG6699, xeSi160[daf-6Δ4p::GFP::H2B::Pest::unc-54 3’UTR; unc-119 +] II 
3079 

EG6699, xeSi296 [eft-3p::luc::gfp::unc-54 3'UTR, unc-119(+)] II; EG8080, xeSi376 [eft-

3p::TIR1::mRuby::unc-54 3’UTR, cb-unc-119(+)] III 
3076 
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5.10 Plasmids used in this thesis 
 

Vector name Backbone Inserts Primers Primer sequence 

in Meeuse & 

Hauser et al., 

in submission 

        

pYPH0.14 pCFJ150 

GFP::H2B

::Pest 

 GFP-pest-H2B FW1 + Overhang  
gcgtgtcaataatatcactcGCTAGCATG
TCTAGACTTAGCCATGGC  

 GFP-pest-H2B RV1 + Overhang  
gccgatgcggagctcttatcTTACTTGCT

GGAAGTGTACTTG  

Unc-54 

3'UTR 

 Unc-54 3’UTR FW1 + Overhang  
AGTACACTTCCAGCAAGTAAg
ataagagctccgcatcg  

 Unc-54 3’UTR RV1 + Overhang  
Aacatatccagtcactatggaaacagttatgtttg

gtatattggga  

pYPH5 pYPH0.14 
F11E6.3 

promoter 

F11E6.3 FW1 + Overhang 
gcgtgtcaataatatcactcaggaaaacctcaaa
ttttgttaacact 

F11E6.3 RV + Overhang 
GCTAAGTCTAGACATcatggttacc

taaaaatataaagctct 

pYPH69 pYPH0.14 
dpy-9 

promoter 

dpy-9 promoter FW +OH to pYPH0.14 
gcgtgtcaataatatcactcgtacaatagaaaaa
aagcagcaat 

dpy-9 promoter RV +OH to pYPH0.14 
CCATGGCTAAGTCTAGACATtc

tgcaataataagtattgaaaacaaga 

pYPH70 pYPH0.14 
qua-1 

promoter 

qua-1 promoter FW +OH to pYPH0.14 
gcgtgtcaataatatcactcatacttttgcactaca
cggag 

qua-1 promoter RV +OH to pYPH0.14 
CCATGGCTAAGTCTAGACATct

taaatataggttaagcatgataggat 

pMM001 pCFJ150 

luciferase::

GFP 

unc-54 3'UTR + overhang gfp 
GCATGGATGAACTATACAAAg
ataagagctccgcatcg 

gfp + overhang unc-54 3'UTR 
gccgatgcggagctcttatcTTTGTATAG

TTCATCCATGCC 

luc, piece2 + overhang piece 1 
GACTACAAGgtaagtttaaacagttcggt
actaactaacca 

luc, piece1 + overhang piece 2 
ccgaactgtttaaacttacCTTGTAGTCT

TGGAG 

luc, piece1 + overhang NheI and 

backbone 
tgtcaataatatcactcGCTAGCATGGA

GGACGCCAAGAA 

Unc-54 

3'UTR 

gfp + overhang luc::spacer (piece2) 
TACCGGTAGAAAAAATGAGT

AAAGGAGAAGAACTTTTCACT

GG 

luc::spacer (piece2) + overhang gfp 
GTGAAAAGTTCTTCTCCTTTA

CTCATTTTTTCTACCGGTAC 

pMM002 pMM001 
eft-3 

promoter 

Peft-3 RV primer (OH to :luciferase) 
ATGTTCTTGGCGTCCTCCATtga

gcaaagtgtttcccaac 

Peft-3 FW primer (OH to pCF150) 
gcgtgtcaataatatcactcGCACCTTTG

GTCTTTTATTGT 

          

     

     

In blmp-1 

manuscript or 

Thesis 

    

pYPH3 pYPH0.14 
F58H1.2 

promoter 

F58H1.2 promoter FW 1 + OH 
gcgtgtcaataatatcactcatagatgtatactaat

gaaggtaatagc 

F58H1.2 promoter RV1 + OH 
GCTAAGTCTAGACATcattcctgcg

tagaagcg 

pYPH4 pYPH0.14 
R12E2.7 

promoter 

R12E2.7 promoter FW 1 + OH 
gcgtgtcaataatatcactcaaatttttaaaatatct

ttatttgaaaatt 

R12E2.7 promoter RV1 + OH 
GCTAAGTCTAGACATcatgatgatt

gagatgtgttgaaa 

pYPH8 pYPH0.14 
F33D4.6 

promoter 

F33D4.6 promoter FW + OH 
gcgtgtcaataatatcactctgtgaaacggaaaa
accatgc 

F33D4.6 promoter RV + OH 
GCTAAGTCTAGACATctgaaacata

catttaattctaattagt 
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pYPH9 pYPH0.14 
C05C10.3 

promoter 

C05C10.3 promoter FW + OH 
gcgtgtcaataatatcactcaagttatcttttaaatc

ttgaataaaaa 

C05C10.3 promoter RV + OH 
GCTAAGTCTAGACATtttatctgaat

gaaaatttttttaattt 

pYPH38 pYPH0.14 

Pdaf-6∆4 

promoter 

(Δ-1500 to 

-2000) 

daf-6 promoter RV + OH 
GCTAAGTCTAGACATAGAAA
ACCTGTAAAATACAGAAAC 

daf-6 promoter FW + OH 

GCGTGTCAATAATATCACTCC

GCCAATGGGGATTTTGT 

pYPH39 pYPH0.14 

daf-6∆3 

promoter 

(Δ-1000 to 

-1500) 

piece1 

daf-6 promoter FW0 + OH (to 

pCFJ150) 
GCGTGTCAATAATATCACTCT
GTTAGTTGCAATCACCTC 

daf-6∆3 promoter RV2 + OH  
GAAAACAAGGAGTGATGGTA

AAATTTTCACACAAAAA 

daf-6∆3 

promoter 

(Δ-1000 to 

-1500) 

piece2 

6∆3 promoter  FW2 + OH  
TTTTTGTGTGAAAATTTTACC

ATCACTCCTTGTTTTC 

daf-6 promoter RV + OH 

GCTAAGTCTAGACATAGAAA

ACCTGTAAAATACAGAAAC 

pYPH40 pYPH0.14 

daf-6∆2 

promoter 

(Δ-500 to -

1000) 

piece1 

daf-6 promoter FW0 + OH (to 

pCFJ150) 
GCGTGTCAATAATATCACTCT

GTTAGTTGCAATCACCTC 

daf-6∆2 promoter RV3 + OH  
AGAGGCTGGAAAAAAGCTGT
TAGAAATCAACAAGATAGAG

AGA 

daf-6∆2 

promoter 

(Δ-500 to -

1000) 

piece2 

daf-6∆2 promoter FW3 + OH  
ATCTTGTTGATTTCTAACAGC

TTTTTTCCAGCCTCT 

daf-6 promoter RV + OH 

GCTAAGTCTAGACATAGAAA
ACCTGTAAAATACAGAAAC 

pYPH41 pYPH0.14 

daf-6∆2 

promoter 

(Δ0 to -

500) 

daf-6 promoter FW0 + OH (to 

pCFJ150) 
GCGTGTCAATAATATCACTCT

GTTAGTTGCAATCACCTC 

daf-6∆1 promoter RV + OH 
GCTAAGTCTAGACATCATTTC
AATATTTGGTAATTTGCC 

pYPH42 pYPH0.14 

daf-

6∆cons 

promoter  

piece1 

daf-6 promoter FW0 + OH (to 

pCFJ150) 
GCGTGTCAATAATATCACTCT

GTTAGTTGCAATCACCTC 

daf-6∆cons promoter RV + OH  
ACGGTTAAAATTACTTTTTGG

ATAGTCAGTTCAATGAGGAA 

daf-

6∆cons 

promoter 

piece2 

daf-6∆cons promoter FW + OH  
CCTCATTGAACTGACTATCCA
AAAAGTAATTTTAACCGTCT 

daf-6 promoter RV + OH 

GCTAAGTCTAGACATAGAAA

ACCTGTAAAATACAGAAAC 

pYPH50 pYPH0.14 

cons_elem

ent 

daf-6 conserved promoter element FW 

primer + OH (to pCFJ150) 
gcgtgtcaataatatcactccatatcttcccatca 

daf-6 conserved promoter element RV 

primer + OH (to ∆pes-10 minimal 

promoter) 

AATTTGCAAAAAATCGATaaac

caacttgaacaaatattg 

∆pes-10 

minimal 

promoter 

∆pes-10 minimal promoter FW primer 

+ OH (to conserved element Pdaf-6) 
tatttgttcaagttggtttATCGATTTTTT

GCAAATTACG 

∆pes-10 minimal promoter RV primer 

+ OH (to gfp::pest::h2b) 
GCTAAGTCTAGACATCTGAAA
GTTAAAAATTACAG 

pYPH51 pYPH0.14 

∆pes-10 

minimal 

promoter 

∆pes-10 minimal promoter FW primer 

+ OH (to pCFJ150) 
gcgtgtcaataatatcactcGCTAGCATC

GATTTTTTGCAA 

∆pes-10 minimal promoter RV primer 

+ OH (to gfp::pest::h2b) 
GCTAAGTCTAGACATCTGAAA

GTTAAAAATTACAG 

pYPH61 pYPH0.14 
col-10 

promoter 

col-10 promoter FW + OH (to 

pCFJ150) 
gggcgtgtcaataatatcactcatcttctttttcattt
tcaatct 

col-10 promoter RV + OH (to 

gfp::pest::h2b) 
CCATGGCTAAGTCTAGACATg

actgaaagccaggtac 

pYPH71 pYPH0.14 
R07E6.3 

promoter 

R07E6.3 promoter FW + OH (to 

pCFJ150) 
gcgtgtcaataatatcactcgaaataatcattgat

gataaaattaaataa 

R07E6.3 promoter RV + OH (to 

gfp::pest::h2b) 
CCATGGCTAAGTCTAGACATttt
tgtaggacgctctg 
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pYPH78 pYPH0.14 
F16B4.4 

promoter 

F64B4.4 promoter FW + OH 
gcgtgtcaataatatcactcatctattatcgttaaat

gataactgtagt 

F64B4.4 promoter RV + OH 
CCATGGCTAAGTCTAGACATg

attgaacaaaatcggaatgatg 

pYPH5_exUTR

1 
pYPH0.14 

F11E6.3 

promoter + 

act-1 

5'UTR 

F11E6.3 promoter FW + OH 
gcgtgtcaataatatcactcaggaaaacctcaaa
ttttgtt 

F11E6.3 promoter RV + OH1 
ttgattagtttttaatgtacctgaaaaattaaagccg

attcaaccatgac 

F11E6.3 promoter RV + OH2 (adds full 

overhang after OH1) 
CCATGGCTAAGTCTAGACATttt

gattagtttttaatgtacctgaaaaa 

pYPH_BLMP1

_GFP 
pCFJ150 

blmp-1 

blmp-1 FW primer + OH (to pCFJ150) 
gcgtgtcaataatatcactcGCTAGCATG

GGTCAAGGAAGTGGG 

blmp-1 RV primer + OH (to 

2xTY1w::EGFP) 
TCCTGATTGGTATGCACTTCT

GGATAATGCGGCAATCC 

2xTY1w::E

GFP::blm

p-1 3'UTR 

(from 

OP109)  

2xTY1w::EGFP::blmp-1 3'UTR (from 

OP109) FW primer + OH to blmp-1 

CDS 
TCGGATTGCCGCATTATCCAG

AAGTGCATACCAATCAGG 

2xTY1w::EGFP::blmp-1 3'UTR (from 

OP109) RV primer + OH to pCFJ150 
aacatatccagtcactatggAAAATAGA
AACAACTTCTAGAAAGAAA 

pYPH_Pcol-

10::blmp1 

pYPH_BLMP

1_GFP 

col-10 

promoter 

col-10 promoter RV + OH (to blmp-1) 
TCCCCACTTCCTTGACCCATga

ctgaaagccaggtac 

col-10 promoter FW + OH (to 

pCFJ150) 
gggcgtgtcaataatatcactcatcttctttttcattt
tcaatct 

pYPH_Peft-

3::blmp1 

pYPH_BLMP

1_GFP 

eft-3 

promoter 

eft-3 promoter RV + OH (to blmp-1) 
TCCCCACTTCCTTGACCCATT

GAGCAAAGTGTTTCCCA 

eft-3 promoter FW + OH (to pCFJ150) 
gcgtgtcaataatatcactcGCACCTTTG
GTCTTTTATTGT 
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6 Supplementary Figures 
6.1 Single worm sequencing 

 

Fig S1: Additional example gene expression and all cluster comparisons to the bulk sequencing 
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A, Log2-transformed gene expression traces for 10 genes with clear oscillatory behavior. Top: Pseudo-

timed expression showing every individual sample, bottom: binned gene expression into equal pseudo-time 

bins.  

B, Comparison of log2-transformed, mean normalized gene expression clusters from single worm 

sequencing with to corresponding gene expression data from bulk sequencing.  
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6.2 aid::blmp-1 sequencing time course 
 

 

Fig S2: R2 based thresholding to select robustly oscillating genes 

A – D, Examples of oscillating genes (black) with their respective butterworth filtered signal (orange). 

The residuals between the butterworth filtered signal and the original signal were used to calculate the R2. 

Genes with an R2 > 0.6 (indicated in green) for both vehicle and auxin treatment were used for further 

analysis.  
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Fig S3: RT-qPCR validation of the aid::blmp-1 time course experiment 

A, RT-qPCR time course using a strain with wild-type blmp-1 which ubiquitously expressed tir-1 and 

luciferin in presence or absence of auxin. None of the genes responded to auxin treatment as expected due 

to the blmp-1 wild-type allele.  

B, RT-qPCR time course using the aid::blmp-1 worm strain with ubiquitously expressing tir-1 and 

luciferin in presence or absence of auxin. Genes selected from the aid::blmp-1 sequencing time course 

showed reproducible behavior in the repeated RT-qPCR time course. daf-6 did not respond in both, 

sequencing and RT-qPCR time courses. 
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6.3 BLMP-1 binding on promoter sequences 
 

 

Fig S4: BLMP-1 ChIPseq analysis of publicly available data around the daf-6 and F58H1.2 

promoters 

A, BLMP-1 shows increased signal in the daf-6 promoter in the region of a conserved promoter element. 

B, The F58H1.2 promoter does not show strong binding in the BLMP-1 ChIP sequencing data. 
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6.4 Epistatic behavior of blmp-1 with dre-1  
 

 

 

Fig S5: Replicate luciferase assay comparing the blmp-1(tm548) (V) mutant with blmp-1(tm548) (I); 

dre-1(dh99) V double mutant 

A – C, Molt (A), intermolt (B) and larval stage (C) durations of indicated strains measured in the luciferase 

assay. The double mutant partially rescues the increased duration and variation of molt and intermolt 

durations of the blmp-1(tm548) mutant. 
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Fig S6: Example luminescence traces of single worms with BLMP-1 and DRE-1 depletion using the 

auxin inducible system 

All strains were cultured in 250µM auxin. 

A, After hatching (red), wild-type worms show normal progression through all larval stages with clear molts 

(green). 

B, In reduced BLMP-1 levels, worms show slightly longer molts with higher luminescence intensities 

during the molts. 

C, Reduced DRE-1 levels lead to lethality after the first molt, indicated by a progressive decrease of 

luminescence levels. 

D, Parallel degradation of BLMP-1 and DRE-1 reduced in a partial rescue of the DRE-1 phenotype (C), 

with worms progressing through all larval stages while showing increased molt durations and increased 

luminescence during the molts. 
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6.5 Single worm imaging - Cell-based analysis  

 

Figure S7: Measured GFP intensities in cells and whole worms are comparable 

Comparison of GFP intensities in quantified in individual cells or the whole worm in four randomly 

chosen representative single worms. The mean intensity per cell is plotted as dots with the mean over all 

cells plotted in a solid line and the standard deviation in shaded area. 
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Fig S8: Log2-transformed gene expression of daf-16 and daf-2 

Gene expression from (Meeuse et al., 2019) (unfused long developmental time course). 
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8 Appendix 
8.1 Detailed Single worm sequencing protocol 
 

COPAS worm sorting setting 

 

Preparation Oligo-dT beads and mRNA capture (done by genomics facility) 

All mixing should be done by pipetting up and down, no vortexing! 

• Prepare resuspension buffer, Wash buffer and RT buffer (add enzymes just before using the 

buffers) 

• Use 120ul Dynabeads MyOne Streptavidin C1 (Thermofisher, Cat. No. 65001). Use a 1.5ml 

Eppendorf tube. 

• Place on magnet and remove supernatant 

• Wash 2x with 200ul of solution A (0.1M NaOH, 0.05M NaCl) 

• Wash 2x with 200ul of solution B (0.1M NaOH) 

• Wash 1x with 120ul of 1X B&W buffer (2M NaCl, 10mM Tris-HCl pH7.4, 1mM EDTA) 

• Resuspend the beads in 120ul of 2X B&W buffer + 60ul NF ddH2O + 60ul oligo-dT* (100uM) 

• Incubate on a wheel for 20min @ RT (now add Superase-In to resuspension buffer) 

• Wash 3x with 200ul of 1X B&W buffer 

• Resuspend in 1066ul of resuspension buffer on ice 
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• Add 10ul of beads per well: 

o Use 1 PCR strip filled with 132ul of beads per tube and pipette into plate with 

multichannel 

• Vortex quickly (avoid drops! If drops were created, spin quickly) 

• Incubate plate shaking @1200rpm on thermocycler at RT for 20min  

o NOW: finish wash buffer and RT master mix and pipette into PCR strip. 

o Wash buffer: 

▪ Prepare 4x PCR strips with 142ul of wash buffer in each tube. From there 

pipette 44ul into wells of fully skirted plate using multichannel 

o RT master mix: 

▪ Prepare 1x PCR strip with 143ul of RT master mix in each tube. From there 

pipette 11ul into wells of semi skirted plate using multichannel 

• Spin all 3 plates 

• Using the BRAVO robot, wash beads 2X and add RT master mix. Follow instructions on the 

display.  

• Immediately proceed to Reverse transcription 

Reverse transcription 

• Immediately glue PCR film (558/MJ) to the plate 

• Vortex carefully and incubate on PCR cyclers:  

o Incubate: 

▪ 42°C, 60min, shaking at 1200rpm on PCR cycler 1 

▪ 50°C, 10min on PCR cycler 2 

▪ 70°C, 15min on PCR cycler 

• Prepare PCR preamp master mix 

 

PCR pre-amplification: 

• Add 15ul of PCR preamp master mix directly into the RT reaction (final volume now: 25ul) 

o Prepare 1x PCR strip with 197ul of RT master mix in each tube. From there pipette 15ul 

into wells of semi skirted plate using multichannel 

• Glue film (558/MJ) to plate and vortex carefully. 

• Run following program: 
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1. 98C, 3min 

2. 98C, 20sec 

3. 72C, 15sec 

4. 67C, 15sec 

5. 72C, 6min (back to step2, 16 cycles) 

6. 72C, 5min 

7. 4C, pause 

 

(Incubations are different from standard SmarSeq2 protocol because of the blocking oligos 

strategy.) 

 

Purification of Pre-amplification material 

 

Purify only half volume in order to have backup material (if full volume is purified, double the amount of 

beads to obtain 1:1 ratio beads:material) 

 

• Use the BRAVO robot for purification: 

• Prepare 13ul H2O + 25ul AmPureXP homemade beads per sample in deepwell 96 well 

plate: 

o 1372.8ul H2O + 2640ul AmPureXP bead mixture. 334.4ul of the mixture in the 

first row of a deep well plate and then pipette 38ul into the deep well plate for the 

robot. 

• Transfer 12ul from sample to the 38ul of AmPure beads in 96 deep well plate (done by 

the robot) 

• Incubate for 10min at RT (done by robot) 

• Place on magnet. Wait ~5min 

• Remove supernatant. 

• Add 100μl of 80% EtOH (prepare 50ml fresh every day you are doing an experiment). 

• Place the plate on top of the magnet to let the beads glide to the bottom (the bottom of the 

wells should touch the magnetic part). This might take a few minutes depending on 

samples. 
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• Place on the magnet again and do an extra wash with 80% EtOH 

• Let the beads dry for 5-10min (6min if using robot) 

• Add 17μl water using the multichannel channel pipette. 

• Place on magnet again and aspirate 15ul of supernatant into new tubes / plate. 

• Place PCR seal 

• Bioanalyser and so on. 

 

Tagmentation.  

• Prepare an index plate (dilute the primers with water) and clearly label Set A or Set B. 

Keep at -20C and thaw on ice.  

o _> prepared plates with 50µl total: so 5 rounds of tagmentation.  

o For 50X: take 143µl, add 163µl of water, add 25µl per well in the plate  

o For 70X: take 90µl, add 120µl of water, add 25µl per well in the plate 

• Prepare a cDNA Dilution plate to a ~500pg/µl average.  

• If full plate, use pure Tn5  

• Prepare the Tagmentation mastermix, on ICE ALL THE TIME. 

• Add 18ul of Tagmentation mix into a PCR plate semi-skirted on ice  

o Prepare 1x PCR strip with 237ul of Tagmentation mix in each tube. From there 

pipette 15ul into wells of semi skirted plate using multichannel 

• Add 2µl of cDNA and Incubate at 55°C for 7min then pause 4°C  

• Add 5µl of 0.2% SDS and incubate for 7min at 25°C then pause 4°C. Move on to step 7: 

PCR 

 

Tagmention PCR.  

• Prepare the Tagmentation PCR mastermix 

• Add 15ul of Tagmentation PCR mix into the Tagmentation plate on ice  

o Prepare 1x PCR strip with 200ul of Tagmentation PCR mix in each tube. From 

there pipette 15ul into wells of semi skirted plate using multichannel 

• Add 9µl of Nextera Indexes (from the plate).  
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• Incubate as follows:  

o 72°C for 3min  

o 95°C for 30sec  

o 10 cycles of 95°C 30sec / 55°C 30sec / 72°C 30sec  

o 72°C for 3min  

o 4°C pause.  

• Purification.  

• Pool samples by columns with 12.5µl for each samples. Final volume of 100µl.  

• Use 100µl of AMPure XP beads.  

• Elute in 16µl EB 

 

 

*oligo-dT: 5ʹ-bioRn-triethyleneglycol-AAGCAGTGGTATCAACGCAGAGTACT30VN-3ʹ,  

    where V is either A, C or G, and N is any base; IDT, HPLC purifed => store -20C 

 

** Template-Switching Oligo (5ʹ-AAGCAGTGGTATCAACGCAGAGTACrGrG+G-3ʹ, 

where “r” indicates a ribonucleic acid base and “+” indicates a locked nucleic acid base; 

Exiqon Aliquot to avoid repeated freeze-thaw => Store stock at -80C 

 

***ISPCR primer: 5’-AAGCAGTGGTATCAACGCAGAGT-3ʹ; IDT, HPLC purified, store 

100uM at -20C 

 

List of “blocking” oligos for SS2 on C.elegans 

 

We resuspend these oligos at 100µM, and pool them equimolarly (->100µM stock) 

 

+ = LNA: LNA modification was used to increase Tm. To my knowledge LNA modifications 

can be ordered only via Qiagen. 

*= Phosphorothioate 

/3InvdT/=3' Inverted dT 
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FW1 

 +A+G+CCCCGTTCTGGATAGCGGCACTGTTGGTT*C*/3InvdT/ 

RV1  +A+A+CACTGTCGGGCTAGAACGAGCAGCCAACG*C*/3InvdT/ 

FW2  +G+T+GCAGAGGTTGAGCAGTTGGCAAACGACCC*G*/3InvdT/ 

RV2  +T+G+CACGTCAGAACCGATACGGACTTCCACCAGAG*T*/3InvdT/ 

FW3  +A+C+TGGCGAACGCCTTGTATCATCGGTGGCGA*A*/3InvdT/ 

FW4  +T+G+TGCTTGCTTGCGGACGCTTTCTGGTGTGT*G*/3InvdT/ 

RV3  +G+C+GTCCGCAAGCAAGCACAATCACTAGTCCG*C*/3InvdT/ 

RV4  +A+G+CCCGTTCCCTTGGCTGTGGTTTCGCTAGA*A*/3InvdT/ 
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Buffers  

 

Resuspension Buffer (for Single worm sequencing) 

 Number of samples 1X 96 

H2O 5.8 612.48 

ERCC (1:400’000) 0.9 95.04 

SuperScript II or IV 5X Buffer 2 211.2 

DTT 0.1M 1 105.6 

Superase-In 0.3 31.68 

Total volume (µL) 10 1056 

 

Wash Buffer (for single worm seq, this is already 2x the volume) 

 Number of samples 1X 96 

H2O 29.7 3136.32 

SuperScript  IV 5X Buffer 8.8 929.28 

DTT (0.1M) 4.4 464.64 

Tween 20 (10X) 0.2 21.12 

Superase-In (Rnase inhibitor) 0.9 95.04 

Total volume (µL) 44 4646.4 

 

RT master mix 

 Number of samples 1X 96 

SuperScript IV (200U/µL) 0.55 58.08 

SuperScript IV 5X Buffer 2.2 232.32 

Superase-In 0.28 29.568 

DTT (0.1M) 0.55 58.08 

Betaine (5M) 2.2 232.32 

MgCl2 (1M) 0.07 7.392 

TSO **(100 µM) 0.11 11.616 

dNTPs (10mM) 1.1 116.16 

H2O 3.95 417.12 

Total volume (µL) 11.01 1162.656 

 

PCR preamp master mix 

 Number of samples 1X 96 
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KAPA HiFi Ready Mix (2X) 12.5 1320.00 

IS PCR primers (10 uM) 0.3 31.68 

blocking oligos (10uM) 2 211.2 

H2O 0.2 21.12 

Total volume 15 1584.00 

 

Tagmentation mix 

 Number of samples 1X 96 

5X TAPS-DMF 4.0 440.0 

Pure Tn5 0.033 3.6 

Water (if 2ul cDNA used) 14.0 1540.0 

Total volume 18.0 1983.6 

 

Tagmentation PCR mix 

 Number of samples 1X 96 

5X Phusion buffer 10.0 1100.0 

Phusion Polymerase 0.5 55.5 

dNTPs 1.0 110.0 

Water 4.5 495.0 

Total volume 16.0 1760.0 

 


