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## Introduction

Points on a subvariety $X$ of a semi-abelian variety $A$ that are contained in a subgroup, let the subgroup be of finite rank or algebraic, are subject to severe restrictions arithmetical nature.

Finiteness results for intersections of $X$ with subgroups of finite rank have been studied by Faltings, Hindry, Laurent, McQuillan, Raynaud, Vojta and others. More recently several authors ([CZ00], [BMZ99], [BMZ03], [BMZ06a], [BMZ06b], [BMZ04], [Via03], [RV03], [Rém05b], [Rém07], [Pin05b], [Zan00], [Zil02], [Mau06]) have considered the intersection of $X$ with $A^{[r]}$, the set of complex points in $A$ contained in an algebraic subgroup of codimension greater or equal to $r$. If $H$ is a fixed algebraic subgroup of $A$ with codimension strictly less than $\operatorname{dim} X$, then a dimension counting argument shows that $X \cap H$ is either empty or contains a curve. As we are allowing $H$ to vary with fixed codimension, the intersection $X \cap A^{[r]}$ may be quite large if $r<\operatorname{dim} X$. In this thesis we are only interested in the case $r \geq \operatorname{dim} X$.

If not stated otherwise we will also assume throughout the introduction that all varieties are defined over $\overline{\mathbf{Q}}$, the field of algebraic numbers. One can define a height function on the set of algebraic points of $A$. Throughout this thesis we work only in the algebraic torus $\mathbf{G}_{m}^{n}$ or an abelian variety. So we can take the Weil height or the Néron-Tate height associated to an ample line bundle.

We will pursue two types of questions. First, for which $r$ does the set $X^{\prime}(\overline{\mathbf{Q}}) \cap A^{[r]}$ have bounded height and how do these bounds depend on $X$ ? Second, for which $r$ is the set $X^{\prime \prime}(\overline{\mathbf{Q}}) \cap A^{[r]}$ finite? Here $X^{\prime}$ and $X^{\prime \prime}$ are obtained from removing from $X$ certain subvarieties in order to to eliminate trivial counterexamples. For example if $X$ is a proper algebraic subgroup of $\mathbf{G}_{m}^{n}$ with positive dimension, then there is no hope for a boundedness of height or finiteness result for $U(\overline{\mathbf{Q}}) \cap\left(\mathbf{G}_{m}^{n}\right)^{[r]}$ if $r \leq \operatorname{dim} X$ and if $U$ is Zariski open and dense in $X$. In this case $X^{\prime}$ and $X^{\prime \prime}$ are both empty.

The simplest non-trivial example seems to be the curve defined by $x+y=1$ in $\mathbf{G}_{m}^{2}$. Here we can take $X^{\prime}$ and $X^{\prime \prime}$ to equal our curve. Algebraic subgroups of $\mathbf{G}_{m}^{2}$ can be described by at most two monomial relations $x^{\alpha} y^{\beta}=1$ with integer exponents $\alpha$ and $\beta$. For subgroups of dimension 1 , one non-trivial relation suffices. If $(x, y)$ is contained in such a subgroup then $x$ and $y$ are called multiplicatively dependent. Hence the intersection of our curve with the union of all proper algebraic subgroups of $\mathbf{G}_{m}^{2}$ can be described by the solutions of

$$
\begin{equation*}
x^{\alpha}(1-x)^{\beta}=1 . \tag{0.0.1}
\end{equation*}
$$

This is an equation in three unknowns $x, \alpha$, and $\beta$, so one should not expect finitely many solutions. Indeed, taking $x \neq 1$ a root of unity gives infinitely many solutions.

In [CZO0] Cohen and Zannier showed that if $H$ denotes the absolute non-logarithmic Weil height then (0.0.1) implies the sharp inequality $\max \{H(x), H(1-x)\} \leq 2$. In chapter 2 we start off by giving an alternative proof of Cohen and Zannier's Theorem. We even show that the possibly larger height $H(x, 1-x)$ is at most 2 . In their paper, Cohen and Zannier also proved that 2 is an isolated point in the range of $\max \{H(x), H(1-x)\}$. We make this result explicit in Theorem 2.2, working instead with $H(x, 1-x)$. The proof applies Smyth's Theorem on lower bounds for heights of non-reciprocal algebraic numbers and a Theorem of Mignotte.

As was already noticed in [CZ00], solutions of (0.0.1) are closely linked to roots of certain trinomials whose coefficients are roots of unity. In chapter 3 Theorem 3.2 we follow this avenue by factoring such trinomials over cyclotomic fields. Having essentially a minimal polynomial in our hands, we obtain a new proof for the boundedness of $H(x, 1-x)$ with $x$ as in (0.0.1). More importantly, in Theorem 3.1 we show that not only is 2 isolated in the range of the height function, but also that $H(x, 1-x)$ converges to an absolute constant if $[\mathbf{Q}(x): \mathbf{Q}]$ goes to infinity. The proof determines the value of this limit: it is the Mahler measure of the two-variable polynomial $X+Y-1$. In a certain sense this Mahler measure is the height of the curve in our problem.

In Theorem 3.3 we prove a conjecture of Masser stated in [Mas07]: the number of solutions of (0.0.1) with $[\mathbf{Q}(x): \mathbf{Q}] \leq D$ is asymptotically equal to $c_{0} D^{3}$ with $c_{0}=$ $2.06126 \ldots$ as $D \rightarrow \infty$. The constant $c_{0}$ is defined properly in chapter 3 as a converging series. This counting result is a further application of Theorem 3.2.

In chapter 4 we generalize the method from chapter 2 to bound the height of multiplicatively dependent solutions of

$$
\begin{equation*}
x+y=\alpha . \tag{0.0.2}
\end{equation*}
$$

Here $\alpha$ is now any non-zero algebraic number. In [BMZ99] Bombieri, Masser, and Zannier prove a more general result which also implies boundedness of height in this case. Their Proposition A leads to an explicit upper bound for the height; the bound is polynomial in $H(\alpha)$. We are mainly interested in upper bounds for $H(x, y)$ which have good dependency in $H(\alpha)$. The value $H(\alpha)$ can be regarded as the height of the defining equation (0.0.2). In Theorems 4.1 and 4.2 we get the bound $H(x, y) \leq$ $2 H(\alpha) \min \{H(\alpha), 7 \log (3 H(\alpha))\}$. By Theorem 4.3 the exponent of the logarithm cannot be less than 1 . But in some special cases, e.g. if $\alpha$ is a rational integer, we improve the upper bound to $2 H(\alpha)$, see Theorem 4.4. In this theorem we also show that if $\alpha$ is a rational integer then $2 H(\alpha)$ is attained as a height if and only if $\alpha$ is a power of two. Thus if $\alpha$ is a power of two, then our bound is sharp. For such $\alpha$ and if also $\alpha \geq 2$ we prove in Theorem 4.5 that $2 H(\alpha)$ is isolated in the range of the height.

Starting from chapter 6 we work in an algebraic torus of arbitrary dimension. Algebraic subgroups can still be described by a finite set of monomial equations. For example $\left(x_{1}, \ldots, x_{n}\right) \in \mathbf{G}_{m}^{n}(\mathbf{C})$ is contained in a proper algebraic subgroup if and only if the $x_{i}$
satisfy a non-trivial multiplicative relation. In [BMZ99] Bombieri, Masser, and Zannier proved that if $X$ is an irreducible curve which is not contained in the translate of a proper algebraic subgroup, then points on $X$ that lie in a proper algebraic subgroup have bounded height. Moreover, they showed that this statement is false if $X$ is contained in the translate of a proper algebraic subgroup. The authors also showed that there are only finitely many points on $X$ that lie in an algebraic subgroup of codimension at least 2. This finiteness result was generalized by the same authors in [BMZ03] to algebraic curves defined over the field of complex numbers. Hence for curves it makes sense to take $X^{\prime}=X$ if $X$ is not contained in the translate of a proper algebraic subgroup and $X^{\prime}=\emptyset$ else wise. But $X^{\prime \prime}$ is more subtle: we take $X^{\prime \prime}=X$ if $X$ is not contained in a proper algebraic subgroup and $X^{\prime \prime}=\emptyset$ else wise. The point in making this distinction is that in [BMZ06a] the authors conjectured that $X^{\prime \prime}$ contains only finitely many points in an algebraic subgroup of codimension at least 2. They proved this conjecture for $n \leq 5$. Recently, in [Mau06] Maurin gave a proof for all $n$.

Let $X \subset \mathbf{G}_{m}^{n}$ be an irreducible subvariety, not necessarily a curve. In the higher dimensional case we finally need a definition of $X^{\prime}$ : we get $X^{\prime}$ by removing from $X$ all positive dimension subvarieties that show up in an improper component of the intersection of $X$ with the translate of an algebraic subgroup. The definition of $X^{\prime \prime}$ is similar but we require the translates of algebraic subgroups to be algebraic subgroups. In [BMZ06b] Bombieri, Masser, and Zannier showed that $X^{\prime}$ is Zariski open in $X$.

Let $h$ be the absolute logarithmic Weil height. Our contribution in chapter 6 is Theorem 6.1 where we give an explicit bound for the height of algebraic points $p$ in $X^{\prime}$ that lie "uniformly close" to an algebraic subgroup of codimension strictly greater than $n-n / \operatorname{dim} X$. By uniformly close we mean that there exist an $\epsilon>0$, independent of $p$, and an $a$ in an algebraic subgroup of said codimension with $h\left(p a^{-1}\right) \leq \epsilon$. Actually, in Theorem 6.1 we will use a weaker notion of uniformly close. The terminology comes from the fact that the map $(p, a) \mapsto h\left(p a^{-1}\right)$ has similar properties as a distance function. For example it satisfies the triangle inequality. This notion of distance was considered by several authors ([Eve02], [Poo99], [Rém03]) in connection with subgroups of finite rank.

Theorem 6.1 generalizes the Bounded Height Theorem for curves by Bombieri, Masser, and Zannier. We state our theorem such that it also gives an explicit version of a Theorem of Bombieri and Zannier in [Zan00] on the intersection of varieties with one dimensional subgroups. To do this we will need a slightly more general definition of $X^{\prime}$ which is provided in chapter 6 .

The height upper bound in Theorem 6.1 involves, along with $n$, the degree and height of the variety $X$. We define these two notions in chapter 5 . In simple terms, the height of $X$ controls the heights of the coefficients of a certain set of defining equations for $X$ whereas the degree of $X$ controls their degrees. Just as in the second proof for height bounds on curves given in [BMZ99], our proof of Theorem 6.1 uses ideas from the geometry of numbers. Given $p \in X(\overline{\mathbf{Q}})$ uniformly close to an algebraic subgroup we construct a new algebraic subgroup $H$ of codimension $\operatorname{dim} X$ and controlled degree, such that $p H$ has normalized height small compared to the height of $p$. We then intersect
$p H$ with $X$. The Arithmetic Bézout Theorem bounds the height of isolated points in this intersection leading to an explicit height bound for $p$.

Lehmer-type lower bounds for heights in spirit of Dobrowolski's Theorem and its generalization to higher dimension provide a method for deducing finiteness results from height bounds as given in chapter 6 . This method was used together with algebraic number theory in Bombieri, Masser, and Zannier's article [BMZ99] to prove the finiteness of the set of points on $X^{\prime}$ in an algebraic subgroup of codimension at least 2 if $X$ is a curve. Meanwhile, their intricate argument has been simplified in [BMZ04] by applying a more advanced height lower bound due to Amoroso and David [AD04]. In this lower bound the degree over $\mathbf{Q}$ of a point is essentially replaced by its degree over the maximal abelian extension of $\mathbf{Q}$. Using this approach we show in Corollary 6.2 that if $X$ is a surface in $\mathbf{G}_{m}^{5}$, then there are only finitely many points on $X^{\prime}$ contained in an algebraic subgroup of codimension at least 3 . Thus we have finiteness for the correct subgroup size at least in an isolated case.

Even in presence of a uniform height bound as in Theorem 6.1, the approaches in [BMZ99] and [BMZ04] cannot be used to prove the finiteness of the set of $p \in X^{\prime}(\overline{\mathbf{Q}})$ with $h\left(p a^{-1}\right)$ small and $a$ contained in an algebraic subgroups of appropriate dimension: although $p a^{-1}$ has small height, its degree cannot be controlled. In chapter 7 we pursue a new approach using a Bogomolov-type height lower bound. This bound was proved by Amoroso and David in [AD03]; it bounds from below the height of a generic point on a variety not equal to the translate of an algebraic subgroup. The main result of chapter 7 is Theorem 7.1: we show that for $B \in \mathbf{R}$ there exists an $\epsilon=\epsilon(X, B)>0$ with the following property: there are only finitely many $p \in X^{\prime}(\overline{\mathbf{Q}})$ with $h\left(p a^{-1}\right) \leq \epsilon$ where $a$ is contained in an algebraic subgroup of dimension strictly less than $\mathfrak{m}(\operatorname{dim} X, n)$. In other words, there are only finitely many algebraic points on $X^{\prime}$ of bounded height which are uniformly close to an algebraic subgroup of dimension less than $\mathfrak{m}(\operatorname{dim} X, n)$. Just as was the case in Theorem 6.1 we actually use a relaxed version of uniformly close in Theorem 7.1. The somewhat unnatural function $\mathfrak{m}(\cdot, \cdot)$ is defined in (7.1.1). At least in the case of curves we have $n-2<\mathfrak{m}(1, n)$ and so we can take the subgroups to have the best possible dimension $n-2$. Unfortunately this is the only interesting case where $\mathfrak{m}(r, n)>n-r-1$.

With the height upper bound from chapter 6 we can deduce a corollary to Theorem 7.1 which proves finiteness independently of $B$ and where the subgroup dimension is strictly less than $\min \{n / \operatorname{dim} X, \mathfrak{m}(\operatorname{dim} X, n)\}$. Let $X$ be a curve, then this result is optimal with respect to the subgroup dimension. Let us assume that $X$ is not contained in the translate of a proper algebraic subgroup, hence $X^{\prime}=X$. Then our corollary says that there are only finitely many algebraic points on $X$ that are close to an algebraic subgroup of codimension at least 2. Moreover, in Corollary 7.2 we use Dobrowolski's Theorem to show that if $\epsilon$ in the definition of uniformly close is small enough, then all points on $X$ close to an algebraic subgroup of codimension at least 2 are actually contained in such a subgroup.

We now shift our focus from the algebraic torus to abelian varieties: we want to study the intersection $X^{\prime}(\overline{\mathbf{Q}}) \cap A^{[r]}$ where $A$ is an abelian variety and $X$ is an irreducible closed subvariety of $A$. The definitions of $X^{\prime}$ and $X^{\prime \prime}$ make sense in the abelian setting and are completely analog to the multiplicative case.

Let $X$ be a curve, then in [Via03] Viada proved that $X^{\prime}(\overline{\mathbf{Q}}) \cap A^{[1]}$ has bounded height if $A$ is a power of an elliptic curve. If the elliptic curve has complex multiplication she also proved that $X^{\prime}(\overline{\mathbf{Q}}) \cap A^{[2]}$ is finite. Rémond in [Rém05b] generalized Viada's height bound to any abelian variety. In [Rém07] Rémond applied a generalization of Vojta's inequality which he proved in [Rém05a] and in Theorem 1.2 showed boundedness of height of $\left(X(\overline{\mathbf{Q}}) \backslash Z_{X}^{(r)}\right) \cap A^{[r]}$. Here $X \backslash Z_{X}^{(r)} \subset X$ is a new deprived subset which depends on $r$. In fact his result holds for a set larger than $A^{[r]}$ involving also the division closure of finitely generated group. If $A$ is isogenous to a product of elliptic curves and if $X$ is a sufficiently general surface which is not contained in the translate of a proper algebraic subgroup then $X \backslash Z_{X}^{(r)}$ is non-empty and Zariski open in $X$ for $r \geq(\operatorname{dim} A+3) / 2$.

In [RV03], Rémond and Viada proved that if $X$ is a curve then $X^{\prime \prime}(\overline{\mathbf{Q}}) \cap A^{[2]}$ is finite if $A$ is a power of an elliptic curve $E$ with complex multiplication. In a recent preprint, Viada $[\mathbf{V i a 0 7}]$ announced the finiteness of $X^{\prime \prime}(\overline{\mathbf{Q}}) \cap A^{[3]}$ for unrestricted $E$, the optimal subgroup codimension 2 is thus just missed.

We announce the following result called the Bounded Height Theorem: if $A=E^{g}$ is a power of an elliptic curve $E$ and $X$ is an irreducible closed subvariety of arbitrary dimension, then $X^{\prime}(\overline{\mathbf{Q}}) \cap A^{[\operatorname{dim} X]}$ has bounded Néron-Tate height. Also, using a result from Kirby's Thesis [Kir06] and ideas from Bombieri, Masser, and Zannier's [BMZ06b] one can show that $X^{\prime}$ is Zariski open and give a criterion on $X$ to decide when $X^{\prime}$ is non-empty. Using height lower bounds on abelian varieties with complex multiplication due to Ratazzi in [Rat07] we can use the Bounded Height Theorem to show that $X^{\prime}(\overline{\mathbf{Q}}) \cap A^{[\operatorname{dim} X+1]}$ is finite if $E$ has complex multiplication. For an elliptic curve without complex multiplication, finiteness of $X^{\prime}(\overline{\mathbf{Q}}) \cap A^{[r]}$ can also be obtained, using for example Rémond's Theorem 2.1 from [Rém05b]. But $r$ is in general sub-optimal for such elliptic curves.

The essential difference between the Bounded Height Theorem and Theorem 6.1 is that the subgroups are now allowed to have the best-possible codimension $\operatorname{dim} X$ for all $X$.

In the future we plan to publish these results.
Pink has stated a general conjecture on mixed Shimura varieties, see [Pin05a] and [Pin05b]. One special implication is his Conjecture 5.1 from [Pin05b]: if $A$ is a semiabelian variety defined over $\mathbf{C}$ and if $X \subset A$ is a subvariety also defined over $\mathbf{C}$ which is not contained in a proper algebraic subgroup of $A$, then $X(\mathbf{C}) \cap A^{[\operatorname{dim} X+1]}$ is not Zariski dense in $X$. Zilber's stronger Conjecture 2 in $[\mathbf{Z i l 0 2}]$ implies the same conclusion. With the Bounded Height Theorem we can prove this assertion under the following stronger hypothesis on $A$ and $X: A$ is a power of an elliptic curve $E$ with complex multiplication and if $\varphi: E^{g} \rightarrow E^{\operatorname{dim} X}$ is a surjective homomorphism of algebraic groups, then the restriction $\left.\varphi\right|_{X}: X \rightarrow E^{\operatorname{dim} X}$ is dominant.

The proof of the Bounded Height Theorem uses the completeness of $A$ (and $X$ ) in an essential way as it relies on intersection theory. Nevertheless, a proof for the boundedness of height of $X^{\prime}(\overline{\mathbf{Q}}) \cap A^{[\operatorname{dim} X]}$ for the non-complete $X \subset A=\mathbf{G}_{m}^{n}$ along the lines of the proof of the Bounded Height Theorem must not be ruled out. For instance one could compactify $\mathbf{G}_{m}^{n} \hookrightarrow \mathbf{P}^{n}$ and work in $\mathbf{P}^{n}$. Still, there seems to be no suitable Theorem of the Cube for $\mathbf{G}_{m}^{n}$. Future research could consist in finding a proof of the Bounded Height Theorem in the multiplicative case or in abelian varieties other than a power of an elliptic curve.

In the two appendices we leave the main path of the thesis. Let $P$ be an irreducible polynomial in two variables with algebraic coefficients. Say $x$ and $y$ are algebraic with $P(x, y)=0$. In appendix A, motivated by Proposition B of [BMZ99], we consider the problem of bounding $\left|\operatorname{deg}_{X}(P) h(x)-\operatorname{deg}_{Y}(P) h(y)\right|$ explicitly and with good dependency in $h(x), h(y)$, and $P$.

For simple examples such as $P=X^{p}-Y^{q}$ with $p$ and $q$ coprime integers, the absolute value is zero. But for general and fixed $P$ it may even be unbounded as $(x, y)$ runs over all algebraic solutions of $P$. In Theorem A. 1 we prove an upper bound which is of the form $c \max \left\{1, h_{p}(P)\right\}^{1 / 2} \max \{1, h(x), h(y)\}^{1 / 2}$ where the constant $c$ is completely explicit and depends only on the partial degrees of $P$. Here $h_{p}(P)$ is the projective logarithmic Weil height of the coefficient vector of $P$. This type of height inequality is often referred to as quasi-equivalence of heights.

In appendix B we demonstrate four known results using the Quasi-equivalence Theorem from appendix A. The first application is the Theorem of Bombieri, Masser, and Zannier, already discussed above, in the case of curves in $\mathbf{G}_{m}^{2}$. We then prove a version of Runge's Theorem on the finiteness of the number of solutions of certain diophantine equations. Next we show a result of Skolem from 1929: we first generalize the greatest common divisor of pairs of integers to pairs of algebraic numbers. We then show that if $x$ and $y$ are coprime algebraic numbers and $P(x, y)=0$ where $P$ is an irreducible polynomial in $\overline{\mathbf{Q}}[X, Y]$ without constant term, then $x$ and $y$ have uniformly bounded height. This result has been proved independently by Abouzaid in $[\mathbf{A b o 0 6}]$ who used it to prove a variant of the Quasi-equivalence Theorem. The fourth and final application is an explicit version of Sprindzhuk's Theorem: let $P$ have rational coefficients, again without constant term and such that not both partial derivatives of $P$ vanish at $(0,0)$. Then for a sufficiently large prime $l$, the polynomial $P(l, Y) \in \mathbf{Q}[Y]$ is irreducible. Since the Quasi-equivalence Theorem gives explicit bounds, so do its four applications.

Chapters 1 and 5 contain no new results but serve as reference for certain theorems which we apply in the rest of the thesis. Chapter 1 introduces the Weil height and related subjects. It is used throughout the thesis. Chapter 5 contains some results from algebraic geometry and gives a definition for the height of a positive dimensional variety. These definitions and results will be used in the second part of the thesis, chapters 6 and 7 .

## CHAPTER 1

## A review of heights

Heights play a central role in this thesis. On the one hand they are an important technical tool to control the "size" of algebraic numbers, often need to prove finiteness results. On the other hand heights have subtle properties which makes them intrinsically interesting. We dedicate this first chapter to a short review of the absolute Weil height. This particular notation of height will be used often, especially in the first part of the thesis. We present basic functional properties and also some notation which will be freely used in this work. We will then define the height and Mahler measure of polynomials and also present some results. Our main reference is Bombieri and Gubler's book [BG06]. This chapter should be seen mainly as a source of reference for later chapters. There is not the faintest claim that this chapter gives an complete overview of the topic of heights. In chapter 5 we will revisit heights, but from a different point of view.

## 1. The Weil height

Recall that an absolute value $|\cdot|$ on a field $K$ satisfies the triangle inequality $|x+y| \leq$ $|x|+|y|$ for all $x, y \in K$. The absolute value is called ultrametric if it satisfies the ultrametric inequality $|x+y| \leq \max \{|x|,|y|\}$ for all $x, y \in K$.

Let $K$ be a number field with ring of algebraic integers $\mathcal{O}_{K}$. If $I \subset K$ is a fractional ideal, we set $N(I) \in \mathbf{Q}$ to be its norm. We define $M_{K}$ to be the set of absolute values of $K$ such that their restriction to $\mathbf{Q}$ is the usual $p$-adic absolute value or the standard complex absolute value. Elements of $M_{K}$ will be called places of $K$. Let $v \in M_{K}$ extend $w \in M_{\mathbf{Q}}$; we will write $v \mid w$. If $w$ is the standard complex absolute value on $\mathbf{Q}$ then $v$ will be called an infinite place, or $v \mid \infty$ for short. If $w$ is a $p$-adic absolute value then $v$ will be called a finite place, or $v \nmid \infty$ for short. It is well-known that there are one-to-one correspondences between infinite places and embeddings $K \rightarrow \mathbf{C}$ up to complex conjugation on the one hand and between finite places and non-zero prime ideals of $\mathcal{O}_{K}$ on the other hand. We define the local degree $d_{v}=\left[K_{v}: \mathbf{Q}_{w}\right]$ where $K_{v}, \mathbf{Q}_{w}$ are the completions of $K, \mathbf{Q}$ with respect to the absolute values. For integers $n$ it is sometimes useful to define $\delta_{v}(n)=\max \left\{1,|n|_{v}\right\}$.

If $\tau \in K^{*}=K \backslash\{0\}$, then there are at most finitely many $v \in M_{K}$ such that $|\tau| v \neq 1$. We have the product formula (Proposition 1.4.4 [BG06])

$$
\begin{equation*}
\prod_{v \in M_{K}}|\tau|_{v}^{d_{v}}=1 \text { for any } \tau \in K^{*} . \tag{1.1.1}
\end{equation*}
$$

Let $p=\left(p_{1}, \ldots, p_{n}\right) \in K^{n}$, the absolute Weil height of $p$ is defined as

$$
\begin{equation*}
H(p)=\prod_{v \in M_{K}} \max \left\{1,\left|p_{1}\right|_{v}, \ldots,\left|p_{n}\right|_{v}\right\}^{d_{v} /[K: \mathbf{Q}]} \tag{1.1.2}
\end{equation*}
$$

This definition is independent of the field $K$ containing the $p_{i}$ ([ $\left.\mathbf{B G 0 6}\right]$ Lemma 1.5.2 page 15) and the height function is thus defined on $\overline{\mathbf{Q}}^{n}$, for $\overline{\mathbf{Q}}$ the algebraic closure of $\mathbf{Q}$. For the reader's convenience we review some basic properties of the height function:

Say $\tau \in \overline{\mathbf{Q}}$ has minimal polynomial $a_{d} T^{d}+\cdots+a_{0} \in \mathbf{Q}[T]$ over $\mathbf{Q}$ such that the $a_{i}$ are integers having no common factor and $a_{d} \neq 0$. We can calculate the height of $\tau$ more directly with the formula

$$
\begin{equation*}
H(\tau)^{d}=\left|a_{d}\right| \prod_{i=1}^{d} \max \left\{1,\left|\tau_{i}\right|\right\} \tag{1.1.3}
\end{equation*}
$$

where $\tau_{1}, \ldots, \tau_{d} \in \mathbf{C}$ are the distinct zeros of $P$. The equality (1.1.3) follows from Propositions 1.6.5 and 1.6.6 in [BG06].

Say $p \in \overline{\mathbf{Q}}^{n}$ and $k \in \mathbf{N}$, then

$$
\begin{equation*}
H\left(p^{k}\right)=H(p)^{k} \tag{1.1.4}
\end{equation*}
$$

The proof of (1.1.4) follows directly from the definition (1.1.2). If $\tau \in \overline{\mathbf{Q}}^{*}$ we can say more, in fact for $k \in \mathbf{Z}$ we have

$$
\begin{equation*}
H\left(\tau^{k}\right)=H(\tau)^{|k|} \tag{1.1.5}
\end{equation*}
$$

This equality follows from (1.1.1) and (1.1.4) for negative $k$. If $p \in\left(\overline{\mathbf{Q}}^{*}\right)^{n}$, then in general only $H\left(p^{-1}\right) \leq H(p)^{n}$ holds.

Say $\tau \in \overline{\mathbf{Q}}$, then

$$
H(\tau)=1 \text { if and only if } \tau \text { is a root of unity or zero. }
$$

This is Kronecker's Theorem, for a proof see Theorem 1.5.9 in [BG06].
The height is invariant under multiplication by a root of unity: if $p \in \overline{\mathbf{Q}}^{n}$ and $\zeta$ a root of unity, then $H(\zeta p)=H(p)$.

For $\tau, \mu \in \overline{\mathbf{Q}}$ we may bound

$$
H(\tau \mu) \leq H(\tau) H(\mu)
$$

This inequality follows from $\max \{1,|\tau \mu|\} \leq \max \{1,|\tau|\} \max \{1,|\mu|\}$ for any absolute $|\cdot|$ on a field containing $\tau$ and $\mu$. An analogue bound for sums is

$$
\begin{equation*}
H(\tau+\mu) \leq 2 H(\tau) H(\mu) \tag{1.1.6}
\end{equation*}
$$

for $\tau, \mu \in \overline{\mathbf{Q}}$. Indeed (1.1.6) follows from

$$
\max \{1,|\tau+\mu|\} \leq \delta \max \{1,|\tau|\} \max \{1,|\mu|\}
$$

with $\delta=1$ if $|\cdot|$ satisfies the ultrametric inequality and $\delta=2$ else wise. If $\mu=1$ we have the special case $H(1+\tau) \leq 2 H(\tau)$. In general the factor 2 cannot be omitted in this inequality. But in chapter 2 Lemma 2.4 we will improve 2 to 1.909 ... for non-zero $\tau$ of small height that are not conjugate to $\tau^{-1}$.

If $a \in \mathbf{Z}$ and $b \in \mathbf{N}$ are coprime, then

$$
H(a / b)=\max \{|a|, b\} .
$$

This equality follows from (1.1.3).
Finally Northcott's Theorem says that for $C, D \in \mathbf{R}$, there are at most finitely many $\tau \in \overline{\mathbf{Q}}$ with $H(\tau) \leq C$ and $[\mathbf{Q}(\tau): \mathbf{Q}] \leq D$. For a proof see Theorem 1.6.8 on page 25 in [BG06].

The product formula (1.1.1) enables us to define a height function on the algebraic points of projective space $\mathbf{P}^{n}$ : say $K$ is still a number field and $p=\left[p_{0}: \cdots: p_{n}\right] \in \mathbf{P}^{n}(\overline{\mathbf{Q}})$ with projective coordinates $p_{i} \in K$, we set

$$
H(p)=\prod_{v \in M_{K}} \max \left\{\left|p_{0}\right|_{v}, \ldots,\left|p_{n}\right|_{v}\right\}^{d_{v} /[K: \mathbf{Q}]} .
$$

Because of (1.1.1), another choice of algebraic projective coordinates for $p$ leads to the same height value. The product formula also implies $H(p) \geq 1$.

If $p \in \overline{\mathbf{Q}}^{n}$, then $H(p)$ is often called the affine height and if $p \in \mathbf{P}^{n}(\overline{\mathbf{Q}})$, then $H(p)$ is called the projective height.

For notational purposes it is sometimes useful to take the logarithm. We define the absolute logarithmic Weil height $h(p)=\log H(p)$ for $p \in \overline{\mathbf{Q}}^{n}$ or $p \in \mathbf{P}^{n}(\overline{\mathbf{Q}})$.

If $p=\left(p_{1}, \ldots, p_{n}\right) \in \overline{\mathbf{Q}}^{n}$, then we have the useful estimates $h(p) \leq h\left(p_{1}\right)+\cdots+h\left(p_{n}\right)$ and $\max \left\{h\left(p_{1}\right), \ldots, h\left(p_{n}\right)\right\} \leq h(p)$ which follow from local considerations.

## 2. Height and Mahler measure of a polynomial

Keeping track of bounds of the size of a polynomial in integer coefficients is important in transcendence theory when for example constructing auxiliary functions. "Size" could mean for example the maximum of the absolute values of the coefficients or the sum over these values. Of course more intricate definitions which anticipate a common divisor of the coefficients or which work if the coefficients are in a number fields are possible.

Let $K$ be any field with an absolute value $|\cdot|$. If $f \in K\left[X_{1}, \ldots, X_{n}\right]$ is a polynomial with coefficients $f_{i_{1} \ldots i_{n}} \in K$, then we set

$$
|f|=\max _{i_{1}, \ldots, i_{n}}\left\{\left|f_{i_{1} \ldots i_{n}}\right|\right\} .
$$

If $|\cdot|$ satisfies the ultrametric inequality and $g \in K\left[X_{1}, \ldots, X_{n}\right]$, then by Gauss's Lemma we have $|f g|=|f||g|$. In general equality does not hold if $|\cdot|$ does not satisfy the ultrametric inequality.

Assume now that $K$ is a number field and that $f \in K\left[X_{1}, \ldots, X_{n}\right]$ is non-zero. Then we define the height of $f$ as

$$
h_{p}(f)=\frac{1}{[K: \mathbf{Q}]} \sum_{v \in M_{K}} d_{v} \log |f|_{v} .
$$

Therefore the height of $f$ is just the logarithmic absolute Weil height of the point in $\mathbf{P}^{n}(\overline{\mathbf{Q}})$ whose projective coordinates are just the non-zero coefficients of $f$. By (1.1.1)
and if $\lambda \in \overline{\mathbf{Q}}^{*}$ then $h_{p}(\lambda f)=h_{p}(f)$. We use the subscript $p$ to distinguish $h_{p}(\cdot)$ from $h(\cdot)$ as there is danger of ambiguity if the polynomial in question is constant.

Let $f \in \mathbf{C}\left[X_{1}^{ \pm 1}, \ldots, X_{n}^{ \pm 1}\right] \backslash\{0\}$ and say $|\cdot|$ is now the complex absolute value. The logarithmic Mahler measure of $f$ is given by

$$
\begin{equation*}
m(f)=\int_{0}^{1} \cdots \int_{0}^{1} \log \left|f\left(e^{2 \pi i t_{1}}, \ldots, e^{2 \pi i t_{n}}\right)\right| d t_{1} \cdots d t_{n} \tag{1.2.1}
\end{equation*}
$$

It is not immediately clear that this integral converges, as the absolute value in the logarithm may vanish. For a proof of the existence of $m(f)$ we refer to Lemma 2 page 223 in $[\mathbf{S c h} 00]$. We also define $M(f)=\exp m(f)$ and $M(0)=0$. A direct and nice consequence of (1.2.1) is the that $M(f g)=M(f) M(g)$ for any $f, g \in \mathbf{C}\left[X_{1}^{ \pm 1}, \ldots, X_{n}^{ \pm 1}\right]$. The Mahler measure $M(f)$ can be bounded above and below by positive multiples of $|f|$. These factors depend only on the partial degrees of $f$.

If $f \in \mathbf{C}[X]$ is a polynomial in one variable with $f=a_{d}\left(X-\alpha_{1}\right) \cdots\left(X-\alpha_{d}\right)$ and $\alpha_{i} \in \mathbf{C}$, then by Jensen's formula we have

$$
\begin{equation*}
M(f)=\left|a_{d}\right| \max \left\{1,\left|\alpha_{1}\right|\right\} \cdots \max \left\{1,\left|\alpha_{d}\right|\right\} . \tag{1.2.2}
\end{equation*}
$$

Let $\tau \in \overline{\mathbf{Q}}$ have minimal polynomial $f \in \mathbf{Q}[X]$ with coprime integer coefficients, then by (1.1.3) and (1.2.2) we have

$$
\begin{equation*}
h(\tau)=\frac{1}{\operatorname{deg}(f)} m(f) . \tag{1.2.3}
\end{equation*}
$$

Hence heights and Mahler measures of integer polynomials are closed related.
In general it is non-trivial to calculate the exact value of the Mahler measure of a polynomial in more than one variable. Smyth's work [Smy81] contains some explicit evaluations. For example he calculates the Mahler measure of the two variable polynomial $X+Y-1$ in terms of an $L$-function. We will see more of this number in chapter 3.

Even numerically approximating the integral in (1.2.1) can be tricky because of the possible singularities in the integrand. In [Boy98] Boyd proposed an effective method for calculating $M(f)$ up to arbitrary precision avoiding the approximation of an integral. But he states that his method is impractical from a computational point of view if $f$ has more than one variable. Nevertheless Boyd's general approach has an important theoretical consequence. The finite dimensional C-vector space of polynomials in $\mathbf{C}\left[X_{1}, \ldots, X_{n}\right]$ of degree bounded by some parameter carries a natural topology induced by the topology on $\mathbf{C}$. Boyd shows that for polynomials of bounded degree $M(f)$ is a continuous function of $f$. In the one-variable case this is a classical result going back to Mahler.

In chapter 3 we will define a family of complex polynomials depending on a real parameter and study the function which maps this real parameter to the Mahler measure of the corresponding polynomial. More precisely, we show a uniform bound on the variation of this function. Unfortunately Boyd or Mahler's results on continuity do not suffice in our situation.

We present two results on bounds for Mahler measures from Schinzel's book [Sch00] which will be used in chapter 3 .

We begin with an upper bound for the Mahler measure of a complex polynomial $f$ in terms of the hermitian norm of the coefficient vector of $P$. Concretely, if $P=$ $f_{d} X^{d}+\cdots+f_{0}$ with $f_{i} \in \mathbf{C}$, then we set $|f|_{2}=\left(\left|f_{0}\right|^{2}+\cdots+\left|f_{d}\right|^{2}\right)^{1 / 2}$.

Theorem 1.1 (Gonçalvez). Let $f=f_{d} X^{d}+\cdots+f_{0} \in \mathbf{C}[X]$ with $f_{0} f_{d} \neq 0$. Then

$$
M(f)^{2}+\left|f_{0} f_{d}\right|^{2} M(f)^{-2} \leq|f|_{2}
$$

with equality if and only if $f(X) \bar{f}\left(X^{-1}\right)$ has just three non-zero coefficients.
Proof. This theorem is a special case of Theorem 40 in [Sch00].
The second result needed in chapter 3 is a lower bound for the Mahler measure of polynomials defined over certain number fields. We need a few definitions first.

Let $f \in \mathbf{C}[X] \backslash\{0\}$, then $f$ is called self-inverse if there exists $\lambda \in \mathbf{C}^{*}$ with $X^{\operatorname{deg} f} f\left(X^{-1}\right)=\lambda \bar{f}(X)$.

Say now $f \in K[X]$ where $K$ is a number field. The content of $f$, denoted by cont $(f)$, is the fractional ideal in $K$ generated by the coefficients of $f$. For example if $f$ has coefficients in $\mathcal{O}_{K}$, then cont $(f)$ is an ideal in $\mathcal{O}_{K}$.

We call a number field $K$ Kroneckerian if $K$ is a either totally real or a totally complex quadratic extension of a totally real number field.

We may now state Schinzel's Theorem.
Theorem 1.2 (Schinzel). Let $K$ be a Kroneckerian field and $f \in K[X] \backslash\{0\}$ not self-inverse with $f(0) \neq 0$. Then

$$
\begin{equation*}
\prod_{\sigma} M(\sigma(f)) \geq\left(\frac{1+\sqrt{5}}{2}\right)^{[K: \mathbf{Q}] / 2} N(\operatorname{cont}(f)) \tag{1.2.4}
\end{equation*}
$$

where the product runs over all embeddings $\sigma: K \rightarrow \mathbf{C}$.
Proof. This result is a special case of Theorem 72 in [Sch00]. Schinzel proves this theorem for Laurent polynomials in any number of variables.

The upper bound in Theorem 1.1 and the lower bound in 1.2 are so sharp that we will use them to deduce irreducibility results for certain trinomials arising in chapter 3.

We note that Theorem 1.2 in the case $K=\mathbf{Q}$ implies a lower bound as in Smyth's paper [Smy71] with a slightly worse constant. The important aspect of Schinzel's Theorem is the exponent $[K: \mathbf{Q}]$ in (1.2.4).

## CHAPTER 2

## Multiplicative dependence and isolation I

In [CZ00] Cohen and Zannier proved that if $x$ is algebraic with $x$ and $1-x$ multiplicatively dependent, then $\max \{H(x), H(1-x)\} \leq 2$; here $H(\cdot)$ is the absolute Weil height. This bound is sharp because of the exceptional values $x=-1,1 / 2,2$. Cohen and Zannier then used Bilu's Equidistribution Theorem [Bil97] to prove an isolation result: they showed that there exists $\epsilon>0$ such that if $x$ is as before but not one of the three exceptional values, then $\max \{H(x), H(1-x)\} \leq 2-\epsilon$. In this chapter we give a concise proof of a slight strengthening of the height bound given in [CZ00]. We also work out an explicit $\epsilon$. Finally we show that there exists a sequence $x_{n}$ with $x_{n}$ and $1-x_{n}$ multiplicatively dependent and such that the height of $x_{n}$ converges to the Mahler measure of the polynomial $X+Y-1$.

The contents of this chapter will appear in the Proceedings of the Pisa research program "Diophantine Geometry" [Hab07].

## 1. Height bounds for dependent solutions of $x+y=1$

Two elements $x, y$ of a field are called multiplicatively dependent if $x y \neq 0$ and if there exist $r, s \in \mathbf{Z}$ not both zero such that $x^{r} y^{s}=1$.

We define $\mathcal{M}$ to be the set of complex $x$ such that $x$ and $1-x$ are multiplicatively dependent. Clearly the elements of $\mathcal{M}$ are algebraic. If $\zeta \neq 1$ is a root of unity, then $\zeta$ and $1-\zeta$ are multiplicatively dependent and so $\zeta \in \mathcal{M}$. Thus $\mathcal{M}$ is infinite, a result which was made quantitative by Masser in Theorem 2 of [Mas07]. If $y$ is also algebraic then $H(x, y)$ denotes the affine absolute non-logarithmic Weil height, which was defined in chapter 1. This height function corresponds to the compactification of the algebraic torus $\mathbf{G}_{m}^{2} \hookrightarrow \mathbf{P}^{2}$. We have:

Theorem 2.1. Let $x \in \mathcal{M}$, then $H(x, 1-x) \leq 2$ with equality if and only if $x \in$ $\{-1,1 / 2,2\}$.

Theorem 2.1 implies Theorem 1 of $[\mathbf{C Z 0 0}]$ since $\max \{H(x), H(y)\} \leq H(x, y)$ for algebraic $x$ and $y$. We choose the particular height function $H(x, 1-x)$ because it is invariant under the maps $x \mapsto 1-x$ and $x \mapsto x^{-1}$. Incidentally $\mathcal{M}$ is stable under these two maps. Our method of proof for Theorem 2.1 exploits this fact and relies on elementary local estimates combined with the product formula. The proof of Theorem 2.1 is a warm up for proof of Theorem 4.1 which gives a height bound for dependent $x$, $y$ with $x+y=\alpha$.

Theorem 2.1 makes explicit a special case of

THEOREM ([BMZ99] page 1120). Let $\mathcal{C}$ be a closed absolutely irreducible curve in $\mathbf{G}_{m}^{n}, n \geq 2$, defined over $\overline{\mathbf{Q}}$ and not contained in a translate of a proper subtorus of $\mathbf{G}_{m}^{n}$.

Then the algebraic points of $\mathcal{C}$ which lie in the union of all proper algebraic subgroups of $\mathbf{G}_{m}^{n}$ form a set of bounded Weil height.

Indeed $x+y=1$ defines a line $\mathcal{C}$ in $\mathbf{G}_{m}^{2}$ which is not contained in a translate of a proper subtorus. And any proper algebraic subgroup of $\mathbf{G}_{m}^{2}$ is contained in some set defined by $x^{r} y^{s}=1$. Finally the Weil height used in [BMZ99] was the expression $H(x) H(y) \geq H(x, y)$.

To prove the isolation result with explicit $\epsilon$ mentioned above we apply a result of Mignotte from [Mig89] on the angular distribution of conjugates of an algebraic number of small height and big degree. Actually, large degree is guaranteed by a theorem of Smyth [Smy71] on lower bounds for heights of non-reciprocal algebraic numbers.

Theorem 2.2. If $x \in \mathcal{M} \backslash\{-1,1 / 2,2\}$ then $H(x, 1-x)<1.915$.
The element of $\mathcal{M} \backslash\{-1,1 / 2,2\}$ of largest height known to the author is $1-\zeta_{3}$ where $\zeta_{3}$ is a primitive 3 rd root of unity. In fact $H\left(1-\zeta_{3}\right)=\sqrt{3}$. It would be interesting to know if $\sqrt{3}$ is already the second to largest height value obtained on $\mathcal{M}$. In chapter 3 we will develop an algorithm to decide this question.

If $\zeta \neq 1$ is a root of unity, then $1-\zeta \in \mathcal{M}$. As the degree of $\zeta$ goes to infinity we can use Bilu's Equidistribution Theorem (Theorem 1.1, $[$ Bil97]) to show that $H(1-\zeta, \zeta)=$ $H(1-\zeta)$ converges to

$$
\begin{equation*}
\exp \int_{-1 / 3}^{1 / 3} \log |1+\exp (2 \pi i t)| d t=1.381356 \ldots, \tag{2.1.1}
\end{equation*}
$$

Let $f$ be a polynomial in $n$ variables with complex coefficients, the Mahler measure $M(f)$ of $f$ was defined in chapter 1 (1.2.1). Smyth ([Smy81]) calculated the Mahler measure of the polynomial $X+Y-1$ as

$$
\begin{equation*}
M(X+Y-1)=\exp \left(\frac{3 \sqrt{3}}{4 \pi} \sum_{k \geq 1}\left(\frac{k}{3}\right) \frac{1}{k^{2}}\right), \tag{2.1.2}
\end{equation*}
$$

here (:) is the Legendre symbol. By Jensen's formula the Mahler measure in (2.1.2) is equal to the integral (2.1.1). We immediately obtain:

Proposition 2.1. There exists a sequence $x_{n} \in \mathcal{M}$ with $\lim _{n \rightarrow \infty}\left[\mathbf{Q}\left(x_{n}\right): \mathbf{Q}\right]=\infty$ such that $\lim _{n \rightarrow \infty} H\left(x_{n}, 1-x_{n}\right)=M(X+Y-1)$.

In chapter 3 we will prove a much stronger result. In fact $H\left(x_{n}, 1-x_{n}\right)$ converges to $M(X+Y-1)$ for any sequence $x_{n} \in \mathcal{M}$ such that $\left[\mathbf{Q}\left(x_{n}\right): \mathbf{Q}\right]$ goes to infinity.

## 2. Proof of Theorem 2.1

We prove Theorem 2.1 via an elementary estimate which holds for any field $K$ with any absolute value $|\cdot|: K \rightarrow \mathbf{R}$.

Lemma 2.1. Let $x \in K \backslash\{0,1\}, r, t \in \mathbf{Z}$ with $0 \neq t \geq r \geq 0$ and $x^{r}=(1-x)^{t}$. We have

$$
\begin{equation*}
|1-x|^{-1} \max \{1,|x|\} \leq \delta \tag{2.2.1}
\end{equation*}
$$

where $\delta=1$ if $|\cdot|$ is ultrametric and $\delta=2$ otherwise. Furthermore, equality in (2.2.1) implies $\delta=1$ or $r=0$ or $r=t$.

Proof. Let $q$ denote the left-hand side of (2.2.1).
First let us assume

$$
\begin{equation*}
|x|<\delta^{-1} \text { or }|x|>\delta \tag{2.2.2}
\end{equation*}
$$

If $\delta=1$, then $|x| \neq 1$, so $|1-x|=\max \{1,|x|\}$, hence $q=1$. If $\delta=2$ we use the triangle inequality to bound

$$
|1-x| \geq \begin{cases}|x|-1>|x| \delta^{-1} & : \\ \text { if }|x|>\delta \\ 1-|x|>\delta^{-1} & : \\ \text { if }|x|<\delta^{-1}\end{cases}
$$

which implies $q<\delta$. So in the case (2.2.2) we have $q \leq \delta$ and furthermore $q=\delta$ can only hold if $\delta=1$.

Now let us assume $\delta^{-1} \leq|x| \leq \delta$. If $|x|<1$, then $q=|1-x|^{-1}=|x|^{-r / t} \leq \delta^{r / t} \leq \delta$, and if $|x| \geq 1$, then $q=|x| /|1-x|=|x|^{1-r / t} \leq \delta^{1-r / t} \leq \delta$. It is clear that if we have the equalities $q=\delta=2$, then $r=0$ or $r=t$.

We will see more arguments in this style in chapter 4.
Lemma 2.2. If $\zeta \neq 1$ is a root of unity, then $H(1+\zeta) \leq \sqrt{2 \sqrt{3}}=1.8612 \ldots$
Proof. Let $K$ be a number field of degree $d$ containing $\zeta$. We multiply the product formula $\prod_{v \in M_{K}}|1-\zeta|_{v}^{d_{v}}=1$ with the definition of the height and note that $\zeta$ is an algebraic integer to get

$$
H(1+\zeta)^{d} \leq \min \left\{\prod_{v \mid \infty} \max \left\{1,|1+\zeta|_{v}\right\}^{d_{v}}, \prod_{v \mid \infty} \max \left\{|1-\zeta|_{v},\left|1-\zeta^{2}\right|_{v}\right\}^{d_{v}}\right\} .
$$

Let $\Delta_{1}$ be the set of infinite places $v$ with $|1-\zeta|_{v} \geq 1$, let $\Delta_{2}$ be all other infinite places. Recall that infinite places correspond to embeddings of $K$ into $\mathbf{C}$ up to conjugation. If $v \in \Delta_{1}$, then elementary geometry gives $|1+\zeta|_{v} \leq \sqrt{3}$; with the right-hand side replaced by 2 if we allow $v \in \Delta_{2}$. Similarly if $v \in \Delta_{2}$, then $\max \left\{|1-\zeta|_{v},\left|1-\zeta^{2}\right|_{v}\right\} \leq \sqrt{3}$; and if $\sqrt{3}$ is replaced by 2 , then the inequality holds for $v \in \Delta_{1}$. We define $\delta_{i}=\sum_{v \in \Delta_{i}} d_{v} / d$, then $\delta_{1}+\delta_{2}=1$ and so

$$
H(1+\zeta) \leq \min \left\{\sqrt{3}^{\delta_{1}} 2^{\delta_{2}}, 2^{\delta_{1}} \sqrt{3}^{\delta_{2}}\right\}=\sqrt{3}\left(2 \sqrt{3}^{-1}\right)^{\min \left\{\delta_{1}, 1-\delta_{1}\right\}} \leq \sqrt{2 \sqrt{3}} .
$$

We note that $\frac{1}{2} \log (2 \sqrt{3})$ is an improvement of the trivial bound $h(1+\zeta) \leq \log 2$ which holds for any root of unity $\zeta$. In the proof of Theorem 2.1 we need only a weak form of Lemma 2.2, namely the fact that $H(1+\zeta)<2$ is $\zeta \neq 1$ is a root of unity.

Lemma 2.3. Let $x^{\prime} \in \mathcal{M}$, then there exist $x \in \mathcal{M}$ and $r, t \in \mathbf{Z}$ with $0 \neq t \geq 2 r \geq 0$ such that $x^{r}=(1-x)^{t}$ and $h\left(x^{\prime}, 1-x^{\prime}\right)=h(x)$. Furthermore, if $x^{\prime} \notin\{-1,1 / 2,2\}$ then we can choose $x$ such that $x \notin\{-1,1 / 2,2\}$.

Proof. The lemma is simple if $x^{\prime}$ is a primitive 6 th root of unity, for then $1-x^{\prime}$ is also a 6th root of unity and we may take $x=x^{\prime}, t=6$, and $r=0$. Hence it suffices to show the lemma for $x^{\prime} \in \mathcal{M}_{0}$ with $\mathcal{M}_{0}=\mathcal{M} \backslash\left\{e^{ \pm 2 \pi i / 6}\right\}$. For any such $x^{\prime}$ there exists a unique $\lambda\left(x^{\prime}\right)=[r: t] \in \mathbf{P}^{1}(\mathbf{Q})$ with $r$ and $t$ coprime integers such that $x^{\prime r}\left(1-x^{\prime}\right)^{-t}$ is a root of unity. The maps $\phi_{1}(x)=1 / x$ and $\phi_{2}(x)=1-x$ are automorphisms of $\mathcal{M}_{0}$ and generate the symmetric group $S_{3}$. Thus we get an action of $S_{3}$ on $\mathcal{M}_{0}$ which also leaves $\{-1,1 / 2,2\}$ invariant. By the product formula the height $h(x, 1-x)$ is also invariant under this action. We check that if $\lambda(x)=[r: t]$, then $\lambda\left(\phi_{1}(x)\right)=[t-r: t]$ and $\lambda\left(\phi_{2}(x)\right)=[t: r]$. We get an action of $S_{3}$ on $\mathbf{P}^{1}(\mathbf{R})$. Furthermore, any element of $\mathbf{P}^{1}(\mathbf{R})$ lies in the orbit of some element of $\{[1: s] ; s \geq 2\} \cup\{[0: 1]\}$. The lemma follows since if $x^{r}(1-x)^{-t}$ is a root of unity with $t \geq 2 r \geq 0$, then $h(x, 1-x)=h(x)$.

Proof of Theorem 2.1: Because of Lemma 2.3 it suffices to show that if $x \in \overline{\mathbf{Q}} \backslash\{0,1\}$ with $x \neq-1,1 / 2,2$ and $x^{r}=(1-x)^{t}$ for integers $0 \neq t \geq 2 r \geq 0$, then $h(x)<\log 2$.

If $r=0$, then $x=1+\zeta$ for some root of unity $\zeta \neq \pm 1$. In this case the theorem follows from Lemma 2.2.

Let us assume $r>0$. We fix a number field $K$ that contains $x$ and apply the product formula (1.1.1) to $1-x$ to deduce

$$
[K: \mathbf{Q}] h(x)=\sum_{v} d_{v} \log \max \left\{1,|x|_{v}\right\}=\sum_{v} d_{v} \log \frac{\max \left\{1,|x|_{v}\right\}}{|1-x|_{v}}
$$

where $d_{v}$ are the local degrees from chapter 1 . Since $0<r<t$ we apply Lemma 2.1 to the local terms in the equality above to see that $[K: \mathbf{Q}] h(x)<\sum_{v \text { infinite }}\left[K_{v}: \mathbf{Q}_{v}\right] \log 2$. This inequality completes the proof since the sum is just $[K: \mathbf{Q}] \log 2$.

## 3. Proof of Theorem 2.2

A non-zero algebraic number $\alpha$ is called reciprocal if $\alpha$ and $\alpha^{-1}$ are conjugated. We apply Mignotte's equidistribution result and Smyth's Theorem ([Smy71]) on lower bounds for heights of non-reciprocal algebraic integers to deduce the following lemma.

LEMMA 2.4. Let $\alpha \in \overline{\mathbf{Q}}^{*}$ be non-reciprocal with $h(\alpha) \leq \frac{\log 2}{3 \cdot 10^{5}}$, then $h(1+\alpha) \leq$ $0.933 \cdot \log 2+h(\alpha)$.

Proof. Let $\alpha$ be as in the hypothesis and $d=[\mathbf{Q}(\alpha): \mathbf{Q}]$, furthermore let $\theta_{0}>1$ be the unique real that satisfies $\theta_{0}^{3}-\theta_{0}-1=0$. If $\alpha$ is an algebraic integer, then $d h(\alpha) \geq \log \theta_{0}$ by Smyth's Theorem ([Smy71]). The upper bound for $h(\alpha)$ implies

$$
\begin{equation*}
d \geq 121700 \tag{2.3.1}
\end{equation*}
$$

On the other hand, if $\alpha$ is not an algebraic integer, then it is well-known that $d h(\alpha) \geq$ $\log 2$. Thus (2.3.1) holds in any case.

We split $\mathbf{C}^{*}$ up into three sectors

$$
C_{k}=\left\{r \cdot \exp (i \phi) ; r>0 \text { and } \frac{2 \pi}{3}(k-1) \leq \phi<\frac{2 \pi}{3} k\right\} \text { for } 1 \leq k \leq 3
$$

and define the function

$$
m(z)=\frac{\max \{1,|z+1|\}}{\max \{1,|z|\}}=\frac{\max \left\{1,\left(r^{2}+2 r \cos \phi+1\right)^{1 / 2}\right\}}{\max \{1, r\}}
$$

for $z=r \cdot \exp (i \phi)$ with $r>0$ and $\phi \in \mathbf{R}$. Hence

$$
m(z)^{2} \leq\left\{\begin{array}{lllr}
\frac{\max \left\{1, r^{2}+2 r+1\right\}}{\max \left\{1, r^{2}\right\}} & : & \text { if } & -2 \pi / 3 \leq \phi \leq 2 \pi / 3 \\
\frac{\max \left\{1, r^{2}-r+1\right\}}{\max \left\{1, r^{2}\right\}} & : & \text { if } & 2 \pi / 3 \leq \phi \leq 4 \pi / 3
\end{array}\right.
$$

Elementary calculus now leads to

$$
\begin{equation*}
\left.m\right|_{C_{1} \cup C_{3}} \leq 2 \text { and }\left.m\right|_{C_{2}} \leq 1 . \tag{2.3.2}
\end{equation*}
$$

We fix an embedding of $\overline{\mathbf{Q}}$ into $\mathbf{C}$. Let $\alpha_{1} \ldots, \alpha_{d} \in \mathbf{C}^{*}$ be the conjugates of $\alpha$. We set $N_{k}=\left|\left\{i ; \alpha_{i} \in C_{k}\right\}\right|$ for $1 \leq k \leq 3$. For any finite place $v$ of $\mathbf{Q}(\alpha)$ we have $\max \left\{1,|1+\alpha|_{v}\right\}=\max \left\{1,|\alpha|_{v}\right\}$ by the ultrametric inequality. Since the infinite places of $\mathbf{Q}(\alpha)$ taken with multiplicities correspond to embeddings of $\mathbf{Q}(\alpha)$ into $\mathbf{C}$ and because of (2.3.2) we have

$$
\begin{equation*}
d(h(1+\alpha)-h(\alpha))=\sum_{i=1}^{d} \log m\left(\alpha_{i}\right) \leq\left(N_{1}+N_{3}\right) \log 2 . \tag{2.3.3}
\end{equation*}
$$

We set $\epsilon=\left(\frac{9}{2} c^{2}\left(\frac{\log (2 d+1)}{d}+h(\alpha)\right)\right)^{1 / 3}$ with $c=2.62$. Since $\frac{\log (2 d+1)}{d}$ is decreasing considered as function of $d \geq 1$, we use (2.3.1) and our hypothesis on $h(\alpha)$ to conclude $\epsilon<0.1477$. We apply Mignotte's Theorem (ii) ([Mig89], page 83) to the minimal polynomial of $\alpha$ and to the closure of our sectors $C_{k}$ to bound

$$
\begin{equation*}
\frac{N_{k}}{d} \leq \frac{1}{3}+2.823\left(\frac{\log (2 d+1)}{d}+h(\alpha)\right)^{1 / 3} . \tag{2.3.4}
\end{equation*}
$$

Our hypothesis on $h(\alpha)$ and (2.3.1) together with (2.3.4) imply $\frac{N_{k}}{d}<0.4662$. This last bound applied to (2.3.3) concludes the proof.

We note that the trivial bound $h(1+\alpha) \leq \log 2+h(\alpha)$ holds for all algebraic $\alpha$. Thus Lemma 2.4 gives a slight improvement for non-reciprocal $\alpha$ of small height. Instead of Smyth's lower bound for heights we could have used the lower bound by Dobrowolski which holds for any non-zero algebraic number not a root of unity. This approach leads to slightly worse numerical constants. By taking sectors with smaller angles in the proof of Lemma 2.4 the constant $0.933 \cdot \log 2$ can be replaced by any real number strictly greater than the logarithm of the number (2.1.1) if the height of $\alpha$ is sufficiently small but positive. But the bound given in Lemma 2.4 is apt for our application.

In $[\mathbf{C Z O 0}]$ Cohen and Zannier introduced a function $S:(1, \infty) \rightarrow \mathbf{R}$ relevant to our problem. We briefly recall its definition. Say $\lambda>1$ and let $\xi, \tilde{\xi}>1$ be the unique reals such that $\xi^{\lambda}=\xi+1$ and $\tilde{\xi}^{\lambda /(\lambda-1)}=\tilde{\xi}+1$, then

$$
S(\lambda)=\frac{\log (\xi+1) \log (\tilde{\xi}+1)}{\log (\xi+1)+\log (\tilde{\xi}+1)}
$$

Lemma 1 of $[\mathbf{C Z 0 0}]$ implies $S<\log 2$, furthermore if $x^{r}=(1-x)^{t}$ for integers $t>r>0$, then $h(x) \leq S(t / r)$. The proof of said lemma also shows that $S$ increases on $[2, \infty)$.
Proof of Theorem 2.2: Because of Lemma 2.3 it suffices to show that if $x \in \mathbf{Q} \backslash\{0,1\}$, $x \neq-1,1 / 2,2$ and $x^{r}=(1-x)^{t}$ for integers $0 \neq t \geq 2 r \geq 0$, then $h(x)<\log 1.915$. If $r=0$, then $x=1+\zeta$ for a root of unity $\zeta \neq 1$. Lemma 2.2 implies $h(x) \leq \frac{1}{2} \log (2 \sqrt{3})<$ $\log 1.915$. We now assume $r>0$ and define $\lambda=t / r \geq 2$.

If $\lambda<3 \cdot 10^{5}$, then we have $h(x) \leq S\left(3 \cdot 10^{5}\right)$ by the properties of $S(\cdot)$. A calculation shows that the right-hand side of the last inequality is strictly less then $\log 1.915$.

Finally we assume $\lambda \geq 3 \cdot 10^{5}$. Then $h(1-x)=\lambda^{-1} h(x) \leq \frac{\log 2}{3 \cdot 10^{5}}$ by Theorem 2.1. Let $\alpha=x-1$, we have

$$
\begin{equation*}
(-1)^{t} \alpha^{t}=(1+\alpha)^{r} . \tag{2.3.5}
\end{equation*}
$$

Let us assume first that $\alpha$ and $\alpha^{-1}$ are not conjugated, then $h(x) \leq 0.933 \cdot \log 2+\frac{\log 2}{3 \cdot 10^{5}}<$ $\log 1.915$ by Lemma 2.4. If $\alpha$ and $\alpha^{-1}$ are conjugated, then equality (2.3.5) must hold with $\alpha$ replaced by $\alpha^{-1}$. Hence $1=\alpha^{2 t}\left(1+\alpha^{-1}\right)^{2 r}$, or $1=x^{2 r}(1-x)^{2(t-r)}$ in terms of $x$. Since $r \neq 0$ and $r \neq 2 t$ this new dependency relation between $x$ and $1-x$ is independent of the original relation $1=x^{r}(1-x)^{-t}$. We conclude that $x$ is a root of unity and so $h(x)=0$.

## CHAPTER 3

## Multiplicative dependence and isolation II

In this chapter we continue the study of multiplicatively dependent solutions $x, y$ of the equation $x+y=1$. We recall that $\mathcal{M}$ is the set of $x \in \overline{\mathbf{Q}} \backslash\{0,1\}$ such that $x$ and $1-x$ are multiplicatively dependent. It was first proved by Cohen and Zannier in [CZOO] that if $x \in \mathcal{M}$, then $\max \{h(x), h(1-x)\} \leq \log 2$ with equality if and only if $x \in\{-1,1 / 2,2\}$. Furthermore, they showed that $\log 2$ is an isolated point in the range of this particular height function restricted to $\mathcal{M}$. In chapter 2 we worked with the possibly larger height $h(x, 1-x)$ and also got $\log 2$ as an upper bound. We also showed that if $x \in \mathcal{M} \backslash\{-1,1 / 2,2\}$, then $h(x, 1-x) \leq \log 1.915$, thus making Cohen and Zannier's isolation result explicit. It is thus natural to ask for the exact value of the greatest limit point of the height. We will answer this question and even determine all limit points.

## 1. Introduction

Let

$$
S_{0}=m(X+Y-1)=0.3230659472194505140936 \ldots
$$

where $m(\cdot)$ is the logarithmic Mahler measure of a polynomial in complex coefficients, see (1.2.1). One may interpret $S_{0}$ as the logarithmic height of the curve defined by $X+Y=1$ in $\mathbf{G}_{m}^{2}$. In [Smy81] Smyth expressed $S_{0}$ in terms of the value of the $L$ function associated to $\chi$, the (unique) non-trivial character of conductor 3 , at $s=2$, cf. chapter 2 equation (2.1.2).

In this chapter we prove that the set of height values

$$
\Sigma=\{h(x, 1-x) ; x \in \mathcal{M}\}
$$

has exactly one limit point equal to $S_{0}$. It follows that all points in $\Sigma$ with at most one exception are isolated. We cannot discard of this one exception because we cannot exclude that $S_{0}$ is itself a height value. In fact it seems to be already unknown if $S_{0}$ is the logarithm of an algebraic number or not.

We now state the Limit Point Theorem:
Theorem 3.1. Let $\epsilon>0$ there is $c(\epsilon)$ depending only on $\epsilon$ such that if $x \in \mathcal{M}$ and $D=[\mathbf{Q}(x): \mathbf{Q}]$ then

$$
\left|h(x, 1-x)-S_{0}\right| \leq \frac{c(\epsilon)}{D} e^{(\epsilon+\log 2) \frac{\log D}{\log \log 3 D}} .
$$

The constant $c(\epsilon)$ in Theorem 3.1 is effective, see Proposition 3.1 for an explicit bound of $\left|h(x, 1-x)-S_{0}\right|$.

Of course the theorem implies the boundedness of $h(x, 1-x)$ for $x \in \mathcal{M}$, but it does not give the optimal bound $\log 2$.

We deduce two immediate consequences of the previous theorem and Northcott's Theorem.

Corollary 3.1. Let $x_{n} \in \mathcal{M}$ be a sequence such that each $x_{n}$ occurs only finitely often, then $h\left(x_{n}, 1-x_{n}\right) \rightarrow S_{0}$ as $n \rightarrow \infty$.

Corollary 3.2. The set $\{h(x, 1-x) ; x \in \mathcal{M}\} \backslash\left\{S_{0}\right\} \subset \mathbf{R}$ is discrete.
It seems natural to conjecture that the set $\{h(x, 1-x) ; x \in \mathcal{M}\} \subset \mathbf{R}$ is discrete.
The essential tool used in the proof of the Limit Point Theorem is the following irreducibility result on certain trinomials which may be of independent interest. We recall that a number field is called Kroneckerian if it is either totally real or a totally complex quadratic extension of a totally real number field.

Theorem 3.2. Assume $K$ is a Kroneckerian number field. Let $n \geq m \geq 0$ be coprime integers, $\xi, \zeta$ roots of unity in $K$, and $P=X^{n}+\xi X^{m}+\zeta \in K[X]$. Let $P=A B$ where $A, B \in K[X], A \notin K$, and such that the zeros of $B$ are precisely the roots of unity that are zeros of $P$. Then $\operatorname{deg} B \leq 2$, furthermore $A$ is irreducible in $K[X]$ except if $P=X^{2}+\xi X-\xi^{2}$ and $\sqrt{5} \in K$.

This theorem may be compared with results obtained independently by Ljunggren in [Lju60] and by Tverberg in [Tve60]. They give a complete factorization over $\mathbf{Q}$ of trinomials such as in Theorem 3.2 with $\xi, \zeta \in\{ \pm 1\}$.

A result related to Theorem 3.2 was proved by Schinzel in Corollary 8 ([Sch00] page 417). As in his proof we prove the irreducibility of $A$ by showing that if $g$ is the number of irreducible factors of $A$, then $g<2$. This bound for $g$ follows from comparing upper and lower bounds for the Mahler measure of polynomials with coefficients in $K$. The upper bound is due to Gonçalvez (Theorem 1.1) and the lower bound is Theorem 1.2 showed by Schinzel. Our proof of Theorem 3.2 follows Schinzel's proof of Corollary 8.

Because $X^{2}+\xi X-\xi^{2}=(X-\xi \alpha)(X-\xi \beta)$ for $\alpha=(-1+\sqrt{5}) / 2, \beta=(-1-\sqrt{5}) / 2$, this polynomial is reducible over $\mathbf{Q}(\xi)$ precisely when this field contains $\sqrt{5}$. Furthermore, this situation does occur for a root of unity $\xi$. Indeed since $\mathbf{Q}(\sqrt{5})$ is abelian extension of $\mathbf{Q}$ it is contained in a field generated by a root of unity by the Theorem of KroneckerWeber. Or by an elementary argument: if $\xi$ is a primitive 5 th root of unity, then it is well-known that $\left(\xi-\xi^{2}-\xi^{3}+\xi^{4}\right)^{2}=5$.

For example Theorem 3.2 implies that $X^{2007}+X+1$ is irreducible in $\mathbf{Q}^{\text {ab }}[X]$, where $\mathbf{Q}^{\mathrm{ab}}$ is the maximal abelian extension of $\mathbf{Q}$.

We give a short description of the proof of Theorem 3.1: Theorem 3.2 enables us to express the height of essentially all $x \in \mathcal{M}$ in terms of the average over the Mahler measure of the conjugates of a certain trinomial much like the one in Theorem 3.2. We use Koksma's inequality to compare this average with a 2-dimensional integral which
equals $S_{0}$. Two steps are required to get an explicit bound in Koksma's inequality. First we apply a classical result of Erdös and Turán to show that roots of unity of fixed order are sufficiently well distributed around the unit circle. Second we need a uniform bound for the total variation of a family of functions related to Mahler measures of certain trinomials. The key estimate in bounding the total variation will be Lemma 3.13 which follows from a lengthy calculation.

We remark that it is not completely evident that the set of height values $\Sigma$ is an infinite set. The infinitude of $\Sigma$ can be proved by an argument kindly mentioned to me by Masser and Zannier. In fact if $\zeta$ is a primitive $p$ th root of unity and $\xi$ is a primitive $q$ th root of unity with $p$ and $q$ primes, then $h(1-\zeta)=h(1-\xi)$ if and only if $p=q$. Indeed let us assume $p \neq q$ and $H(1-\zeta)=H(1-\xi)$ where $H(\cdot)=\exp h(\cdot)$. By the definition of the height it is clear that $H(1-\zeta)^{2(p-1)(q-1)}=H(1-\xi)^{2(p-1)(q-1)} \in \mathbf{Q}(\zeta) \cap \mathbf{Q}(\xi)$. These two fields have intersection $\mathbf{Q}$, hence $H(1-\zeta)^{2(p-1)(q-1)}$ is a rational and even an integer. Since any conjugate of $1-\zeta$ generates the unique prime ideal above $p$ in the ring integers of $\mathbf{Q}(\zeta)$ we conclude that $H(1-\zeta)^{2(p-1)(q-1)}$ is a power of $p$. Similarly $H(1-\zeta)^{2(p-1)(q-1)}$ is a power of $q$. An easy calculation shows that $1-\zeta$ is not a root of unity (cf. the remark at the beginning of section 2). So by Kronecker's Theorem $H(1-\zeta)>0$ and we have a contradiction.

On the other hand, carefully calculating the height shows that $h(1+\zeta)<S_{0}<$ $h(1-\zeta)$ if $\zeta$ is a primitive $p$ th root of unity for any prime $p$. We will not show this inequality here. Together with Theorem 3.1 it gives another proof of the fact that $\Sigma$ is infinite. Moreover, we conclude that $h(x, 1-x)$ attains a second, third, etc. maximum respectively minimum as $x$ runs over $\mathcal{M}$. Since Theorem 3.1 is effective, one could use a machine to calculate these values.

In [Zag93] Zagier asked the following question on the set of small height values $h(x)+h(1-x)$ where $x \in \overline{\mathbf{Q}}$ is now unrestricted: does there exist a sequence $c_{1}<$ $c_{2}<\cdots$ such that $h(x)+h(1-x)=c_{i}$ has finitely many algebraic solutions and $h(x)+h(1-x)>\lim \sup c_{i}$ for all other $x \in \overline{\mathbf{Q}}$ ? In this more general setting no answer is known.

The height used by Cohen and Zannier was $\max \{h(x), h(1-x)\}$. With Theorem 3.1 we can determine the limit points of $\Sigma^{\prime}=\{\max \{h(x), h(1-x)\} ; x \in \mathcal{M}\}$ :

Corollary 3.3. The closure of $\Sigma^{\prime} \subset \mathbf{R}$ is equal to the union of $\left[S_{0} / 2, S_{0}\right]$ with a discrete set.

We complete this section by giving a further application to Theorem 3.2. The subset of elements in $\mathcal{M}$ with degree bounded by a parameter is finite by Northcott's Theorem and Theorem 2.1. In [Mas07] Masser proposed the problem of counting elements in $\mathcal{M}$ of bounded degree. More precisely, given a real $D$ and

$$
\mathcal{M}(D)=\{x \in \mathcal{M} ;[\mathbf{Q}(x): \mathbf{Q}] \leq D\}
$$

can one say something about the asymptotic behavior of the cardinality $|\mathcal{M}(D)|$ as $D$ goes to infinity?

Let $\phi$ be Euler's totient function and $D \geq 3$. Masser proved the bounds

$$
\begin{equation*}
c_{0} D^{3}-200 D^{2}(\log D)^{3} \leq|\mathcal{M}(D)| \leq 10^{18} D^{3} \frac{(\log D)^{9}}{(\log \log D)^{6}} \tag{3.1.1}
\end{equation*}
$$

with

$$
c_{0}=\frac{6}{\pi^{2}} \sum_{k=1}^{\infty} \frac{1}{\phi(k)^{2}} .
$$

Masser obtained the lower bound in (3.1.1) by carefully counting zeros of trinomials. The upper bound comes from an explicit "relative Lehmer"-type height lower bound proved by Pontreau in [Pon05]. The intricate definition of $c_{0}$ has some significance: in [Mas07] Masser conjectured

$$
\begin{equation*}
\lim _{D \rightarrow \infty} \frac{|\mathcal{M}(D)|}{D^{3}}=c_{0} . \tag{3.1.2}
\end{equation*}
$$

With the help of Theorem 3.2 we will prove Masser's conjecture by improving the upper bound in (3.1.1). We even give an asymptotic equality.

Theorem 3.3. Let $D \geq 3$, then

$$
\begin{equation*}
c_{0} D^{3}-200 D^{2}(\log D)^{3} \leq|\mathcal{M}(D)| \leq c_{0} D^{3}+1000 D^{2}(\log D)^{3} . \tag{3.1.3}
\end{equation*}
$$

In particular (3.1.2) holds.

## 2. Factorizing trinomials over Kroneckerian fields

Let $S^{1} \subset \mathbf{C}$ be the unit circle around 0 . We will often use the elementary fact that if $x+y=1$ with $x, y \in S^{1}$, then $x$ and $y$ are primitive sixth roots of unity with $x=y^{-1}$. In particular there are only two possibilities for $(x, y)$.

Lemma 3.1. Let $n>m>0$ be integers, $\xi, \zeta \in S^{1}$, and $P=X^{n}+\xi X^{m}+\zeta \in \mathbf{C}[X]$. Then $P$ has only simple zeros. Furthermore, if $z \in \mathbf{C}^{*}$ with $P(z)=\bar{P}\left(z^{-1}\right)=0$, then $z^{n-2 m}=\xi^{2} \zeta^{-1}$.

Proof. We begin by proving the first assertion in the lemma. Let $z$ be a zero of $P$ with multiplicity $>1$. In this case we have $z^{n}+\xi z^{m}=-\zeta$ and $n z^{n}+\xi m z^{m}=0$. We consider the two previous equalities as linear equations in unknowns $z^{n}$ and $z^{m}$. Since $n \neq m$ we can solve for $z^{n}$ and $z^{m}$ :

$$
z^{n}=\frac{m}{n-m} \zeta, \quad z^{m}=-\frac{n}{n-m} \frac{\zeta}{\xi} .
$$

Taking absolute values and setting $\mu=m / n$ gives $\left|z^{n}\right|=\mu /(1-\mu)$ and $\left|z^{m}\right|=1 /(1-\mu)$. Hence $\mu^{\mu}(1-\mu)^{1-\mu}=1$, a contradiction since $0<\mu<1$.

The second part of the assertion is very easy. Let $z \in \mathbf{C}^{*}$ with

$$
\begin{equation*}
z^{n}+\xi z^{m}+\zeta=0 \text { and } z^{-n}+\bar{\xi} z^{-m}+\bar{\zeta}=0 . \tag{3.2.1}
\end{equation*}
$$

So also $z^{n}+\zeta \bar{\xi} z^{n-m}+\zeta=0$. We subtract this equality from the first one in (3.2.1) to see that $z^{n-2 m}=\xi^{2} \zeta^{-1}$.

Proof of Theorem 3.2: If $n=m$ or $m=0$, then the result is immediate as in this case we have $n=1$. So let us also assume $n>m>0$, in particular $P(0) \neq 0$.

Let $P=A B$ be a decomposition as in the statement of Theorem 3.2; we may assume that $A$ and $B$ are monic. Say $B(\eta)=0$, then $\eta$ is a root of unity and $P(\eta)=0$. Hence $-\zeta^{-1} \eta^{n}+\left(-\zeta^{-1} \xi \eta^{m}\right)=1$. We conclude that $-\zeta^{-1} \eta^{n}=x,-\zeta^{-1} \xi \eta^{m}=x^{-1}$ where $x$ is a primitive 6 th root of unity. Since $n$ and $m$ are coprime there exist $a, b \in \mathbf{Z}$ with $a m+b n=1$. Hence $x^{b-a}=(-1)^{a+b} \zeta^{-a-b} \xi^{a} \eta$. Since there are only 2 possibilities for $x$, there are at most 2 such $\eta$. By Lemma 3.1 we conclude $\operatorname{deg} B \leq 2$. The first part of the assertion follows.

Now let $A=A_{1} \cdots A_{g}$ where the $A_{i} \in K[X]$ are irreducible and monic. By hypothesis $A \notin K$, so $g \geq 1$.

We claim that the $A_{i}$ are not self-inverse, i.e. $X^{\operatorname{deg} A_{i}} \overline{A_{i}}\left(X^{-1}\right) A_{i}(X)^{-1}$ is not a constant. Indeed let us assume the contrary. If $A_{i}(z)=0$, then $z \neq 0$ and $P(z)=$ $\bar{P}\left(z^{-1}\right)=0$. By Lemma 3.1 we have $z^{n-2 m}=\xi^{2} \zeta^{-1}$. Since $z$ is not a root of unity we have $n=2 m$, so $n=2$ and $m=1$. Hence $\xi^{2}=\zeta$ and so $P=X^{2}+\xi X+\xi^{2}$. But now all zeros of $P$ are roots of unity, contradicting our assumption $A \notin K$. Therefore none of the $A_{i}$ are self-inverse.

By Gauss's Lemma we have $A_{i} \in \mathcal{O}_{K}[X]$, and since the $A_{i}$ are monic we have $N\left(\operatorname{cont}\left(A_{i}\right)\right)=1$. By Theorem 1.2 we get the lower bound

$$
\prod_{\sigma} M\left(\sigma\left(A_{i}\right)\right) \geq\left(\frac{\sqrt{5}+1}{2}\right)^{[K: \mathbf{Q}] / 2}
$$

where the product runs over all embeddings $\sigma: K \rightarrow \mathbf{C}$ extended to $K[X]$ in the usual manner. The Mahler measure is multiplicative and we have $M(\sigma(B))=1$ by construction, therefore

$$
\begin{equation*}
\prod_{\sigma} M(\sigma(P))=\prod_{i=1}^{g} \prod_{\sigma} M\left(\sigma\left(A_{i}\right)\right) \geq\left(\frac{\sqrt{5}+1}{2}\right)^{g[K: \mathbf{Q}] / 2} . \tag{3.2.2}
\end{equation*}
$$

Let us assume for the moment that $P(X) \bar{P}\left(X^{-1}\right)$ has strictly more than 3 non-zero terms. Let $\sigma: K \rightarrow \mathbf{C}$ be an embedding, we will bound $M(\sigma(P))$ from above. Since $\sigma(P)$ has three coefficients of modulus 1 Theorem 1.1 in chapter 1 implies $M(\sigma(P))<$ $\frac{\sqrt{5}+1}{2}$. If we apply this last inequality to bound the left side of (3.2.2) we conclude $g<2$, hence $A=A_{1}$ is irreducible.

But what if

$$
\begin{aligned}
& P(X) \bar{P}\left(X^{-1}\right) \\
& \quad=\zeta^{-1} X^{n}+\zeta X^{-n}+\xi^{-1} X^{n-m}+\xi X^{m-n}+\xi \zeta^{-1} X^{m}+\xi^{-1} \zeta X^{-m}+3
\end{aligned}
$$

has at most 3 non-zero terms? Since $n>m>0$ are coprime we must have $n=2$, $m=1$, and $\xi^{2}=-\zeta$. Therefore $P=X^{2}+\xi X-\xi^{2}$, and this polynomial has no roots of unity as zeros, so $P=A$. As already pointed out in section 1 the polynomial $A$ is
reducible $K$ if and only if $\sqrt{5} \in K$, but this is just the case we are excluding in the assertion.

## 3. A reduction

We define a norm $\|\cdot\|$ on $\mathbf{R}^{2}$ which will be used in certain places of this chapter. Let $(r, s) \in \mathbf{R}^{2}$, we set

$$
\|(r, s)\|= \begin{cases}|r|+|s| & \text { if } r s \geq 0 \\ \max \{|r|,|s|\} & \text { if } r s<0\end{cases}
$$

The following lemma will be helpful throughout the whole chapter, it is similar to Lemma 2.3.

Lemma 3.2. Let $x \in \mathcal{M}$. There exist a root of unity $\zeta$, integers $k, l, m, n$, and $\alpha \in \overline{\mathbf{Q}}$ such that

$$
\begin{gathered}
n \geq 2 m \geq 0, \quad(n-m) k-n l=1, \quad h(x, 1-x)=n h(\alpha), \\
\alpha^{n}-\zeta^{l} \alpha^{m}+\zeta^{k}=0, \quad \text { and } \quad \mathbf{Q}(x)=\mathbf{Q}(\alpha, \zeta) .
\end{gathered}
$$

Furthermore, there exist coprime integers $r$ and $s$ such that $x^{r}(1-x)^{s}= \pm \zeta$ and $\|(r, s)\|=n$.

Proof. The lemma is simple if $x$ and $1-x$ are both roots of unity. Indeed in this case $x$ is a primitive 6 th root of unity and $x+x^{-1}=1$. We set $\alpha=x, \zeta=x^{-1}, n=1$, $m=0, k=1, l=0, r=0$, and $s=1$.

Let $\mathcal{M}_{0}=\mathcal{M} \backslash\left\{e^{ \pm 2 \pi i / 6}\right\}$, then for any $x \in \mathcal{M}_{0}$ there is a unique $\lambda(x) \in \mathbf{P}^{1}(\mathbf{Q})$ such that if $\lambda(x)=[r: s]$ with $r, s \in \mathbf{Z}$ coprime then $x^{r}(1-x)^{s}$ is a root of unity. Since the pair $(r, s)$ is uniquely determined up to sign it makes sense to speak of $\|\lambda(x)\|$. The two maps $\phi_{i}: \mathcal{M}_{0} \rightarrow \mathcal{M}_{0}$ given by $\phi_{1}(x)=1 / x, \phi_{2}(x)=1-x$ generate the symmetric group $S_{3}$ which acts on $\mathcal{M}_{0}$. These actions leave $h(x, 1-x)$ invariant by the product formula. Furthermore, we have $\mathbf{Q}\left(\phi_{i}(x)\right)=\mathbf{Q}(x)$. We check that if $\lambda(x)=[r: s]$ with coprime $r, s \in \mathbf{Z}$, then $\lambda\left(\phi_{1}(x)\right)=[r+s:-s]$ and $\lambda\left(\phi_{2}(x)\right)=[s: r]$. So we have an action of $S_{3}$ on $\mathbf{P}^{1}(\mathbf{R})$. Let $w \in \mathbf{R} \backslash\{-1,0\}$, then the orbit of $[1: w]$ equals

$$
\left\{[1: w],\left[1:-\frac{w}{1+w}\right],\left[1:-1-\frac{1}{w}\right],[1:-1-w],\left[1:-\frac{1}{1+w}\right],\left[1: \frac{1}{w}\right]\right\} .
$$

It is easily verified that

$$
\inf _{w \in \mathbf{R} \backslash\{-1,0\}} \max \left\{w,-\frac{w}{1+w},-1-\frac{1}{w},-1-w,-\frac{1}{1+w}, \frac{1}{w}\right\} \geq 1 .
$$

Since the orbit of $[0: 1]$ contains $[1:-1]$ and $[1: 0]$ we conclude that any point in $\mathbf{P}^{1}(\mathbf{R})$ is in the orbit of some element of $F=\{[1: w] ; w \geq 1$ in $\mathbf{R}\} \cup\{[0: 1]\}$. Finally it is simple to show $\|\lambda(x)\|=\left\|\lambda\left(\phi_{i}(x)\right)\right\|$.

Let $x \in \mathcal{M}_{0}$, by letting $S_{3}$ act on $x$ we assume $\lambda(x)=[r: s] \in F$ with $r, s \in \mathbf{Z}$ coprime and $r \geq 0$, therefore $s \geq r$ and $s>0$. So $x^{r}(1-x)^{s}=\zeta$ for some root of unity $\zeta$. We choose integers $a, b$ with $a r+b s=1$ and set $\alpha=x^{b}(1-x)^{-a}$. Then $\alpha^{s}=x \zeta^{-a}$
and $\alpha^{-r}=\zeta^{-b}(1-x)$. Clearly we have $\mathbf{Q}(x)=\mathbf{Q}(\alpha, \zeta)$ and $\alpha^{r+s}-\zeta^{-a} \alpha^{r}+\zeta^{b-a}=0$. We choose $n=r+s, m=r, k=b-a$, and $l=-a$. By definition $\|(r, s)\|=r+s=n$. It remains to show the height equality in the assertion. We note $h(x, 1-x)=h\left(x^{-1}, x^{-1}-\right.$ 1) by the product formula. We have $\zeta x^{-r-s}=\left(x^{-1}-1\right)^{s}$, so by local considerations $h\left(x^{-1}, x^{-1}-1\right)=h\left(x^{-1}-1\right)=(1+r / s) h(x)=(r+s) h(\alpha)=n h(\alpha)$.

We apply Theorem 3.2 to study irreducible factors of the trinomial in the previous lemma. If $\zeta$ is a root of unity we let ord $\zeta$ denote its order.

Lemma 3.3. Let $x \in \mathcal{M}$ and $h(x, 1-x)>0$. In the situation of Lemma 3.2 set $K=\mathbf{Q}(\zeta)$ and $R=X^{n}-\zeta^{l} X^{m}+\zeta^{k}$. There exist $A, B \in K[X]$ with $A$ irreducible, the zeros of $B$ are precisely the roots of unity that are zeros of $P$, and $\operatorname{deg} B \leq 2$. Furthermore, if ord $\zeta \nmid 6$ then $B \in K$.

Proof. Let $R=A B$ where the zeros of $B$ are precisely the roots of unity that are zeros of $R$. We would like to apply Theorem 3.2. We first note that $A \notin K$ since $A \neq 0$ and $A(\alpha)=0$ where $\alpha$ is no root of unity. Next we dismiss the case where $R$ is one of the exceptions described in the statement of Theorem 3.2. What happens if $n=2$, $m=1$, and $\zeta^{2 l}=-\zeta^{k}$ ? Since $(n-m) k-n l=1$ we conclude $k-2 l=1$ and so $\zeta=-1$. But then $K=\mathbf{Q}$. Theorem 3.2 applies in our situation since $\sqrt{5} \notin \mathbf{Q}$. Hence $\operatorname{deg} B \leq 2$ and $A \in K[X]$ is irreducible.

Let us assume that $R$ has a zero $\eta$ which is a root of unity. Then $-\zeta^{-k} \eta^{n}+\zeta^{l-k} \eta^{m}=$ 1. Hence $\left(\zeta^{-k} \eta^{n}\right)^{6}=\left(\zeta^{l-k} \eta^{m}\right)^{6}=1$. So

$$
1=\left(\zeta^{-k} \eta^{n}\right)^{-6 m}\left(\zeta^{l-k} \eta^{m}\right)^{6 n}=\zeta^{6(k m+l n-k n)}=\zeta^{-6}
$$

Therefore if ord $\zeta \nmid 6$, then $B$ has no zeros, hence $B \in K$.

## 4. Averaging the Mahler measure

Let $\theta \in \mathbf{R}$ and let $n \geq m \geq 0$ be integers with $n \neq 0$. We introduce the following notation

$$
\begin{align*}
& P(X, \theta)=P_{n m}(X, \theta)=X^{n}-e^{-2 \pi i \theta} X^{m}+1, \\
& Q(X, \theta)=Q_{n m}(X, \theta)=\left(X^{n}-e^{-2 \pi i \theta} X^{m}+1\right)\left(X^{-n}-e^{2 \pi i \theta} X^{-m}+1\right)  \tag{3.4.1}\\
& f(\theta)=f_{n m}(\theta)=\int_{0}^{1} \log \left|P_{n m}\left(e^{2 \pi i u}, \theta\right)\right| d u .
\end{align*}
$$

Clearly $f$ satisfies $f(\theta+1)=f(\theta)$. This function equals $\log M\left(P_{n m}(X, \theta)\right)$ and is therefore continuous by a classical result of Mahler. If $\zeta \in S^{1}$, then $Q_{n m}(\zeta, \theta)=$ $\left|P_{n m}(\zeta, \theta)\right|^{2} \geq 0$. So for example

$$
\begin{equation*}
f_{n m}(\theta)=\frac{1}{2} \int_{0}^{1} \log Q_{n m}\left(e^{2 \pi i u}, \theta\right) d u \tag{3.4.2}
\end{equation*}
$$

We will often omit the indices $n$ and $m$ to ease notation.

Lemma 3.4. Let $a, d$ be positive integers and $\zeta=e^{2 \pi i a / d}$, furthermore let $k, l, m, n$ be integers with $n \geq m \geq 0$ and $(n-m) k-n l=1$. Then

$$
\log M\left(X^{n}-\zeta^{l} X^{m}+\zeta^{k}\right)=f_{n m}\left(\frac{a}{d n}\right) .
$$

Proof. We have

$$
\log M\left(X^{n}-\zeta^{l} X^{m}+\zeta^{k}\right)=\int_{0}^{1} \log \left|e^{2 \pi i\left(n u-\frac{k a}{d}\right)}-e^{2 \pi i\left(m u+\frac{a}{d}(l-k)\right)}+1\right| d u
$$

Of course $n>0$, so the change of variables $u^{\prime}=u-\frac{a k}{d n}$ leads to

$$
\log M\left(X^{n}-\zeta^{l} X^{m}+\zeta^{k}\right)=\int_{-\frac{a k}{d n}}^{1-\frac{a k}{d n}} \log \left|e^{2 \pi i n u^{\prime}}-e^{2 \pi i\left(m u^{\prime}-\frac{a}{d n}\right)}+1\right| d u^{\prime} .
$$

Since the integrand above is invariant under $u^{\prime} \mapsto u^{\prime}+1$ we may replace the integration limits by 0 and 1 . This completes the proof.

Lemma 3.5. Let $x \in \mathcal{M}$ and $h(x, 1-x)>0$. In the situation of Lemma 3.2 and with $d=$ ord $\zeta$ we have

$$
\begin{equation*}
h(x, 1-x)=\frac{n}{[\mathbf{Q}(\zeta, \alpha): \mathbf{Q}]} \sum_{1 \leq a \leq d,(a, d)=1} f_{n m}\left(\frac{a}{d n}\right) . \tag{3.4.3}
\end{equation*}
$$

Furthermore, $n-2 \leq[\mathbf{Q}(\zeta, \alpha): \mathbf{Q}(\zeta)] \leq n$ in general and $[\mathbf{Q}(\zeta, \alpha): \mathbf{Q}(\zeta)]=n$ if $d \nmid 6$. Finally $\phi(d) \leq[\mathbf{Q}(x): \mathbf{Q}]$.

Proof. By Lemma 3.2 it suffices to show that $n h(\alpha)$ is equal to the right side of (3.4.3). Let $R$ be the polynomial given implicitly in the assertion of Lemma 3.2, i.e. $R=X^{n}-\zeta^{l} X^{m}+\zeta^{k} \in K[X]$ with $K=\mathbf{Q}(\zeta)$; we have $R(\alpha)=0$. Also $n \geq 2 m$ and so $n>m$ since $n$ and $m$ cannot be both zero. In particular $\alpha$ is an algebraic integer.

By Lemma 3.3 we may factor $R=A B$ with $A, B \in K[X]$, where $A$ is irreducible and monic, and such that the zeros of $B$ are precisely the roots of unity that are zeros of $R$. We note that $B$ is also monic. Since $\alpha$ is not a root of unity we conclude $A(\alpha)=0$. Therefore $A$ is the minimal polynomial of $\alpha$ over $K$. So $A^{\prime}=\prod_{\sigma} \sigma(A)$ is the minimal polynomial of $\alpha$ over $\mathbf{Q}$, here $\sigma$ runs over all embeddings $K \rightarrow \mathbf{C}$. Since $A^{\prime}$ is monic and $\alpha$ is an algebraic integer we conclude $A^{\prime} \in \mathbf{Z}[X]$ and therefore by (1.2.3)

$$
\begin{equation*}
h(\alpha)=\frac{1}{[\mathbf{Q}(x): \mathbf{Q}]} \log M\left(A^{\prime}\right)=\frac{1}{[\mathbf{Q}(x): \mathbf{Q}]} \sum_{\sigma} \log M(\sigma(A)) . \tag{3.4.4}
\end{equation*}
$$

The zeros of the monic polynomial $B$ are roots of unity and the Mahler measure is multiplicative, so we may replace $A$ by $R$ in (3.4.4).

Equality (3.4.3) follows immediately from (3.4.4), Lemma 3.4, and $\mathbf{Q}(x)=\mathbf{Q}(\zeta, \alpha)$. The assertions regarding $[\mathbf{Q}(\zeta, \alpha): \mathbf{Q}(\zeta)]$ follow from Lemma 3.3. Since $\phi(d)=[\mathbf{Q}(\zeta)$ : $\mathbf{Q}]$ and $\mathbf{Q}(\zeta) \subset \mathbf{Q}(x)$ we conclude $\phi(d) \leq[\mathbf{Q}(x): \mathbf{Q}]$.

## 5. Bounding the variation

Throughout this section we use the notation from Lemma 3.2, i.e. $n \geq 2 m \geq 0$ are coprime integers and $(n-m) k-n l=1$ for integers $k, l$. These properties imply $n>0$ so we may define $\mu=m / n \in[0,1 / 2]$. Furthermore, we keep the notation introduced around (3.4.1)

We define $E=E_{n m}$ to be the set of all $\theta \in[0,1]$ such that $Q_{n m}(\zeta, \theta)=0$ for some $\zeta \in S^{1}$. Equivalently, $E_{n m}$ is the set of $\theta \in[0,1]$ with $P_{n m}(\zeta, \theta)=0$ for some $\zeta \in S^{1}$.

Lemma 3.6. The set $E_{n m}$ is finite.
Proof. We assume that $\zeta \in S^{1}$ satisfies $P(\zeta, \theta)=0$. Then $-\zeta^{n}+e^{-2 \pi i \theta} \zeta^{m}=1$ and so

$$
\zeta^{6 n}=\left(e^{-2 \pi i \theta} \zeta^{m}\right)^{6}=1
$$

We divide the $m$ th power of the first expression by the $n$th power of the second expression and conclude $e^{12 \pi i \theta n}=1$. Since $n \neq 0$ there are only finitely many $\theta \in[0,1]$ that satisfy this last inequality.

Lemma 3.7. Let $\theta \in[0,1] \backslash E_{n m}$ and say $m>0$. We consider $Q_{n m}(X, \theta)$ as a Laurent polynomial in $X$. If $z \neq 0$ is a zero of $Q_{n m}(X, \theta)$, then it is a simple zero, and furthermore $\frac{\partial}{\partial \theta} Q_{n m}(z, \theta) \neq 0$.

Proof. For brevity we set $\xi=e^{-2 \pi i \theta}$ with $\theta \in[0,1] \backslash E$. By (3.4.1) we have

$$
\begin{align*}
Q(X, \theta) & =P(X, \theta) P\left(X^{-1},-\theta\right),  \tag{3.5.1}\\
\frac{\partial}{\partial X} Q(X, \theta) & =\frac{\partial P}{\partial X}(X, \theta) P\left(X^{-1},-\theta\right)-P(X, \theta) \frac{1}{X^{2}} \frac{\partial P}{\partial X}\left(X^{-1},-\theta\right) . \tag{3.5.2}
\end{align*}
$$

We prove the first part by contradiction. So assume $z \neq 0$ is a zero of $Q(X, \theta)$ of multiplicity $>1$, hence $z$ is a zero of both (3.5.1) and (3.5.2). By our hypothesis on $\theta$ we have $|z| \neq 1$.

Let us assume first that $P(z, \theta)=0$. By Lemma $3.1 \frac{\partial}{\partial X} P(X, \theta)$ is non-zero at $z$. We get $P\left(z^{-1},-\theta\right)=0$ by (3.5.2). We apply the second statement in Lemma 3.1 and $|z| \neq 1$ to conclude that $n=2 m$ and $\xi^{2}=1$. Thus $z^{2 m}-\xi z^{m}+\xi^{2}=0$, hence $z^{m} / \xi$ is a root of unity, a contradiction.

The case $P\left(z^{-1},-\theta\right)=0$ is similar and also leads to a contradiction.
We turn to the second part of the lemma. We expand $Q$ and its derivative:

$$
\begin{align*}
Q & =X^{n}+X^{-n}-\xi^{-1} X^{n-m}-\xi X^{m-n}-\xi X^{m}-\xi^{-1} X^{-m}+3  \tag{3.5.3}\\
\frac{\partial Q}{\partial \theta} & =2 \pi i\left(\xi X^{m-n}-\xi^{-1} X^{n-m}+\xi X^{m}-\xi^{-1} X^{-m}\right) \tag{3.5.4}
\end{align*}
$$

If $z \neq 0$ is a common zero of $Q(X, \theta)$ and $\frac{\partial}{\partial \theta} Q(X, \theta)$, we will derive a contradiction. We define $a=z^{n}$ and $b=-\xi z^{m}$. Then by (3.5.3) and (3.5.4) we have the identities $a+a^{-1}+a b^{-1}+a^{-1} b+b+b^{-1}+3=0$ and $a b^{-1}-a^{-1} b-b+b^{-1}=0$. We add the two to obtain

$$
\begin{equation*}
a+a^{-1}+2 a b^{-1}+2 b^{-1}+3=0 . \tag{3.5.5}
\end{equation*}
$$

By (3.4.1) we have either $a+b+1=0$ or $a^{-1}+b^{-1}+1=0$. In both cases we can use (3.5.5) to deduce that $a$ is a root of unity. Therefore so is $z$, this contradicts our choice $\theta \notin E$.

We define

$$
T_{n m}(X, \theta)=\left(\frac{\partial Q_{n m}}{\partial \theta} / Q_{n m}\right)(X, \theta)
$$

Lemma 3.8. Let $\theta \in[0,1] \backslash E_{n m}$ and say $m>0$. If $P_{n m}(z, \theta)=0$ then $z \neq 0$, $1+z^{-n} \neq 0, \mu-\left(1+z^{-n}\right)^{-1} \neq 0$, and the residue satisfies

$$
\operatorname{res}_{X=z} \frac{T_{n m}(X, \theta)}{X}=-\frac{2 \pi i}{n}\left(\mu-\frac{1}{1+z^{-n}}\right)^{-1} .
$$

Proof. Say $P(z, \theta)=0$, then $z \neq 0$ since $n>m>0$. We set $a=z^{n}, \xi=e^{-2 \pi i \theta}$, and $b=-\xi z^{m}$, hence $a+b=-1$. The second non-vanishing statement follows since $1+z^{-n}=1+a^{-1}=-b a^{-1}$.

Lemma 3.7 implies that the non-zero poles of $T(X, \theta) / X$ are precisely the zeros of $Q(X, \theta)$ and that these poles are all simple. Thus the residue of $T(X, \theta) / X$ at $z$ is given by

$$
\operatorname{res}_{X=z} \frac{T(X, \theta)}{X}=\frac{1}{z} \frac{\frac{\partial}{\partial \theta} Q(X, \theta)}{\frac{\partial}{\partial X} Q(X, \theta)} .
$$

With this equality, (3.5.3), and (3.5.4) we evaluate

$$
\begin{align*}
\operatorname{res}_{X=z} & \frac{T(X, \theta)}{X}  \tag{3.5.6}\\
& =-2 \pi i \frac{a^{-1} b-a b^{-1}+b-b^{-1}}{n a-n a^{-1}+(n-m) a b^{-1}-(n-m) a^{-1} b+m b-m b^{-1}} \\
& =-\frac{2 \pi i}{n} \frac{b^{2}-a^{2}+a b^{2}-a}{a^{2} b-b+a^{2}-a^{2} \mu-b^{2}+b^{2} \mu+a b^{2} \mu-a \mu} \\
& =-\frac{2 \pi i}{n} \frac{(a+1)\left(a^{2}+a+1\right)}{(\mu(a+1)-a)\left(a^{2}+a+1\right)} \\
& =-\frac{2 \pi i}{n}\left(\mu-\frac{1}{1+a^{-1}}\right)^{-1},
\end{align*}
$$

here the second to last equality follows by using $a+b=-1$. This calculation also implies the last non-vanishing statement in the assertion.

The next Lemma is very similar to Lemma 3.8
Lemma 3.9. Let $\theta \in[0,1] \backslash E_{n m}$ and say $m>0$. If $P_{n m}(z, \theta)=0$ then $\bar{z} \neq 0$, $1+\bar{z}^{-n} \neq 0, \mu-\left(1+\bar{z}^{-n}\right)^{-1} \neq 0$, and the residue satisfies

$$
\operatorname{res}_{X=\bar{z}^{-1}} \frac{T_{n m}(X, \theta)}{X}=-\frac{2 \pi i}{n}\left(\mu-\frac{1}{1+\bar{z}^{-n}}\right)^{-1}
$$

Proof. The proof follows the lines of the proof of Lemma 3.8: we set $a=\bar{z}^{-n}$ and $b=-e^{-2 \pi i \theta} \bar{z}^{-m}$. This time the relation is $a+b+a b=0$. The proof follows by applying this equation to the second to last equality in (3.5.6).

For each $z \in \mathbf{C}$ we define a map $\sigma_{z}: \mathbf{C} \rightarrow \mathbf{C}$ : if $|z|<1$ we set $\sigma_{z}(w)=w$ for all $w \in \mathbf{C}$, if $|z| \geq 1$ we set $\sigma_{z}(w)=\bar{w}$ for all $w \in \mathbf{C}$.

Lemma 3.10. The map $\theta \mapsto f_{n m}(\theta)$ is continuous on $[0,1]$ and differentiable on $[0,1] \backslash E_{n m}$. If $\theta \in[0,1] \backslash E_{n m}$ and $m>0$ then

$$
\begin{equation*}
f_{n m}^{\prime}(\theta)=-\frac{\pi i}{n} \sum_{z, P_{n m}(z, \theta)=0} \sigma_{z}\left(\mu-\frac{1}{1+z^{-n}}\right)^{-1} \tag{3.5.7}
\end{equation*}
$$

Proof. The continuity of $f$ was already mentioned at the beginning of section 4 . Now say $\theta \in[0,1] \backslash E$. By Lemma 3.6 $Q\left(e^{2 \pi i u}, \theta\right)>0$ for all $u \in \mathbf{R}$. By compactness of $S^{1}$ we have $Q\left(e^{2 \pi i u}, \theta^{\prime}\right)>0$ for all $\theta^{\prime}$ in some neighborhood of $\theta$ and all $u \in \mathbf{R}$. Hence $f$ is differentiable at $\theta$ by (3.4.2).

Now let us assume $m>0$. By the discussion in the last paragraph we may exchange integration and differentiation to obtain

$$
\begin{align*}
\frac{d f}{d \theta} & =\frac{1}{2} \frac{d}{d \theta} \int_{0}^{1} \log Q\left(e^{2 \pi i u}, \theta\right) d u=\frac{1}{2} \int_{0}^{1} \frac{\partial}{\partial \theta} \log Q\left(e^{2 \pi i u}, \theta\right) d u \\
& =\frac{1}{2} \int_{0}^{1} T\left(e^{2 \pi i u}, \theta\right) d u \tag{3.5.8}
\end{align*}
$$

We can rewrite (3.5.8) as a complex integral

$$
\begin{equation*}
\frac{d f}{d \theta}=\frac{1}{4 \pi i} \int_{|z|=1} \frac{T(z, \theta)}{z} d z, \tag{3.5.9}
\end{equation*}
$$

the path being understood as counterclockwise. The integrand has no pole on $|z|=1$ because $\theta \notin E$. This meromorphic function also has no pole at $z=0$ by (3.5.3), (3.5.4), and since $m \geq 1$.

As already stated in the proof of Lemma 3.8, the non-zero poles of $T(X, \theta) / X$ are precisely the zeros of $Q(X, \theta)$. We apply the Residue Theorem to (3.5.9) to get

$$
\begin{equation*}
\frac{d f}{d \theta}=\frac{1}{2} \sum_{\substack{Q(z, \theta)=0 \\ 0<|z|<1}} \operatorname{res}_{X=z} \frac{T(X, \theta)}{X} . \tag{3.5.10}
\end{equation*}
$$

Let us now assume $Q(z, \theta)=0$ and $0<|z|<1$. By (3.4.1) either $P(z, \theta)=0$ or $P\left(z^{-1},-\theta\right)=0$. These two cases are mutually exclusive since $Q$ has only simple zeros by Lemma 3.7. We note that in the second case $P\left(\bar{z}^{-1}, \theta\right)=0$ and $\left|\bar{z}^{-1}\right|>1$. To determine the residue at $z$ we apply Lemma 3.8 or 3.9 depending on whether $P(z, \theta)=0$ or $P\left(\bar{z}^{-1}, \theta\right)=0$. Hence each term in (3.5.10) corresponds to exactly one term in the sum (3.5.7).

On the other hand, if $z \neq 0$ is a zero of $P(X, \theta)$, then $Q(z, \theta)$ and $Q\left(\bar{z}^{-1}, \theta\right)$ both vanish. Since $\theta \notin E$ one and only one of the values $|z|,\left|\bar{z}^{-1}\right|$ is strictly less than 1 . As
before any term in (3.5.7) corresponds to exactly one term in (3.5.10) by Lemma 3.8 or 3.9 .

Lemma 3.11. If $z \in \mathbf{C}^{*}, \theta \in \mathbf{R}$, and $\eta^{n}=1$ with $P_{n m}(z, \theta)=P_{n m}(\eta z, \theta)$, then $\eta=1$.

Proof. Say $\xi=e^{-2 \pi i \theta}$, then $z^{n}-\xi z^{m}+1=z^{n}-\xi \eta^{m} z^{m}+1$. So $\eta^{m}=1$ and now $n(k-l)-m k=1$ implies $\eta=1$.

Unfortunately, the absolute value of a term in the sum (3.5.7) cannot in general be bounded from above independently of $n$. Nevertheless we prove a vanishing result which will enable us to get such a bound for $\left|f_{n m}^{\prime}(\theta)\right|$ :

Lemma 3.12. Let $\theta \in[0,1] \backslash E_{n m}$ and $m>0$, then

$$
\begin{equation*}
\sum_{z, P_{n m}(z, \theta)=0}\left(\mu-\frac{1}{1+z^{-n}}\right)^{-1}=0 \tag{3.5.11}
\end{equation*}
$$

Proof. By Lemma 3.1 the polynomial $P(X, \theta)$ has exactly $n$ distinct zeros for fixed $\theta$. As $z$ runs over these zeros, the values $z^{n}$ are pairwise distinct by Lemma 3.11 and thus so are

$$
\begin{equation*}
\left(\mu-\frac{1}{1+z^{-n}}\right)^{-1} \tag{3.5.12}
\end{equation*}
$$

For fixed $\xi=e^{-2 \pi i \theta}$ we consider the non-zero polynomial

$$
U=X^{n}-\xi^{n}(\mu X-1)^{m}((1-\mu) X+1)^{n-m} \in \mathbf{C}[X]
$$

of degree at most $n$. If $P(z, \theta)=0$, then a calculation using $z^{n}+1=\xi z^{m}$ shows that (3.5.12) is a zero of $U$. Since there are $n$ distinct values (3.5.12), these must be precisely the zeros of $U$. In particular $U$ has degree $n$. It follows that the sum in the assertion is a multiple of the coefficient of $X^{n-1}$ in $U$. But this coefficient is

$$
-\xi^{n}\left(\mu^{m}(1-\mu)^{n-m-1}(n-m)-m \mu^{m-1}(1-\mu)^{n-m}\right)=0
$$

since $\mu=m / n$.
Lemma 3.13. Let $\theta \in[0,1] \backslash E_{n m}$, then $\left|f_{n m}^{\prime}(\theta)\right|<4 \pi / \sqrt{3}$.
Proof. We eliminate the case $m=0$ first. Indeed then automatically $n=1$ and $P=X-e^{-2 \pi i \theta}+1$. Thus $f(\theta)=\log \max \left\{1,\left|e^{-2 \pi i \theta}-1\right|\right\}$ for all $\theta$. The function $f$ is differentiable on $[0,1] \backslash\{1 / 6,5 / 6\}$. Using calculus one can show that the derivative of $f$ is at most $\sqrt{3} \pi$ for $1 / 6<\theta<5 / 6$.

Let us move on to the case $m>0$. We add $\pi i / n$ times the expression on the left of (3.5.11) to $f^{\prime}(\theta)$ as in Lemma 3.10 to deduce

$$
\begin{equation*}
f^{\prime}(\theta)=\frac{\pi i}{n} \sum_{\substack{z, P(z, \theta)=0 \\|z|>1}}\left(\left(\mu-\frac{1}{1+z^{-n}}\right)^{-1}-\overline{\left.\left(\mu-\frac{1}{1+z^{-n}}\right)^{-1}\right) .}\right. \tag{3.5.13}
\end{equation*}
$$

We continue by bounding the absolute value of (3.5.13) term-wise.
Let $P(z, \theta)=0,|z|>1$, and let us define $\delta=\mu-\frac{1}{1+z^{-n}}$. We have $z^{n}=\frac{\mu-\delta}{1-\mu+\delta}$ and $z^{n}+1=\frac{1}{1-\mu+\delta}=\xi z^{m}$ where $\xi=e^{-2 \pi i \theta}$. So $|1-\mu+\delta|<1$ and

$$
\begin{equation*}
|\mu-\delta|^{m}=|1-\mu+\delta|^{m-n} \tag{3.5.14}
\end{equation*}
$$

thus $|\mu-\delta|>1$. We apply the parallelogram equality $|x+y|^{2}+|x-y|^{2}=2|x|^{2}+2|y|^{2}$ $(x, y \in \mathbf{C})$ with $x=1 / 2$ and $y=1 / 2-\mu+\delta$ to obtain

$$
\begin{equation*}
|1-\mu+\delta|^{2}+|\mu-\delta|^{2}=\frac{1}{2}+2\left|\frac{1}{2}-\mu+\delta\right|^{2}=1+2|\mu-\delta|^{2}+2(\operatorname{Re} \delta)-2 \mu \tag{3.5.15}
\end{equation*}
$$

We define $w_{0}=|\mu-\delta|^{2}>1$. From (3.5.14) we deduce $|1-\mu+\delta|^{2}=w_{0}^{-\mu /(1-\mu)}$. We insert this equality into (3.5.15) to obtain

$$
\begin{equation*}
2 \operatorname{Re} \delta=w_{0}^{-\mu /(1-\mu)}-w_{0}+2 \mu-1 \tag{3.5.16}
\end{equation*}
$$

On the other hand $w_{0}=|\delta|^{2}-2 \mu \operatorname{Re} \delta+\mu^{2}$, hence together with (3.5.16) we get $k\left(w_{0}\right)=0$ where

$$
k(w)=\mu w^{-\mu /(1-\mu)}+(1-\mu) w-|\delta|^{2}+\mu^{2}-\mu, \quad w \in(0, \infty) .
$$

Elementary calculus shows that $k$ has a unique minimum at

$$
\left(\frac{\mu}{1-\mu}\right)^{2(1-\mu)} \leq 1
$$

Hence $k$ is strictly increasing on $[1, \infty)$. Since $w_{0}>1$ we deduce

$$
0=k\left(w_{0}\right)>k(1)=\mu^{2}-\mu+1-|\delta|^{2},
$$

and so $|\delta|^{2}>\mu^{2}-\mu+1$. But the right-hand side of this inequality is $\geq 3 / 4$ since $\mu \in(0,1 / 2]$. We conclude

$$
\begin{equation*}
|\delta|>\sqrt{3} / 2 \tag{3.5.17}
\end{equation*}
$$

Back to our derivative. Each term in (3.5.13) is of the form $\delta^{-1}-\overline{\delta^{-1}}$ with $\delta$ as in the last paragraph. Thus we apply the triangle inequality and (3.5.17) to (3.5.13) to complete the proof.

Finally we have:
Lemma 3.14. The map $\theta \mapsto f_{n m}(\theta / n)$ is of bounded variation on $[0,1)$ with total variation bounded by $\frac{4 \pi}{\sqrt{3} n}$.

Proof. If $S$ is a real interval $[a, b]$ with a finite set of points removed, and $F$ is a continuous real-valued function on $[a, b]$ and differentiable on $S$ with $\left|F^{\prime}\right| \leq M$, then it is well-known that the total variation of $F$ is at most $M(b-a)$. So the result follows from Lemma 3.13 with $F(\theta)=f(\theta / n)$ and $M=\frac{4 \pi}{\sqrt{3} n}$.

## 6. Bounding the discrepancy

Recall that $\phi$ is Euler's totient function. Let $d$ be a positive integer and let $\left\{x_{k}\right\}$ denote the sequence of numbers $a / d$ where $a$ runs over the $\phi(d)$ integers in $[1, d]$ that are coprime to $d$. We set $\mathcal{D}(d)$ to be the discrepancy of this sequence as defined in [Har98]. That is

$$
\begin{equation*}
\mathcal{D}(d)=\sup _{I \subset[0,1)}\left|\left(\sum_{\substack{1 \leq a \leq d,(a, d)=1 \\ a / d \in I}} 1\right)-\phi(d)\right| I| | \tag{3.6.1}
\end{equation*}
$$

Above $I$ runs over all open, closed, and half-open intervals of length $|I|$. Let $h_{d}=$ $1+\frac{1}{2}+\cdots+\frac{1}{d}$ be the $d$ th harmonic number and let $\omega(d)$ denote the number of distinct prime factors of $d$. We use a Theorem of Erdös and Turán to show:

Lemma 3.15. There exists an absolute constant c such that

$$
\begin{equation*}
\mathcal{D}(d) \leq c \frac{h_{d} \phi(d)}{d} \prod_{\substack{p \mid d \\ \text { prime }}}\left(1+\frac{p}{p-1}\right) \leq c 2^{\omega(d)} h_{d} \quad \text { for all } \quad d \geq 1 \tag{3.6.2}
\end{equation*}
$$

The choice $c=3+2 / \pi$ is possible.
Proof. The second inequality in (3.6.2) follows from

$$
\phi(d) \prod_{\substack{p \mid d \\ \text { prime }}}\left(1+\frac{p}{p-1}\right)=d \prod_{\substack{p \mid d \\ \text { prime }}}\left(1+\frac{p-1}{p}\right) \leq d 2^{\omega(d)}
$$

We proceed to prove the first inequality in (3.6.2). The Erdös-Turán Theorem (Theorem 5.5 in [Har98] page 129) applied with $L=d$ and $N=\phi(d)$ gives the upper bound

$$
\begin{equation*}
\frac{\mathcal{D}(d)}{\phi(d)} \leq \frac{1}{d+1}+2(1+1 / \pi) \sum_{m=1}^{d} \frac{1}{m \phi(d)}\left|\sum_{k=1}^{\phi(d)} \exp \left(2 \pi i m x_{k}\right)\right| \tag{3.6.3}
\end{equation*}
$$

We start by handling the Ramanujan sum

$$
s(m)=\sum_{k=1}^{\phi(d)} \exp \left(2 \pi i m x_{k}\right)=\sum_{1 \leq a \leq d,(a, d)=1} \exp (2 \pi i m a / d)
$$

We use Theorem 272 of [HW05] to evaluate

$$
s(m)=\frac{\mu(d /(d, m))}{\phi(d /(d, m))} \phi(d)
$$

where $\mu$ is the Möbius function. We rearrange the second term on the right of (3.6.3) and obtain

$$
\begin{aligned}
\sum_{m=1}^{d} \frac{1}{m \phi(d)}\left|\sum_{k=1}^{\phi(d)} \exp \left(2 \pi i m x_{k}\right)\right| & =\sum_{m=1}^{d} \frac{|\mu(d /(d, m))|}{m \phi(d /(d, m))} \\
& =\sum_{e \mid d} \sum_{\substack{1 \leq m \leq d \\
(d, m)=e}} \frac{|\mu(d / e)|}{m \phi(d / e)} \\
& =\sum_{e \mid d} \frac{|\mu(d / e)|}{e \phi(d / e)} \sum_{\substack{1 \leq m \leq d \\
(d, m)=e, m^{\prime}=m / e}} \frac{1}{m^{\prime}} \\
& \leq h_{d} \sum_{e \mid d} \frac{|\mu(d / e)|}{e \phi(d / e)} .
\end{aligned}
$$

The arithmetic function $g(a)=\sum_{e \mid a} \frac{|\mu(a / e)|}{e \phi(a / e)}$ is multiplicative. If $p$ is a prime and $f$ is a positive integer, then $g\left(p^{f}\right)=p^{-f}(1+p /(p-1))$. Hence

$$
g(a)=\frac{1}{a} \prod_{p \mid a}\left(1+\frac{p}{p-1}\right) \geq \frac{1}{a} .
$$

The lemma now follows easily from $\mathcal{D}(d) / \phi(d) \leq \frac{1}{d+1}+2(1+1 / \pi) g(d) h_{d}$.
It is well-known that $2^{\omega(n)}=O\left(n^{\epsilon}\right)$ and $n=O\left(\phi(n)^{1+\epsilon}\right)$ for every $\epsilon>0$. Hence the expression $\mathcal{D}(d) / \phi(d)$ is $O\left(d^{-1+\epsilon}\right)$ and especially $\mathcal{D}(d) / \phi(d) \rightarrow 0$ as $d \rightarrow \infty$.

## 7. Proof of Theorem 3.1 and Corollary 3.3

Lemma 3.16. Let $m, n$ be coprime integers with $n \geq 1$, we set

$$
N=\left[\begin{array}{cc}
n & 0 \\
m & -1 / n
\end{array}\right]
$$

and let $F \subset \mathbf{R}^{2}$ denote the image of $[0,1)^{2}$ under $N$. Then
(i) if $x \in \mathbf{R}^{2}$ there exists $y \in \mathbf{Z}^{2}$ with $x-y \in F$,
(ii) if $x^{\prime}, x^{\prime \prime} \in F$ with $x^{\prime}-x^{\prime \prime} \in \mathbf{Z}^{2}$ then $x^{\prime}=x^{\prime \prime}$.

Proof. Let $x=\left(x_{1}, x_{2}\right)^{\mathrm{t}} \in \mathbf{R}^{2}$. Since $m$ and $n$ are coprime we have

$$
\left\{\frac{m k}{n} \bmod 1 ; 1 \leq k \leq n\right\}=\left\{\frac{k}{n} \bmod 1 ; 1 \leq k \leq n\right\}
$$

We may choose an integer $k$ with $1 \leq k \leq n$ such that

$$
\begin{equation*}
x_{2}-\frac{m}{n}\left(x_{1}-\left[x_{1}\right]\right)-m+\frac{m k}{n}=y_{2}-\frac{t}{n} \tag{3.7.1}
\end{equation*}
$$

for some $t \in[0,1)$ and some $y_{2} \in \mathbf{Z}$. We define $s=\left(x_{1}-\left[x_{1}\right]+n-k\right) / n$ and note $s \in[0,1)$. The left-hand side of (3.7.1) equals $x_{2}-m s$. We set $y_{1}=\left[x_{1}\right]-n+k$ and $y=\left(y_{1}, y_{2}\right)^{\mathrm{t}} \in \mathbf{Z}^{2}$. Part (i) now follows since $x=y+N(s, t)^{\mathrm{t}}$.

We now prove part (ii). So let $x^{\prime}$ and $x^{\prime \prime}$ be as in the hypothesis, i.e. $x^{\prime}-x^{\prime \prime}=N u \in$ $\mathbf{Z}^{2}$. We may assume $u=(s, t)^{\mathrm{t}}$ with $0 \leq t<1$ and $|s|<1$. Now $n s$ and $m s-t / n$ are both integers. We subtract $n$ times the second expression from $m$ times the first and conclude $t \in \mathbf{Z}$. Hence $t=0$ and so $m s, n s$ are integers. There are integers $a$ and $b$ with $a m+b n=1$, it follows that $s=a m s+b n s \in \mathbf{Z}$. Hence $s=0$; we conclude $x^{\prime}=x^{\prime \prime}$.

The map $\theta \mapsto f_{n m}(\theta / n)$ is continuous on $[0,1]$, so we may integrate.
Lemma 3.17. Let $m, n$ be coprime integers with $0 \neq n \geq m \geq 0$, then

$$
\int_{0}^{1} f_{n m}\left(\frac{\theta}{n}\right) d \theta=S_{0} .
$$

Proof. We have

$$
\int_{0}^{1} f\left(\frac{\theta}{n}\right) d \theta=\int_{[0,1]^{2}} \log \left|e^{2 \pi i n u}-e^{2 \pi i(m u-\theta / n)}+1\right| d u d \theta .
$$

We may replace $[0,1]^{2}$ by $[0,1)^{2}$ in this equality, indeed the two sets differ by a set of measure zero. We apply the linear change of coordinates $u^{\prime}=n u, \theta^{\prime}=m u-\theta / n$ of determinant -1 defined in Lemma 3.16. So

$$
\begin{equation*}
\int_{0}^{1} f\left(\frac{\theta}{n}\right) d \theta=\int_{F} \log \left|e^{2 \pi i u^{\prime}}-e^{2 \pi i \theta^{\prime}}+1\right| d \theta^{\prime} d u^{\prime} \tag{3.7.2}
\end{equation*}
$$

where $F \subset \mathbf{R}^{2}$ is as in Lemma 3.16. The integrand in (3.7.2) is invariant under the action of $\mathbf{Z}^{2}$ on $\mathbf{R}^{2}$. Because of Lemma 3.16 we may replace $F$ in (3.7.2) by $[0,1)^{2}$ and even by $[0,1]^{2}$. Therefore

$$
\begin{equation*}
\int_{0}^{1} f\left(\frac{\theta}{n}\right) d \theta=\int_{[0,1]^{2}} \log \left|e^{2 \pi i u^{\prime}}-e^{2 \pi i \theta^{\prime}}+1\right| d \theta^{\prime} d u^{\prime} \tag{3.7.3}
\end{equation*}
$$

The translation $u^{\prime} \mapsto u^{\prime}+1 / 2$ shows that (3.7.3) is equal to the logarithmic Mahler measure of the two variable polynomial $X+Y-1$ which is by definition just $S_{0}$.

Proposition 3.1. Let $x \in \mathcal{M}$ with $D=[\mathbf{Q}(x): \mathbf{Q}]$. There exists a positive integer $d$ with $\phi(d) \leq D$ such that

$$
\left|h(x, 1-x)-S_{0}\right| \leq c(d) D^{-1}
$$

where

$$
c(d)= \begin{cases}260 & \text { if } d \mid 6, \\ \left(4 \pi \sqrt{3}+\frac{8}{\sqrt{3}}\right) 2^{\omega(d)} h_{d} & \text { otherwise. }\end{cases}
$$

Proof. Let $\alpha, \zeta, m, n$ be as in Lemma 3.2, and define $d=\operatorname{ord} \zeta$. The proposition is easy if $h(x, 1-x)=0$. Indeed in this case $x$ is a root of unity by Kronecker's Theorem. By the discussion in the beginning of section $2, x$ is a 6 th root of unity and we can take $d=1$.

So we assume $h(x, 1-x)>0$. We set $K=\mathbf{Q}(\zeta)$ and note $\phi(d) \leq D$. By Lemmas 3.5 and 3.17 the absolute value $\left|h(x, 1-x)-S_{0}\right|$ equals

$$
\frac{n}{[K(\alpha): K]}\left|\left(\frac{1}{[K: \mathbf{Q}]} \sum_{\substack{1 \leq a \leq d \\(a, a)=1}} f\left(\frac{a}{d n}\right)\right)-\int_{0}^{1} f\left(\frac{\theta}{n}\right) d \theta+\frac{n-[K(\alpha): K]}{n} S_{0}\right|,
$$

so

$$
\begin{align*}
\left|h(x, 1-x)-S_{0}\right| \leq & \frac{n}{[K(\alpha): K]}\left|\left(\frac{1}{\phi(d)} \sum_{\substack{1 \leq a \leq d \\
(a, d)=1}} f\left(\frac{a}{d n}\right)\right)-\int_{0}^{1} f\left(\frac{\theta}{n}\right) d \theta\right|  \tag{3.7.4}\\
& +\frac{|n-[K(\alpha): K]|}{[K(\alpha): K]} S_{0} .
\end{align*}
$$

Let $V$ be the total variation of the map $\theta \mapsto f(\theta / n)$ over $[0,1)$. We apply Koksma's inequality (Theorem 5.4 [Har98] page 124) to the first term in the upper bound of (3.7.4) to deduce

$$
\left|h(x, 1-x)-S_{0}\right| \leq V \frac{n}{[K(\alpha): K]} \frac{\mathcal{D}(d)}{\phi(d)}+\frac{|n-[K(\alpha): K]|}{[K(\alpha): K]} S_{0},
$$

here $\mathcal{D}(d)$ is as defined in (3.6.1).
By Lemma 3.14 we have $V \leq \frac{4 \pi}{\sqrt{3} n}$ and by Lemma $3.15 \mathcal{D}(d) \leq(3+2 / \pi) 2^{\omega(d)} h_{d}$, therefore

$$
\begin{align*}
\left|h(x, 1-x)-S_{0}\right| & \leq \frac{4 \pi}{\sqrt{3}}(3+2 / \pi) \frac{2^{\omega(d)} h_{d}}{[K(\alpha): K] \phi(d)}+\frac{|n-[K(\alpha): K]|}{[K(\alpha): K]} S_{0} \\
& =\left(4 \pi \sqrt{3}+\frac{8}{\sqrt{3}}\right) \frac{2^{\omega(d)} h_{d}}{D}+\frac{|n-[K(\alpha): K]|}{D} \phi(d) S_{0} . \tag{3.7.5}
\end{align*}
$$

There are two cases.
Let us first assume that $d \mid 6$. By Lemma 3.5 we have $|[K(\alpha): K]-n| \leq 2$. Therefore (3.7.5) implies

$$
\left|h(x, 1-x)-S_{0}\right| \leq\left(4 \pi \sqrt{3}+\frac{8}{\sqrt{3}}\right) \frac{2^{\omega(d)} h_{d}}{D}+2 \frac{\phi(d)}{D} S_{0}
$$

Since $d \in\{1,2,3,6\}$ we easily bound

$$
\left|h(x, 1-x)-S_{0}\right|<\frac{260}{D}
$$

and hence the proposition holds for $d \mid 6$.
Now let us assume $d \nmid 6$. Then $[K(\alpha): K]=n$ by Lemma 3.5. Therefore the dangerously large term on the very right of (3.7.5) disappears. We have

$$
\left|h(x, 1-x)-S_{0}\right| \leq\left(4 \pi \sqrt{3}+\frac{8}{\sqrt{3}}\right) \frac{2^{\omega(d)} h_{d}}{D},
$$

which completes the proof.
The proof of Theorem 3.1 is now a consequence of the previous proposition together with standard inequalities concerning arithmetic functions.

Let $\epsilon>0$ and say $x \in \mathcal{M}$ with $D=[\mathbf{Q}(x): \mathbf{Q}]$. Let $d$ be as in Proposition 3.1. By Theorem 317 and $\S 22.13$ of [HW05] there exists $c_{1}(\epsilon)$ independent of $d$ such that $\omega(d) \leq(1+\epsilon) \frac{\log d}{\log \log (3 d)}+c_{1}(\epsilon)$. It is well-known that there exists $c_{2}(\epsilon)$, also independent of $d$, such that $\phi(d) \geq c_{2}(\epsilon) d^{1-\epsilon}$. We also recall the elementary inequality $h_{d} \leq 1+\log d$. Hence

$$
2^{\omega(d)} h_{d} \leq c_{3}(\epsilon) e^{(\epsilon+\log 2) \frac{\log \phi(d)}{\log \log (3 \phi(d))}} .
$$

for some constant $c_{3}(\epsilon)$ and all $d \geq 1$. The theorem follows from the inequality above, Proposition 3.1, and $\phi(d) \leq D$.

Finally we prove Corollary 3.3.
Let $x \in \mathcal{M}$ with $x^{r}(1-x)^{s}=1$ where $r, s$ are integers and not both zero. Then an easy local calculation gives $\max \{h(x), h(1-x)\}=\frac{\max \{|r|,|s|\}}{\|(r, s)\|} h(x, 1-x)$. We have the inequalities $\frac{1}{2}\|(r, s)\| \leq \max \{|r|,|s|\} \leq\|(r, s)\|$ which together with Theorem 3.1 imply that any height value not in $\left[S_{0} / 2, S_{0}\right]$ is isolated. Furthermore, for any $\beta \in[1 / 2,1]$ we may choose two sequences of positive integers $r_{n} \leq s_{n}$ with $\left(r_{n}, s_{n}\right)=1, s_{n}$ strictly increasing, and with $s_{n} /\left(r_{n}+s_{n}\right) \rightarrow \beta$. Let $x_{n}>1$ be a real with $x_{n}^{r_{n}}\left(1-x_{n}\right)^{s_{n}}=1$. Then the $x_{n}$ must be pairwise different since they are not roots of unity. Because $h\left(x_{n}\right) \leq \log 2$ we have $\left[\mathbf{Q}\left(x_{n}\right): \mathbf{Q}\right] \rightarrow \infty$. By Theorem 3.1 and our choice of $r_{n}, s_{n}$ we have $\max \left\{h\left(x_{n}\right), h\left(1-x_{n}\right)\right\}=\frac{s_{n}}{r_{n}+s_{n}} h\left(x_{n}, 1-x_{n}\right)$. This sequence converges to $\beta S_{0}$.

## 8. Counting multiplicative dependent points

We show an easy consequence of Lemmas 3.2 and 3.5.
Lemma 3.18. Let $D \geq 1$ and $x \in \mathcal{M}(D)$, there exist coprime integers $r$, $s$ with $r \geq 0$ and a root of unity $\eta$ of order $d$ such that $x^{r}(1-x)^{s}=\eta$ and

$$
\|(r, s)\| \leq \frac{D}{\phi(d)}+2 .
$$

Proof. Let $x \in \mathcal{M}(D)$. Let $k, l, m, n, r, s, \alpha$, and $\zeta$ be as in Lemma 3.2. Say $R=X^{n}-\zeta^{l} X^{m}+\zeta^{k}$ and $K=\mathbf{Q}(\zeta)$. We may assume $r \geq 0$ by replacing $\pm \zeta$ with $\pm \zeta^{-1}$ if necessary.

First say $h(x, 1-x)=0$. By Kronecker's Theorem $\alpha$ is a root of unity and we may take $r=1, s=0$, and $\eta=x$.

Now say $h(x, 1-x)>0$. We set $x^{r}(1-x)^{s}=\eta$. Let $d$ be the order of $\eta$, then $[K: \mathbf{Q}]=\phi(d)$ since $\eta= \pm \zeta^{ \pm 1}$. Lemma 3.2 implies $\|(r, s)\|=n$. We have $R(\alpha)=0$ and $\alpha$ is not a root of unity. Hence by Lemma 3.5 we conclude $[K(\alpha): K] \geq n-2$. The lemma now follows from $[K(\alpha): K]=[\mathbf{Q}(x): K] \leq D / \phi(d)$.

Let $r, s$ be coprime integers and $\eta$ a root of unity. In Lemma 7 of [Mas07] Masser proved the bound

$$
\left|\left\{x \in \overline{\mathbf{Q}} \backslash\{0,1\} ; x^{r}(1-x)^{s}=\eta\right\}\right| \leq\|(r, s)\| .
$$

This bound together with Lemma 3.18 gives the following upper bound for the cardinality of $\mathcal{M}(D)$ :

$$
\begin{align*}
|\mathcal{M}(D)| & \leq \sum_{\substack{d \geq 1 \\
\phi(d) \leq D}} \sum_{\substack{r, s \text { coprime, } \\
\|(r, s)\| \leq 2+\frac{1}{r} 0}} \sum_{\substack{\eta \\
\phi(d)}}\|(r, s)\|  \tag{3.8.1}\\
& =\sum_{\substack{d \geq 1 \\
\phi(d) \leq D}} \phi(d) \sum_{\substack{r, s \text { coprime, } r \geq 0 \\
\|(r, s)\| \leq 2+\frac{D}{\phi(d)}}}\|(r, s)\| .
\end{align*}
$$

We follow [Mas07] and define $S(X)=\sum_{1 \leq m \leq X} m \phi(m)$ for real $X \geq 1$.
Lemma 3.19. For $X \geq 1$ we have

$$
\begin{equation*}
\sum_{\substack{r, s \text { coprime, } \\\|\geq 0\\\|(r, s) \| \leq X}}\|(r, s)\|=3 S(X)+1 \tag{3.8.2}
\end{equation*}
$$

Proof. The proof follows by splitting the sum in (3.8.2) up into three sums over $s \geq 0,-r \leq s<0$, and $s<-r \leq 0$ respectively. The first sum equals $S(X)+1$ and each of the other two is $S(X)$.

Lemma 3.20. For $X \geq 1$ we have $S(X) \leq \frac{2}{\pi^{2}} X^{3}+X^{2} \log X+2 X^{2}$.
Proof. The proof is similar to the proof of Lemma 8 given in [Mas07] which provides an analogous lower bound for $S(X)$.

Recall that $\mu$ denotes the Möbius function. For $Y \geq 1$ we define $T(Y)=\sum_{1 \leq d \leq Y} d^{2}$. The identity $\phi(m)=\sum_{d \mid m} \mu(d) m / d$ implies

$$
S(X)=\sum_{1 \leq d \leq X} \mu(d) d T\left(\frac{X}{d}\right)
$$

after changing the order of summation. Let $X \geq 1$, we use $\sum_{d=1}^{\infty} \mu(d) d^{-2}=6 / \pi^{2}$ to conclude

$$
\begin{aligned}
\left|S(X)-\frac{2}{\pi^{2}} X^{3}\right| & =\left|S(X)-\frac{X^{3}}{3} \sum_{d=1}^{\infty} \frac{\mu(d)}{d^{2}}\right| \\
& \leq\left|\sum_{1 \leq d \leq X}\left(\mu(d) d T\left(\frac{X}{d}\right)-\frac{X^{3}}{3 d^{2}} \mu(d)\right)\right|+\frac{X^{3}}{3}\left|\sum_{d>X} \frac{\mu(d)}{d^{2}}\right| \\
& \leq \sum_{1 \leq d \leq X} d\left|T\left(\frac{X}{d}\right)-\frac{X^{3}}{3 d^{3}}\right|+\frac{X^{3}}{3} \sum_{d>X} \frac{1}{d^{2}}
\end{aligned}
$$

Elementary calculations give $\left|T(Y)-\frac{1}{3} Y^{3}\right| \leq Y^{2}$ for $Y \geq 1$. We use this inequality and $\sum_{d>X} d^{-2} \leq 2 X^{-1}$ to bound

$$
\left|S(X)-\frac{2}{\pi^{2}} X^{3}\right| \leq\left(\sum_{1 \leq d \leq X} \frac{X^{2}}{d}\right)+\frac{2}{3} X^{2}
$$

The proof follows from the inequality $\sum_{1 \leq d \leq X} d^{-1} \leq 1+\log X$.
The proof of Theorem 3.3 is now simple. Certainly the lower bound in (3.1.3) follows from Theorem 2 in [Mas07]. We proceed to prove the upper bound.

Let $D \geq 3$. By (3.8.1) and Lemma 3.19 we have

$$
|\mathcal{M}(D)| \leq \sum_{\substack{d \geq 1 \\ \phi(d) \leq D}} \phi(d)\left(3 S\left(2+\frac{D}{\phi(d)}\right)+1\right)
$$

We apply Lemma 3.20 to this last inequality to obtain

$$
\begin{equation*}
|\mathcal{M}(D)| \leq \sum_{\substack{d \geq 1 \\ \phi(d) \leq D}}\left(\frac{6}{\pi^{2}} \frac{D^{3}}{\phi(d)^{2}}+c^{\prime} \frac{D^{2}}{\phi(d)} \log D\right) \tag{3.8.3}
\end{equation*}
$$

for some absolute constant $c^{\prime}$. We may take $c^{\prime}=200$. Lemma 9 of [Mas07] gives

$$
\sum_{\substack{d \geq 1 \\ \phi(d) \leq D}} \frac{1}{\phi(d)}<5(\log D)^{2}
$$

the fact that $D$ may not be an integer is not important. We insert this bound into (3.8.3) to obtain

$$
|\mathcal{M}(D)| \leq \frac{6}{\pi^{2}} D^{3}\left(\sum_{\substack{d \geq 1 \\ \phi(d) \leq D}} \frac{1}{\phi(d)^{2}}\right)+5 c^{\prime} D^{2}(\log D)^{3} \leq c_{0} D^{3}+1000 D^{2}(\log D)^{3}
$$

The proof follows from this last inequality.

## CHAPTER 4

## Dependent solutions of $x+y=\alpha$

This chapter extends some methods used in chapter 2: we give essentially optimal upper bounds for the height of multiplicatively dependent algebraic solutions of the inhomogeneous linear equation $x+y=\alpha$ in two unknowns $x$ and $y$ where $\alpha$ is any nonzero algebraic number. Furthermore, we will study the case where $\alpha \geq 2$ is a rational power of a non-zero integer and derive a better bound for the height of the solution. We will also see that this bound is best possible in the case where $\alpha \geq 2$ is a rational power of 2 and even that the maximal height value is isolated if $\alpha$ is also assumed to be an integer. Moreover, for non-zero rational $\alpha$ we give a bound independent of $\alpha$ for the number of solutions of $x+y=\alpha$ if the unknowns are algebraic units in the union of all number fields that have unit group of rank 1 .

The content of this chapter has been published in [Hab05].

## 1. Height bounds for dependent solutions of $x+y=\alpha$

We recall that $H(\cdot)$ denotes the non-logarithmic absolute Weil height defined in chapter 1.

Let $\alpha$ be a non-zero algebraic number. In Theorem 4.1 we will show that the heights of multiplicatively dependent algebraic numbers $x, y$ satisfying

$$
\begin{equation*}
x+y=\alpha \tag{4.1.1}
\end{equation*}
$$

are effectively bounded in terms of the height of $\alpha$. More precisely:
Theorem 4.1. Let $\alpha$ be a non-zero algebraic number, and let $x$, $y$ be non-zero multiplicatively dependent algebraic numbers with $x+y=\alpha$. Then

$$
\begin{align*}
H(x, y) & \leq 2 H(\alpha)^{2},  \tag{4.1.2}\\
\min \{H(x), H(y)\} & \leq 2 H(\alpha) . \tag{4.1.3}
\end{align*}
$$

The general strategy in the proof of Theorem 4.1 is the following: Given non-zero algebraic numbers $x, y, \alpha$ as in Theorem 4.1, there are integers $r, s$ not both zero such that $x^{r} y^{s}=1$. Define the rational function $f=T^{r}(T-\alpha)^{s}$ and let $d$ be the degree of $f$. We note that $f(x)= \pm 1$. For any algebraic $\tau$ not a pole of $f$ we will derive a lower bound for $H(f(\tau)) H^{-d}$ in terms of $H(\alpha)$ and $d$. Here $H$ will be either $H(\tau)$ or $H(\tau, \tau-\alpha)$ depending on the sign of $r s$. By substituting $\tau=x$ we will get an upper bound for $H(x)$ independent of $r, s$, and $d$. Here it will be essential that the lower bound
has optimal dependency on $d$; we will achieve this through careful estimates of certain positive local minima, together with the use of the product formula to avoid zero values.

In the special case $\alpha=1$ we get

$$
\begin{equation*}
H(x, y) \leq 2, \tag{4.1.4}
\end{equation*}
$$

and recover the height bound from Theorem 2.1. Since $\max \{H(x), H(y)\} \leq H(x, y)$, the inequality (4.1.4) also implies Theorem 1 of Cohen and Zannier's article [CZ00].

The bound (4.1.4) and also the one from $[\mathbf{C Z 0 0}]$ are easily seen to be sharp after setting $x=y=1 / 2$. More generally, pick any $\phi \in \mathbf{Q}$ with $\phi \geq 0$ and set $x=y=2^{-\phi-1}$, $\alpha=2^{-\phi}$. Then $x+y=\alpha$. Further, by using the standard properties of the height function stated in the next section one obtains $H(x, y)=2^{\phi+1}=2 H(\alpha)$. So an upper bound for $H(x, y)$ has to be at least linear in $H(\alpha)$ and (4.1.3) is sharp. We ask the questions: can the bound for the height in (4.1.2) be improved? If so, is the upper bound linear in $H(\alpha)$ ? The next theorem gives a positive answer to the first question. It is proved using simple ideas from diophantine approximation.

Theorem 4.2. Let $\alpha$ be a non-zero algebraic number, and let $x, y$ be non-zero multiplicatively dependent algebraic numbers with $x+y=\alpha$. Then

$$
\begin{equation*}
H(x, y) \leq 14 H(\alpha) \log (3 H(\alpha)) . \tag{4.1.5}
\end{equation*}
$$

Note that the estimate given in Theorem 4.2 is asymptotically much better for $H(\alpha) \rightarrow \infty$ then the one given in Theorem 4.1, even though it is worse for small $H(\alpha)<31$.

Still the logarithm in (4.1.5) seems a bit disturbing, as it does not answer the second question posed above. In fact a linear inequality like

$$
H(x, y) \leq C H(\alpha)
$$

with an absolute constant $C$ is impossible - even if $x, y$, and $\alpha$ are restricted to $\mathbf{Q}$ - as the following Theorem shows.

Theorem 4.3. For each pair of reals $\theta, \Theta$ with $0<\theta<1$ and $\Theta>1$, there are non-zero $\alpha \in \mathbf{Q}$ with $H(\alpha)>\Theta$, and non-zero multiplicatively dependent $x, y \in \mathbf{Q}$ with $x+y=\alpha$, such that

$$
\max \{H(x), H(y)\}>\theta \frac{H(\alpha) \log 3 H(\alpha)}{(\log \log 3 H(\alpha))^{2}} .
$$

So the bound given in Theorem 4.2 is optimal in the sense that it cannot be replaced by $c(\epsilon) H(\alpha)(\log 3 H(\alpha))^{1-\epsilon}$ for some $\epsilon>0$ (and similarly the bound given in Theorem 4.3 cannot be replaced by $\left.c(\epsilon) H(\alpha)(\log 3 H(\alpha))^{1+\epsilon}\right)$.

Until now we have considered any non-zero algebraic $\alpha$, but if we restrict $\alpha$ to special values, then we are able to improve (4.1.5) to a linear bound.

Theorem 4.4. Let $\alpha=n^{\phi}$ where $n$ is a positive integer and $\phi$ a positive rational, and suppose that $\alpha \geq 2$. Then for all non-zero multiplicatively dependent algebraic
numbers $x, y$ with $x+y=\alpha$ we have

$$
\begin{equation*}
H(x, y) \leq 2 H(\alpha) \tag{4.1.6}
\end{equation*}
$$

with equality if and only if $\alpha$ is a rational power of 2 and $x=2 \alpha$ or $y=2 \alpha$.
We already know that inequality (4.1.6) holds for $\alpha=1$ by Theorem 4.1. So (4.1.6) is valid for every non-zero integer $\alpha$.

Once we have a sharp upper bound, say $B(\alpha)$ for $H(x, y)$ as in Theorem 4.4, it is an interesting problem to determine if this upper bound is isolated in the sense that there exists $\epsilon(\alpha)>0$ such that either

$$
\begin{equation*}
H(x, y)=B(\alpha) \quad \text { or } \quad H(x, y) \leq B(\alpha)-\epsilon(\alpha) . \tag{4.1.7}
\end{equation*}
$$

This kind of problem was first studied by Cohen and Zannier ([CZ00] Proposition 1) who proved isolation for $\alpha=1$ with $B(\alpha)=2$ and with $\max \{H(x), H(y)\}$ instead of $H(x, y)$. They used Bilu's Equidistribution Theorem. In chapter 2 we proved that if $\alpha=1$, then either $H(x, y)=2$ or $H(x, y) \leq 1.915$. We will now formulate an isolation result if $\alpha=2^{\phi}$ with $\phi \in \mathbf{N}$.

Theorem 4.5. Let $\alpha=2^{\phi}$ where $\phi$ is a positive integer. Then for all non-zero multiplicatively dependent algebraic numbers $x, y$ with $x+y=\alpha$ we have either

$$
H(x, y)=2 H(\alpha) \quad \text { or } \quad H(x, y) \leq 1.98 H(\alpha) .
$$

Theorem 4.5 shows not only that our $\epsilon(\alpha)$ in (4.1.7) can be chosen independent of $\alpha$, but that it can even be chosen such that $\epsilon(\alpha) \rightarrow \infty$ if $H(\alpha) \rightarrow \infty$.

We move on to an application. Given a subset $M \subset \overline{\mathbf{Q}}$ we define $S_{M}(\alpha)$ to be the set of pairs $(x, y) \in M^{2}$ that satisfy (4.1.1) and where $x, y$ are also required to be units in the ring of algebraic integers. Equations of this type are called unit equations and have been studied extensively for example if $M=K$ is a number field. In this case it is a well-known result that $S_{K}(\alpha)$ is finite and even $\left|S_{K}(\alpha)\right| \leq c(K)$, i.e. the cardinality is bounded independently of $\alpha$. For example Evertse showed ([Eve84] Theorem 1) $\left|S_{K}(\alpha)\right| \leq 3 \cdot 7^{2[K: \mathbf{Q}]+r}$ where $r$ is the number of real embeddings of $K$. Further bounds for $\left|S_{K}(\alpha)\right|$ have been obtained by Beukers and Schlickewei ([BS96] Theorem 1.1).

Now let $K$ be a number field with unit group of rank 1 and $\alpha \in \mathbf{Q}^{*}$. If $x$ and $y$ solve the unit equation, then they are multiplicatively dependent and so by Theorem 4.1 their height is bounded effectively in terms of $H(\alpha)$. Define $\mathscr{F}$ to be the union of all number fields with unit group of rank 1. Then the same argument just given leads to an effective height bound for $x, y$ with $(x, y) \in S_{\mathscr{F}}(\alpha)$. In both cases Dirichlet's Unit Theorem shows that the degrees of $x$ and $y$ do not exceed 4. So Northcott's Theorem implies that $S_{K}(\alpha)$ and $S_{\mathscr{F}}(\alpha)$ are finite sets. In fact we will prove a uniform result in the spirit of Evertse.

Theorem 4.6. Let $\alpha$ be a non-zero rational number and $K$ a number field with unit group of rank 1 and $\mathscr{F}$ as above. Then $\left|S_{K}(\alpha)\right| \leq 292$ and $\left|S_{\mathscr{F}}(\alpha)\right| \leq 755 \cdot 10^{6}$.

The first inequality is merely a numerical improvement of a special case of Evertse's bound which leads to $\left|S_{K}(\alpha)\right| \leq 3 \cdot 7^{8}=17294403$. The second result is best possible
in the sense that if $\mathscr{F}$ is replaced by $\mathscr{F}^{\prime}$, which is the union of all number fields with unit group of rank 2 , then $S_{\mathscr{F}^{\prime}}(\alpha)$ is infinite. Indeed let $a \in \mathbf{Z}$ and let $x$ be a zero of the polynomial $T(1-T)(a-T)-1 \in \mathbf{Z}[T]$ which is easily seen to be irreducible. Then $x$ and $1-x$ are units. Clearly there are infinitely many such $x$ as $a$ runs over all rational integers. This is not a contradiction to the Theorem above because for $a$ large enough $x$ lies in a cubic number field with unit group of rank 2.

In section 2 we introduce notation used throughout the chapter and state the required results on lower bounds for the height of values of special rational functions. In section 3 we prove the statements made in section 2. These results are then used in section 4 to prove Theorems 1 and 2. In section 5 we prove Theorem 3 by construction. Finally in sections 6,7 , and 8 we prove Theorems 4,5 , and 6 respectively.

## 2. Notation and auxiliary results on rational functions

Let $f=f(T)$ be a rational function with algebraic coefficients and let $\tau \in \overline{\mathbf{Q}}$. We are interested in how $H(f(\tau))$ depends on $H(\tau)$ and $f$ (provided $\tau$ is not a pole of $f)$. Recall that the degree of $f$ is defined as $\max \{\operatorname{deg}(P), \operatorname{deg}(Q)\}$ for any two coprime polynomials $P, Q$ with $f=P / Q$. Classically it is known that

$$
\begin{equation*}
C \leq \frac{H(f(\tau))}{H(\tau)^{\operatorname{deg}(f)}} \leq C^{\prime} \tag{4.2.1}
\end{equation*}
$$

with positive constants $C, C^{\prime}$ that are independent of $\tau$ (for example it follows easily from Theorem 1.8 page 81 of [Lan83]).

As pointed out in section 1 we are particularly interested in a sharp lower bound of (4.2.1) for certain rational functions. The first function we will investigate has the form $f=T^{r}(T-\alpha)^{s}$ with $\alpha$ a non-zero algebraic number. Its degree is $|r|+|s|$ if $r s \geq 0$, and $\max \{|r|,|s|\}$ if $r s<0$.

Proposition 4.1. Let $r, s$ be integers and $\alpha$ a non-zero algebraic number and define the rational function $f=T^{r}(T-\alpha)^{s}$. Put

$$
e=e(f)= \begin{cases}2|s|-|r| & (r s<0,|r|<|s|), \\ |r| & (r s<0,|r| \geq|s|), \\ |r|+|s| & (r s \geq 0)\end{cases}
$$

and

$$
H= \begin{cases}H(\tau) & r s<0 \\ H(\tau, \tau-\alpha) & r s \geq 0\end{cases}
$$

Then for all algebraic $\tau \neq 0, \alpha$ we have

$$
\begin{equation*}
\frac{H(f(\tau))}{H^{d}} \geq \frac{1}{2^{d}} \frac{1}{H(\alpha)^{e}} \geq \frac{1}{2^{d}} \frac{1}{H(\alpha)^{2 d}} . \tag{4.2.2}
\end{equation*}
$$

This exponent $e=e(f)$ in (4.2.2) looks strange, but in fact it is best possible for each value of $r$ and $s \neq 0$.

We will also study lower bounds for certain types of polynomials.

Proposition 4.2. Let $m, n$ be integers with $n>m \geq 0$, let $\beta$ be an algebraic number, and define the polynomial $P=T^{n}+\beta T^{m}$. Put $\theta=m / n$. Then for all algebraic $\tau$ we have

$$
\begin{equation*}
\frac{H(P(\tau))}{H(\tau)^{n}} \geq \frac{1-\theta}{2} \frac{1}{H(\beta)^{1 /(1-\theta)}} \geq \frac{1}{2 n} \frac{1}{H(\beta)^{n}} \tag{4.2.3}
\end{equation*}
$$

Furthermore, if $n=m>0$ and $\beta \neq-1$, then

$$
\frac{H(P(\tau))}{H(\tau)^{n}} \geq \frac{1}{2 n} \frac{1}{H(\beta)^{n}}
$$

If $\beta$ is a root of unity, then Proposition 4.2 reduces to $H(P(\tau)) H(\tau)^{-n} \geq(2 n)^{-1}$. In Proposition 4.3 we use diophantine approximation to get a lower bound independent of $n$. This improvement comes at a price: the denominator in the left-hand side of (4.2.3) has to replaced by $\frac{X}{\log X}$ for large $X=H(\tau)^{n}$. So strictly speaking we are not in the situation of (4.2.1) anymore. Nevertheless Proposition 4.3 is essential for the proof of Theorem 4.2.

Proposition 4.3. Let $m, n$ be integers with $n>m \geq 0$, let $\zeta$ be a root of unity, and define the polynomial $P=T^{n}+\zeta T^{m}$. Then for all algebraic $\tau$ we have

$$
\frac{H(P(\tau))}{H(\tau)^{n}} \max \left\{1, \log \left(H(\tau)^{n}\right)\right\} \geq \frac{1}{2 e}
$$

with $e=2.71828 \ldots$
Compare this lower bound with the easy upper bound

$$
H(P(\tau))=H\left(\tau^{m}\left(\tau^{n-m}+\zeta\right)\right) \leq 2 H\left(\tau^{m}\right) H\left(\tau^{n-m}\right)=2 H(\tau)^{n} .
$$

By combining the previous inequality with the inequality from Proposition 4.3, we will deduce the following amusing consequence for the logarithmic height $h(\tau)=\log H(\tau)$.

Corollary 4.1. For $\sigma \in \overline{\mathbf{Q}}$ and $\phi \in \mathbf{Q}$ with $0 \leq \phi \leq 1$ take any determination of $\sigma^{\phi}$. Then

$$
\left|h\left(\sigma+\sigma^{\phi}\right)-h(\sigma)\right| \leq 1+\log 2+\log \max \{1, h(\sigma)\} .
$$

## 3. Proofs of Propositions 4.1, 4.2, 4.3 and Corollary

Our general strategy in estimating heights $H(f(\tau))$ where $f$ and $\tau$ are defined as in Proposition 4.1 is to consider each local factor separately. In the first step we will consider the case $r s \geq 0$. It will actually suffice to suppose $r \geq 0$ and $s \geq 0$, so that $f$ is a polynomial. Because some results proved below remain valid in a more general context we will work with an arbitrary field $K$ containing $\alpha$ and $\tau$ equipped with an absolute value $|\cdot|$.

For an absolute value $|\cdot|$ we define

$$
\begin{equation*}
m_{f}(\tau)=\frac{\max \left\{1,|\tau|^{r}|\tau-\alpha|^{s}\right\}}{\max \{1,|\tau|,|\tau-\alpha|\}^{d}} \tag{4.3.1}
\end{equation*}
$$

with $d=\operatorname{deg}(f)=r+s$. The subscript $f$ will be omitted if it is clear from the context what function is meant.

Lemma 4.1. Suppose $r \geq 0, s \geq 0$. Let $|\cdot|$ be an ultrametric absolute value on a field $K$. Then for any $\tau \in K \backslash\{0, \alpha\}$

$$
m_{f}(\tau) \geq \frac{1}{\max \{1,|\alpha|\}^{d}}
$$

Proof. First assume $|\tau| \leq 1$, then $|\tau-\alpha| \leq \max \{1,|\alpha|\}$, so $m(\tau) \geq \max \{1,|\tau|, \mid \tau-$ $\alpha \mid\}^{-d} \geq \max \{1,|\alpha|\}^{-d}$ and the lemma follows in this case.

Let us now assume $|\tau| \geq 1$. We split up into two cases.
The first case is $|\tau| \neq \mid \bar{\alpha}$. This inequality implies $|\tau-\alpha|=\max \{|\tau|,|\alpha|\}$ so

$$
m(\tau)=\frac{\max \left\{1,|\tau|^{r+s},|\tau|^{r}|\alpha|^{s}\right\}}{\max \{1,|\tau|,|\alpha|\}^{d}} \geq \frac{1}{\max \{1,|\alpha|\}^{d}}
$$

since $d=r+s$ and after considering the two possibilities $|\tau|>|\alpha|$ and $|\tau|<|\alpha|$. Hence the lemma holds in this case.

The second case is $|\tau|=|\alpha|$, then

$$
m(\tau) \geq \frac{\max \left\{1,|\alpha|^{r}|\tau-\alpha|^{s}\right\}}{\max \{1,|\alpha|\}^{d}}=\max \left\{|\alpha|^{-d}, \frac{|\tau-\alpha|^{s}}{|\alpha|^{s}}\right\} \geq|\alpha|^{-d}=\frac{1}{\max \{1,|\alpha|\}^{d}} .
$$

We now treat the case that our absolute value is not ultrametric but satisfies the weaker triangle inequality. We obtain a slightly worse estimate than in Lemma 4.1.

Lemma 4.2. Suppose $r \geq 0, s \geq 0$. Let $|\cdot|$ be an absolute value on a field $K$. Then for any $\tau \in K \backslash\{0, \alpha\}$

$$
\begin{equation*}
m_{f}(\tau) \geq \frac{1}{(1+|\alpha|)^{d}} \geq \frac{1}{2^{d} \max \{1,|\alpha|\}^{d}} \tag{4.3.2}
\end{equation*}
$$

Proof. The second inequality in (4.3.2) follows from

$$
1+|\alpha| \leq 2 \max \{1,|\alpha|\} .
$$

We proceed by proving the first.
First say $|\tau| \leq 1$, then $|\tau-\alpha| \leq|\tau|+|\alpha| \leq 1+|\alpha|$ so $m(\tau) \geq \max \{1,|\tau-\alpha|\}^{-d} \geq$ $(1+|\alpha|)^{-d}$ and (4.3.2) follows.

Now let us assume $|\tau| \geq 1$. Say first $|\tau-\alpha| \geq|\tau|$, then

$$
m(\tau)=\frac{|\tau|^{r}}{|\tau-\alpha|^{r}}=\left|1-\frac{\alpha}{\tau}\right|^{-r} \geq\left(1+\left|\frac{\alpha}{\tau}\right|\right)^{-r} \geq \frac{1}{(1+|\alpha|)^{r}} \geq \frac{1}{(1+|\alpha|)^{d}}
$$

which implies (4.3.2). Say now $|\tau-\alpha| \leq|\tau|$, then

$$
m(\tau)=\max \left\{1,|\tau|^{r}|\tau-\alpha|^{s} \mid\right\}|\tau|^{-d} .
$$

The lemma follows easily if $s=0$, so let us assume $s>0$. If $|\tau| \leq 1+|\alpha|$; then $m(\tau) \geq|\tau|^{-d} \geq(1+|\alpha|)^{-d}$ by the equality for $m(\tau)$ above. If on the other hand $|\tau| \geq 1+|\alpha|$, then $|\tau-\alpha| \geq|\tau|-|\alpha| \geq 1$ and so we have

$$
m(\tau)^{1 / s}=\left|\frac{\tau-\alpha}{\tau}\right|=\left|1-\frac{\alpha}{\tau}\right| \geq 1-\left|\frac{\alpha}{\tau}\right| \geq 1-\frac{|\alpha|}{1+|\alpha|}=\frac{1}{1+|\alpha|}
$$

hence $m(\tau) \geq(1+|\alpha|)^{-s} \geq(1+|\alpha|)^{-d}$, which concludes the proof.
We will now cover the non-polynomial case of Proposition 4.1, that is if $r s<0$. Recalling the definition of $m_{f}(\tau)$ in (4.3.1) with $K=\mathbf{C}$ and with $|\cdot|$ the standard absolute value. Taking for example $r=2$ and $s=-1$ we obtain

$$
m_{f}(\tau) \leq \frac{|\tau|^{2} /|\tau-\alpha|}{|\tau|^{2}}=|\tau-\alpha|^{-1}
$$

if $|\tau|$ is large. Therefore unfortunately $\lim _{\tau \rightarrow \infty} m_{f}(\tau)=0$, so $m$ cannot be bounded away from 0 as in Lemma 4.2.

So we redefine $m_{f}$ in this case. Our motivation comes from the calculation

$$
\begin{align*}
H(f(\tau))^{[K: Q]} & =\prod_{v \in M_{K}}|\tau-\alpha|_{v}^{-s d_{v}} \prod_{v \in M_{K}} \max \left\{1,|\tau|_{v}^{r}|\tau-\alpha|_{v}^{s}\right\}^{d_{v}} \\
& =\prod_{v \in M_{K}} \max \left\{|\tau|_{v}^{r},|\tau-\alpha|_{v}^{-s}\right\}^{d_{v}} \tag{4.3.3}
\end{align*}
$$

where we have applied the product formula (1.1.1) for the number field $K$ if $\tau \neq \alpha$. The $d_{v}$ are the local indices defined in chapter 1.

Now if we assume $r \geq 0$ and set $t=-s \geq 0$, then the new definition

$$
\begin{equation*}
m_{f}(\tau)=\frac{\max \left\{|\tau|^{r},|\tau-\alpha|^{t}\right\}}{\max \{1,|\tau|\}^{d}} \quad \text { with } \quad d=\operatorname{deg}(f)=\max \{r, t\} \tag{4.3.4}
\end{equation*}
$$

will do the trick. We note that this time there is no extra $|\tau-\alpha|$ in the denominator of (4.3.4).

Lemma 4.3. Suppose $r>0>s=-t$ and let $\epsilon=1-r / t$. Let $|\cdot|$ be an ultrametric absolute value on a field $K$. Then for any $\tau \in K \backslash\{0, \alpha\}$

$$
m_{f}(\tau) \geq\left\{\begin{array}{lll}
\max \{1,|\alpha|\}^{-\epsilon d} & : \quad \text { if } r<t \quad \text { and } \quad|\alpha|=|\tau|>1 \\
\max \left\{1,|\alpha|^{-1}\right\}^{-d} & : \text { otherwise. }
\end{array}\right.
$$

Proof. As in the proof of Lemma 4.1 the proof is just a study of different cases.
Assume $|\tau| \neq|\alpha|$. Then one has $|\tau-\alpha|=\max \{|\tau|,|\alpha|\}$ and hence

$$
m(\tau)=\frac{\max \left\{|\tau|^{r},|\tau|^{t},|\alpha|^{t}\right\}}{\max \left\{1,|\tau|^{d}\right\}}
$$

If $|\tau| \geq 1$ then clearly $m(\tau) \geq 1$ so let $|\tau|<1$. Then

$$
m(\tau) \geq|\alpha|^{t} \geq \frac{1}{\max \left\{1,|\alpha|^{-1}\right\}^{t}} \geq \frac{1}{\max \left\{1,|\alpha|^{-1}\right\}^{d}}
$$

as desired.
Now assume $|\tau|=|\alpha|$. Here

$$
m(\tau) \geq \frac{|\alpha|^{r}}{\max \left\{1,|\alpha|^{d}\right\}}
$$

If $|\alpha| \leq 1$ then

$$
m(\tau) \geq|\alpha|^{r} \geq \frac{1}{\max \left\{1,|\alpha|^{-1}\right\}^{d}}
$$

as above.
Finally if $|\alpha|>1$ then $m(\tau) \geq|\alpha|^{r-d}$. The assertion is obvious if $r=d$, so assume $r<d=t$; then one has

$$
m(\tau) \geq|\alpha|^{-\epsilon d}=\frac{1}{\max \{1,|\alpha|\}^{\epsilon d}}
$$

Lemma 4.4. Suppose $r>0>s=-t$ and let $\epsilon=1-r / t$. Let $|\cdot|$ be an absolute value on a field $K$. Then for any $\tau \in K \backslash\{0, \alpha\}$

$$
m_{f}(\tau) \geq \begin{cases}2^{-d} \max \left\{1,|\alpha|^{-1}\right\}^{-d} \max \{1,|\alpha|\}^{-\epsilon d} & : \text { if } r<t \\ 2^{-d} \max \left\{1,|\alpha|^{-1}\right\}^{-d} & : \quad \text { otherwise } .\end{cases}
$$

Proof. We will show the slightly stronger statement

$$
m(\tau) \geq \begin{cases}2^{-d} \max \{1,|\alpha|\}^{-\epsilon d} & : \text { if } r<t, \frac{1}{2} \leq\left|\frac{\tau}{\alpha}\right| \leq 2,|\alpha| \geq 1,  \tag{4.3.5}\\ 2^{-d} \max \left\{1,|\alpha|^{-1}\right\}^{-d} & : \quad \text { otherwise. }\end{cases}
$$

First assume that $\left|\frac{\tau}{\alpha}\right|<\frac{1}{2}$ or $\left|\frac{\tau}{\alpha}\right|>2$. Then $\frac{1}{2} \max \{|\tau|,|\alpha|\} \leq|\tau-\alpha|$, and therefore

$$
m(\tau) \geq 2^{-t} \frac{\max \left\{|\tau|^{r},|\tau|^{t},|\alpha|^{t}\right\}}{\max \left\{1,|\tau|^{d}\right\}}
$$

If $|\tau| \geq 1$ then $m(\tau) \geq 2^{-t} \geq 2^{-d}$ and we are done. Assume that $|\tau|<1$. Then

$$
m(\tau) \geq 2^{-t}|\alpha|^{t} \geq 2^{-d} \max \left\{1,|\alpha|^{-1}\right\}^{-d}
$$

which implies (4.3.5).
Now assume that $\frac{1}{2} \leq\left|\frac{\tau}{\alpha}\right| \leq 2$. If $|\tau| \leq|\alpha|$ then

$$
m(\tau) \geq \frac{|\tau|^{r}}{\max \left\{1,|\alpha|^{d}\right\}} \geq 2^{-r} \frac{|\alpha|^{r}}{\max \left\{1,|\alpha|^{d}\right\}},
$$

and if $|\tau|>|\alpha|$ then

$$
m(\tau) \geq 2^{-d} \frac{|\alpha|^{r}}{\max \left\{1,|\alpha|^{d}\right\}} ;
$$

so in both cases we have $m(\tau) \geq 2^{-d}|\alpha|^{r} \max \{1,|\alpha|\}^{-d}$. If $|\alpha|<1$ then

$$
m(\tau) \geq 2^{-d}|\alpha|^{r} \geq 2^{-d} \max \left\{1,|\alpha|^{-1}\right\}^{-d}
$$

as above. Suppose $|\alpha| \geq 1$. Then $m(\tau) \geq 2^{-d}|\alpha|^{r-d}$. If $r=d$ our assertion is obvious. Finally if $r<d$ then $t=d$ and we have

$$
m(\tau) \geq 2^{-d}|\alpha|^{-\epsilon d}=2^{-d} \max \{1,|\alpha|\}^{-\epsilon d}
$$

Proof of Proposition 4.1: One may assume $r \geq 0$ and $s \geq 0$ if $r=0$ (apply property 1.1.5 if necessary). Let $K$ be any number field containing $\tau$ and $\alpha$, and say $v \in M_{K}$.

If $r s \geq 0$, then $s \geq 0$. Lemmas 4.1 and 4.2 together imply

$$
\frac{\max \left\{1,|\tau|_{v}^{r}|\tau-\alpha|_{v}^{s}\right\}}{\max \left\{1,|\tau|_{v},|\tau-\alpha|_{v}\right\}^{d}} \geq \frac{1}{\delta_{v}(2)^{d} \max \left\{1,|\alpha|_{v}\right\}^{d}}
$$

Now the Proposition in the case $r s \geq 0$ is proved by raising to the $d_{v}$ th power, taking the product over all elements of $M_{K}$ and extracting the $[K: \mathbf{Q}]$ th root.

If $r s<0$, then $s<0$. We set $t=-s$ and also $\epsilon=1-r / t$; now Lemmas 4.3 and 4.4 together imply

$$
\frac{\max \left\{|\tau|_{v}^{r},|\tau-\alpha|_{v}^{t}\right\}}{\max \left\{1,\left.|\tau|\right|_{v} ^{d}\right\}} \geq \begin{cases}\delta_{v}(2)^{-d} \max \left\{1,|\alpha|_{v}\right\}^{-\epsilon d} \max \left\{1,|\alpha|_{v}^{-1}\right\}^{-d} & : r<t, \\ \delta_{v}(2)^{-d} \max \left\{1,|\alpha|_{v}^{-1}\right\}^{-d} & : r \geq t\end{cases}
$$

Recall (4.3.3); now the Proposition in the case $r s<0$ is proved by raising to the $d_{v}$ th power, taking the product over all elements of $M_{K}$ and extracting the $[K: \mathbf{Q}]$ th root.

We now turn to the proof of Proposition 4.2. It follows the same idea as the proof of Proposition 4.1; that is, each factor in the height is estimated separately. Again the following two lemmas hold in a more general context where $K$ is any field with an absolute value $|\cdot|$. For $\theta \in(0,1)$ and $\beta, z \in K$ define

$$
\begin{equation*}
\hat{m}_{\theta \beta}(z)=\frac{\max \left\{1,|z|^{\theta /(1-\theta)}|z+\beta|\right\}}{\max \left\{1,|z|^{1 /(1-\theta)}\right\}} \tag{4.3.6}
\end{equation*}
$$

The subscripts $\theta$ and $\beta$ will be omitted if the context makes it clear what is meant.
As in the previous section we shall estimate the finite part of the height function first.

Lemma 4.5. Let $|\cdot|$ be an ultrametric absolute value on a field $K$. Then for any $z \in K$

$$
\hat{m}_{\theta \beta}(z) \geq \frac{1}{\max \{1,|\beta|\}^{1 /(1-\theta)}} .
$$

Proof. The case where $|z| \leq 1$ is trivial because then $\hat{m}(z) \geq 1$. If $|z|>1$ we split into three cases. First if $|\beta|<|z|$ then $\hat{m}(z)=1$. Next if $|\beta|=|z|$ then $\hat{m}(z)=\max \left\{|z|^{-1 /(1-\theta)},|1+\beta / z|\right\} \geq|z|^{-1 /(1-\theta)}=|\beta|^{-1 /(1-\theta)}$. And finally if $|\beta|>|z|$ then $\hat{m}(z)=|\beta| /|z|>1$.

Finally we will give an estimate of the factors in the infinite part of the height function in the next lemma.

Lemma 4.6. Let $|\cdot|$ be an absolute value on a field $K$. Then for any $z \in K$

$$
\hat{m}_{\theta \beta}(z) \geq \frac{1-\theta}{2} \frac{1}{\max \{1,|\beta|\}^{1 /(1-\theta)}}
$$

Proof. We split up the proof into two parts the first one being when

$$
\begin{equation*}
\frac{1-\theta}{2}|z|^{1 /(1-\theta)} \max \{1,|\beta|\}^{-1 /(1-\theta)} \leq 1 \tag{4.3.7}
\end{equation*}
$$

But then one has

$$
\hat{m}(z) \geq \frac{1}{\max \{1,|z|\}^{1 /(1-\theta)}} \geq \frac{1-\theta}{2} \frac{1}{\max \{1,|\beta|\}^{1 /(1-\theta)}}
$$

which is just the assertion. Now assume that (4.3.7) does not hold. This is equivalent to saying $|z|>\phi \mu$ with

$$
\phi=\left(\frac{2}{1-\theta}\right)^{1-\theta} \quad \text { and } \quad \mu=\max \{1,|\beta|\}
$$

Obviously one has $|z|>1$ and therefore

$$
\begin{aligned}
\hat{m}(z) & \geq \frac{|z|^{\theta /(1-\theta)}|z+\beta|}{|z|^{1 /(1-\theta)}}=\frac{|z+\beta|}{|z|} \geq 1-\frac{|\beta|}{|z|} \geq 1-\frac{\mu}{|z|} \\
& >1-\frac{1}{\phi} \geq\left(1-\frac{1}{\phi}\right) \frac{1}{\mu^{1 /(1-\theta)}}
\end{aligned}
$$

The proof of the lemma is complete if the inequality

$$
\begin{equation*}
1-\left(\frac{1-\theta}{2}\right)^{1-\theta}=1-\frac{1}{\phi} \geq \frac{1-\theta}{2} \tag{4.3.8}
\end{equation*}
$$

holds. Set $\xi=1-\theta$ then (4.3.8) is equivalent to

$$
\begin{equation*}
g(\xi) \leq 1 \quad \text { for all } \quad \xi \in(0,1) \quad \text { with } \quad g(\xi)=\left(\frac{\xi}{2}\right)^{\xi}+\frac{\xi}{2} \tag{4.3.9}
\end{equation*}
$$

Note that defining $g(0)=1$ makes the map continuous on $[0,1]$ and

$$
\frac{\mathrm{d}^{2} g}{\mathrm{~d} \xi^{2}}=\left(\frac{\xi}{2}\right)^{\xi}\left((\log (\xi / 2)+1)^{2}+\frac{1}{\xi}\right)>0
$$

for $\xi \in(0,1)$. So $g$ is convex which implies (4.3.9) because $g(0)=g(1)=1$.
Note that Lemma 4.6 is in some cases an improvement of Lemma 4.2. Indeed recall the definition of $f$ and assume $r \geq 0, s>0$ so $d=r+s>0$. Set $\theta=r / d, \xi=1-\theta=s / d$. Then Lemma 4.6 with $\beta=-\alpha$, in conjuction with (4.3.1), (4.3.6) imply

$$
m_{f}(z)=\hat{m}_{\theta \alpha}(z)^{d(1-\theta)} \geq\left(\frac{1-\theta}{2}\right)^{d(1-\theta)} \frac{1}{\max \{1,|\alpha|\}^{d}}
$$

and the latter is larger the $(2 \max \{1,|\alpha|\})^{-d}$ if and only if $(\xi / 2)^{\xi}>\frac{1}{2}$, that is, $\xi<\frac{1}{2}$.

We now prove Proposition 4.2. Let $K$ be a number field containing $\beta, \tau$ and let $v \in M_{K}$. The case $m=0$ follows directly from property 1.1.6 of the height function so one may assume $\theta=m / n>0$. First consider $n>m$; then

$$
\frac{\max \left\{1,\left|\tau^{n}+\beta \tau^{m}\right|_{v}\right\}}{\max \left\{1,|\tau|_{v}^{n}\right\}}=\frac{\max \left\{1,|z|_{v}^{\theta /(1-\theta)}|z+\beta|_{v}\right\}}{\max \left\{1,|z|_{v}^{1 /(1-\theta)}\right\}}
$$

for $z=\tau^{n-m}$. We apply Lemmas 4.5 and 4.6 , raise to the $d_{v}$ th power, take the product over all elements of $M_{K}$ and then the $[K: \mathbf{Q}]$ th root to prove the first inequality of (4.2.3). The second inequality follows immediately from the fact that $1 /(1-\theta) \leq n$.

Finally if $n=m$ and $\beta \neq-1$ then standard height properties imply

$$
\frac{H(P(\tau))}{H(\tau)^{n}} \geq \frac{1}{H(1+\beta)} \geq \frac{1}{2 H(\beta)}
$$

To prove Proposition 4.3 we will apply diophantine approximation to Proposition 4.2. This idea came up in a private correspondence Bombieri-Masser-Zannier June 2002.

Set $\theta=m / n$. The case $m=0$ can be dismissed as trivial so we may assume $\theta \in(0,1)$. We would like to apply diophantine approximation to $\theta$ to create a new polynomial with small degree.

Recall that for any $Q>1$ there exists a pair $p, q \in \mathbf{Z}$ such that

$$
|\theta q-p| \leq \frac{1}{Q} \quad \text { and } \quad 0<q<Q
$$

For a reference see [Cas57] page 1 . Because $\theta \in(0,1)$ one has

$$
\theta q-p \leq \frac{1}{Q} \quad \text { so } \quad p \geq \theta q-\frac{1}{Q}>\theta q-1>-1
$$

thus $p \geq 0$; and furthermore

$$
p-q \theta \leq \frac{1}{Q} \quad \text { so } \quad p \leq \frac{1}{Q}+q \theta<1+q \theta<1+q
$$

which implies $p \leq q$.
We choose any $u \in \overline{\mathbf{Q}}^{*}$ with $u^{q}=\tau^{n}$. We set $k=m q-n p$ and choose a $\beta \in \overline{\mathbf{Q}}^{*}$ with $\beta^{q}=\zeta \tau^{k}$. Note that $\left(\beta u^{p}\right)^{q}=\beta^{q} u^{p q}=\zeta \tau^{k+n p}=\zeta \tau^{m q}$, so $\tau^{m}=\eta \beta u^{p}$ for some root of unity $\eta$. Now

$$
P(\tau)=\tau^{n}+\zeta \tau^{m}=u^{q}+\xi \beta u^{p}
$$

for a root of unity $\xi=\zeta \eta$. If $p=q$ and $\xi \beta=-1$ then $P(\tau)=0$ so $\tau^{n-m}=-\zeta$ so $\tau$ is a root of unity and the required result follows trivially. If $p<q$ or $\xi \beta \neq-1$ we can apply Proposition 4.2 to get

$$
\begin{aligned}
\frac{H(P(\tau))}{H(\tau)^{n}} & =\frac{H\left(u^{q}+\xi \beta u^{p}\right)}{H(u)^{q}} \geq \frac{1}{2 q H(\xi \beta)^{q}} \geq \frac{1}{2 Q H(\beta)^{q}} \\
& =\frac{1}{2 Q H(\tau)^{|k|}} \geq \frac{1}{2 Q H(\tau)^{n / Q}}
\end{aligned}
$$

because $|k|=n|\theta q-p|$. Therefore one has

$$
\begin{equation*}
H(P(\tau)) \geq \frac{H\left(\tau^{n}\right)^{1-1 / Q}}{2 Q} \tag{4.3.10}
\end{equation*}
$$

for each $Q>1$. Because the lower bound is continuous $Q=1$ is also allowable. Optimization of the right hand side leads to the choice

$$
Q_{0}=\max \left\{1, \log H\left(\tau^{n}\right)\right\} \geq 1
$$

Inserting $Q_{0}$ into (4.3.10) gives the bound

$$
\begin{aligned}
H(P(\tau)) & \geq\left\{\begin{array}{lll}
H\left(\tau^{n}\right)\left(2 e \log H\left(\tau^{n}\right)\right)^{-1} & : & \text { if } H\left(\tau^{n}\right)>e \\
1 / 2 & : & \text { otherwise }
\end{array}\right. \\
& \geq \frac{H\left(\tau^{n}\right)}{2 e \max \left\{1, \log H\left(\tau^{n}\right)\right\}}
\end{aligned}
$$

as desired.
To prove the Corollary we note that the bound $h\left(\sigma+\sigma^{\phi}\right)-h(\sigma) \leq \log 2$ has already been shown in section 2. For the corresponding lower bound we note that the case $\phi=1$ is covered by elementary height properties; so assume $\phi<1$. Choose $m, n \in \mathbf{Z}$ with $\phi=m / n$; then there is $\tau \in \overline{\mathbf{Q}}^{*}$ and $\zeta$ a root of unity with $\sigma=\tau^{n}$ and $\sigma^{\phi}=\zeta \tau^{m}$. We apply Proposition 4.3 to get

$$
h\left(\sigma+\sigma^{\phi}\right)-h(\sigma) \geq-1-\log 2-\log \max \{1, h(\sigma)\},
$$

thus concluding the proof.

## 4. Proofs of Theorems 4.1 and 4.2

Before we prove Theorems 4.1 and 4.2 we need a simple lemma.
Lemma 4.7. Say $x, y \in \overline{\mathbf{Q}}^{*}$ with $H(x) \geq H(y)$ and $x^{r} y^{s}=1$ for integers $r$ and $s$ such that $r s<0$, then $H(x, y)=H(x)$. Furthermore, if $H(y)>1$, then $|s| \geq|r|$.

Proof. Let $K$ be a number field containing $x$ and $y$. If $H(y)=1$, then $|y|_{v}=1$ for all $v \in M_{K}$ and the lemma follows. From now on we assume $H(y)>1$. By inverting $x^{r} y^{s}=1$ we may also assume $r>0$. Therefore $s<0$ and $-r / s>0$. By functional properties of the height function we have $H(x)=H(y)^{-s / r} \geq H(y)$ and so $-s \geq r$ because $H(y)>1$. The second assertion of the lemma follows. To prove the first we note that for any $v \in M_{K}$ we have $\max \left\{1,|x|_{v},|y|_{v}\right\}=\max \left\{1,|x|_{v},|x|_{v}^{-r / s}\right\}=\max \left\{1,|x|_{v}\right\}$ since $-r / s \in(0,1]$. These local equalities imply $H(x, y)=H(x)$.

The proof of Theorem 4.1 is a simple task with the help of Proposition 4.1. Let for example $x^{r} y^{s}=1$ with $r, s \in \mathbf{Z}$ not both zero and say $H(x) \geq H(y)$. We apply Proposition 4.1 to $\pm 1=x^{r}(x-\alpha)^{s}$ using $H( \pm 1)=1$. If $r s \geq 0$ we have $H(y) \leq$ $H(x, y) \leq 2 H(\alpha)$, and the theorem follows. So say $r s<0$, then $H(x, y)=H(x)$ by Lemma 4.7 and furthermore $H(x) \leq 2 H(\alpha)^{2}$ by Proposition 4.1. It remains to show that $H(y) \leq 2 H(\alpha)$, and for this we may clearly assume $H(y)>1$. By Lemma 4.7 we
conclude $|s| \geq|r|$. Finally we apply Proposition 4.1 to $y^{s}(y-\alpha)^{r}= \pm 1$ and conclude $H(y) \leq 2 H(\alpha)$.

We now prove Theorem 4.2. Let for example $x^{r} y^{s}=1$ with $r, s \in \mathbf{Z}$ not both zero and assume $r \geq 0$ and $H(x) \geq H(y)$. If $r s \geq 0$ the same argument as in the proof of Theorem 4.1 gives $H(x, y) \leq 2 H(\alpha)$, and of course this estimate is better than our assertion. Hence let us assume $r s<0$, which implies $H(x, y)=H(x)$. Hence it suffices to show (4.1.5) with $H(x, y)$ replaced by $H(x)$.

If $H(y)=1$, then $H(x)=H(\alpha-y) \leq 2 H(\alpha)$ by elementary height inequalities. So say $H(y)>1$, then Lemma 4.7 implies $|s| \geq|r|$. We may even assume $|s|>|r|$, for if equality were to hold, then $H(x)=H(y) \leq 2 H(\alpha)$ by Theorem 4.1. We set $n=|s|$ and $m=r$; then there exists $\tau \in \overline{\mathbf{Q}}^{*}$ with $x=\tau^{n}$ and $y=\zeta \tau^{m}$ and for some root of unity $\zeta$. Hence we have $P(\tau)=\alpha$ with $P=T^{n}+\zeta T^{m}$. Now Proposition 4.3 implies

$$
\begin{equation*}
H(\alpha) \geq \varphi(H(x)) \quad \text { with } \quad \varphi(z)=\frac{z}{2 e \max \{1, \log z\}}, \tag{4.4.1}
\end{equation*}
$$

$\varphi$ being understood as a continuous map on $[1, \infty)$. Note that $\varphi$ is increasing which can be easily verified by restricting it to $[1, e]$ and $[e, \infty)$. Theorem 4.2 follows if

$$
\begin{equation*}
\varphi\left(z_{0}\right) \geq H(\alpha) \quad \text { with } \quad z_{0}=14 H(\alpha) \log (3 H(\alpha)) \tag{4.4.2}
\end{equation*}
$$

holds. Indeed (4.4.1) combined with (4.4.2) leads to $\varphi\left(z_{0}\right) \geq \varphi(H(x))$ and further to $z_{0} \geq H(x)$ because $\varphi$ is increasing.

Because $z_{0}>e$ the inequality (4.4.2) is equivalent to

$$
\begin{equation*}
\frac{7}{e} \log (3 w)-\log (14 w)-\log \log (3 w) \geq 0 \quad \text { with } \quad w=H(\alpha) \tag{4.4.3}
\end{equation*}
$$

which certainly holds for $w=1$. The derivative of the left-hand side of (4.4.3) with respect to $w$ is

$$
\frac{1}{w}\left(\frac{7}{e}-1-\frac{1}{\log (3 w)}\right) \geq \frac{1}{w}\left(\frac{7}{e}-2\right)
$$

if $w \geq 1$. The right-hand side is positive for every $w \geq 1$ so we may conclude that (4.4.3) holds for every $\alpha$ thus completing the proof.

## 5. Dependent solutions with large height

Choose a large integer $q$, and define

$$
x=\left(\frac{q}{q-1}\right)^{n}, \quad y=-\left(\frac{q}{q-1}\right)^{n-1} \quad \text { with } \quad n=[q \log q]
$$

so that $H(x)=q^{n}>q^{n-1}=H(y)$. Then $x+y=\alpha$ with $\alpha=q^{n-1} /(q-1)^{n}$. Now $H(\alpha)=\max \left\{q^{n-1},(q-1)^{n}\right\}$ so

$$
\begin{equation*}
\lim _{q \rightarrow \infty} \frac{\log H(\alpha)}{n \log q}=\lim _{q \rightarrow \infty} \max \left\{\frac{n-1}{n}, \frac{\log (q-1)}{\log q}\right\}=1 \tag{4.5.1}
\end{equation*}
$$

and one clearly has

$$
\begin{equation*}
\lim _{q \rightarrow \infty} \frac{n \log q}{q(\log q)^{2}}=1 \tag{4.5.2}
\end{equation*}
$$

We multiply (4.5.1) and (4.5.2) to get

$$
\log H(\alpha)=q(\log q)^{2} \kappa(q) \text { with } \lim _{q \rightarrow \infty} \kappa(q)=1
$$

Taking the logarithm gives $\log \log H(\alpha)=\log q+2 \log \log q+\log \kappa(q)$ which leads us to

$$
\begin{equation*}
\lim _{q \rightarrow \infty} \frac{\log \log H(\alpha)}{\log q}=1 \tag{4.5.3}
\end{equation*}
$$

We want to show that the quotient $H(x) / H(\alpha)$ is large, so we will evaluate the limit of

$$
\begin{equation*}
q^{-1} \frac{H(x)}{H(\alpha)}=\min \left\{1, q^{-1}\left(1-q^{-1}\right)^{-n}\right\} \tag{4.5.4}
\end{equation*}
$$

for $q \rightarrow \infty$. Now

$$
\begin{aligned}
& \log \left(q^{-1}\left(1-q^{-1}\right)^{-n}\right) \\
& \quad=-\log q-n \log \left(1-q^{-1}\right)=-\log q+n\left(q^{-1}+O\left(q^{-2}\right)\right) \\
& \quad=-\log q+(q \log q+O(1))\left(q^{-1}+O\left(q^{-2}\right)\right)=O\left(\frac{\log q}{q}\right)
\end{aligned}
$$

for $q \rightarrow \infty$. By inserting this expression into (4.5.4) one obtains

$$
\begin{equation*}
\lim _{q \rightarrow \infty} q^{-1} \frac{H(x)}{H(\alpha)}=1 \tag{4.5.5}
\end{equation*}
$$

Finally, by combining (4.5.1), (4.5.2), (4.5.3), and (4.5.5) we conclude

$$
\lim _{q \rightarrow \infty} \frac{H(x)}{\frac{H(\alpha) \log H(\alpha)}{(\log \log H(\alpha))^{2}}}=1
$$

## 6. Proof of Theorem 4.4

The next lemma will take care of some special cases of Theorem 4.4.
Lemma 4.8. Let $\alpha=n^{\phi} \geq 2$ with $n \in \mathbf{N}$, $\phi$ a positive rational and $x, y \in \overline{\mathbf{Q}}^{*}$ and $x+y=\alpha$.
(i) If $r, s \in \mathbf{Z}$ are not both zero with $r s \geq 0$ and $x^{r} y^{s}=1$, then

$$
H(x, y) \leq \frac{3}{2} H(\alpha) .
$$

(ii) If $y=\zeta x$ for some root of unity $\zeta$, then

$$
H(x, y) \leq \sqrt{2 \sqrt{3}} H(\alpha) .
$$

Proof. We can and will assume $H(x) \geq H(y)$. Let $K$ be a number field containing $x$ and $y$. For part (i) we assume $r \geq 0$, and if $r=0$ also $s>0$. Lemmas 4.1 and 4.2 applied to $f=T^{r}(T-\alpha)^{s}$ and $\tau=x$ give

$$
\prod_{v \in M_{K}} \frac{1}{\max \left\{1,|x|_{v},|x-\alpha|\right\}^{d_{v} d}} \geq \prod_{v \mid \infty} \frac{1}{\left(1+|\alpha|_{v}\right)^{d_{v} d}} \prod_{v \nmid \infty} \frac{1}{\max \left\{1,|\alpha|_{v}\right\}^{d_{v} d}}
$$

with $d=r+s$. For a finite place $v$ we have $|\alpha|_{v} \leq 1$ and therefore $H(x, y) \leq 1+\alpha \leq$ $\frac{3}{2} \alpha \leq \frac{3}{2} H(\alpha)$.

Now to part (ii): We note that $H(x, y)=H(x)$ by Lemma 4.7. We have $x(1+\zeta)=\alpha$ and by hypothesis $\zeta \neq-1$; elementary height properties lead to $H(x)=H\left((1+\zeta)^{-1} \alpha\right) \leq$ $H\left((1+\zeta)^{-1}\right) H(\alpha)=H(1+\zeta) H(\alpha) \leq \sqrt{2 \sqrt{3}} H(\alpha)$ by Lemma 2.2 in chapter 2 if $\zeta \neq 1$. So now assume $\zeta=1$, then $x=y=\alpha / 2$ and so

$$
\begin{aligned}
H(x, y)^{[K: \mathbf{Q}]} & =H(x)^{[K: \mathbf{Q}]}=\prod_{v \in M_{K}} \max \left\{1,|\alpha / 2|_{v}^{d_{v}}\right\} \\
& =\prod_{v \mid \infty}|\alpha / 2|_{v}^{d_{v}} \prod_{v \nmid \infty} \max \left\{1,|\alpha / 2|_{v}^{d_{v}}\right\} \leq(\alpha / 2)^{[K: \mathbf{Q}]} \prod_{v \nmid \infty}|2|_{v}^{-d_{v}},
\end{aligned}
$$

which implies $H(x, y) \leq H(\alpha)$.
Lemma 4.9. Let $\alpha=n^{\phi} \geq 2$ with $n \in \mathbf{N}$, $\phi$ a positive rational and let $x, y \in \overline{\mathbf{Q}}^{*}$ with $x+y=\alpha$ and $x^{r}=y^{t}$ where $0<r<t$ are rational integers. Define $\lambda=t / r$ and let $K$ be a number field containing $x, y$. Then $x$ is an algebraic integer and furthermore:
(i) If $v$ is a finite place of $K$ with $|x|_{v}<1$, then $|x|_{v}=|y|_{v}^{\lambda}=|\alpha|_{v}^{\lambda}$.
(ii) One has

$$
\begin{equation*}
H(x)=\prod_{\substack{v \neq \infty \\|x|_{v}<1}} \max \left\{1,|\alpha|_{v}^{-1}\right\}^{d_{v} \lambda /[K: \mathbf{Q}]} \leq \alpha^{\lambda} . \tag{4.6.1}
\end{equation*}
$$

(iii) Let $\epsilon \in[0,1)$ and $\delta \in(1,2]$ be such that

$$
\begin{equation*}
\lambda \geq 1+\frac{\log 2}{\log \alpha}(1+\epsilon) \quad \text { and } \quad(\delta-1)\left(1-\delta^{-1}\right)^{\frac{\log \alpha}{(1+\epsilon) \log 2} \alpha \geq 1 .} \tag{4.6.2}
\end{equation*}
$$

Then

$$
\begin{equation*}
|x|_{v} \leq \delta|\alpha|_{v} \text { for all } v \mid \infty \quad \text { and } \quad H(x) \leq \delta H(\alpha) \tag{4.6.3}
\end{equation*}
$$

Proof. Note that $x$ is an algebraic integer. Indeed $\alpha$ is an algebraic integer and $x$ is a zero of the monic polynomial $(-1)^{t}(\alpha-T)^{t}-(-1)^{t} T^{r} \in \mathcal{O}_{K}[T]$.

Let $v$ be as in part (i); then $x^{r}=y^{t}$ implies $|y|_{v}>|x|_{v}$ and so because of $x+y=\alpha$ we have $|\alpha|_{v}=|y|_{v}=|x|_{v}^{r / t}<1$.

For part (ii) recall the definition (4.3.4) of $m=m_{f}$ with $f$ defined as in Proposition 4.1 with $s=-t$. For any finite place $v \in M_{K}$ one has

$$
\begin{equation*}
m(x)=\max \left\{|x|_{v}^{r},|x-\alpha|_{v}^{t}\right\}=|x|_{v}^{r} \leq 1 \tag{4.6.4}
\end{equation*}
$$

If on the other hand $v$ is an infinite place one has $|\alpha|_{v}=|n|_{v}^{\phi}=\alpha \geq 2$ so clearly $|x|_{v} \geq 1$ and therefore

$$
\begin{equation*}
m(x)=|x|_{v}^{r-t} . \tag{4.6.5}
\end{equation*}
$$

Using (4.6.4), (4.6.5) and applying the product formula, we conclude

$$
\begin{equation*}
\prod_{v \in M_{K}} m(x)^{d_{v}}=\prod_{v \nmid \infty}|x|_{v}^{d_{v} r} \prod_{v \mid \infty}|x|_{v}^{d_{v}(r-t)}=\prod_{v \nmid \infty}|x|_{v}^{d_{v} t}=\prod_{\substack{v \nmid \infty \\|x|_{v}<1}}|x|_{v}^{d_{v} t} . \tag{4.6.6}
\end{equation*}
$$

Then by applying part (i) to (4.6.6) and using (4.3.3) with $f(x)= \pm 1$ we get

$$
\begin{aligned}
\frac{1}{H(x)^{[K: \mathbf{Q}] t}} & =\prod_{v \in M_{K}} m(x)^{d_{v}}=\prod_{\substack{v \notinfty \infty \\
|x| v<1}}|\alpha|_{v}^{d_{v} \lambda t}=\prod_{\substack{v \nmid \infty \\
|x| v<1}} \max \left\{1,|\alpha|_{v}^{-1}\right\}^{-d_{v} \lambda t} \\
& \geq H\left(\alpha^{-1}\right)^{-[K: \mathbf{Q}] \lambda t}
\end{aligned}
$$

from which (ii) follows at once.
To prove part (iii) assume (4.6.2) holds. Note that the statement on the left-hand side of (4.6.3) implies the inequality on the right-hand side because $x$ is an algebraic integer. We will prove the left-hand side of (4.6.3) by contradiction. Assume $|x|_{v}>\delta|\alpha|_{v}$ for some $v \mid \infty$. Then $|x-\alpha|_{v}>|x|_{v}\left(1-\delta^{-1}\right)$, and so $|x|_{v}^{r}=|x-\alpha|_{v}^{t}>\left(|x|_{v}\left(1-\delta^{-1}\right)\right)^{t}$. The first inequality in (4.6.2) implies

$$
\delta \alpha<|x|_{v}<\left(1-\delta^{-1}\right)^{-\frac{\lambda}{\lambda-1}} \leq\left(1-\delta^{-1}\right)^{-\left(1+\frac{\log g}{(1+\epsilon) \log 2}\right)}
$$

which contradicts the second inequality in (4.6.2).
We can now prove Theorem 4.4. Let for example $x^{r} y^{s}=1$ with $r, s \in \mathbf{Z}$ not both zero and assume $r \geq 0, H(x) \geq H(y)$. Fix a number field $K$ with $x, y \in K$. We will begin by proving the inequality (4.1.6). If $r s \geq 0$ or $r=-s$ or $y$ is a root of unity, then Lemma 4.8 implies (4.1.6). So assume $r s<0$ and $-s \neq r$ and $y$ not a root of unity. Then $H(x, y)=H(x)$ and $-s>r$ by Lemma 4.7. Hence it suffices to prove $H(x) \leq 2 H(\alpha)$.

For brevity we will set $t=-s$ and $\lambda=t / r$. If $\lambda \leq 1+\log 2 / \log \alpha$ then (4.6.1) in Lemma 4.9 gives

$$
\begin{equation*}
H(x) \leq \alpha^{\lambda} \leq \alpha^{1+\log 2 / \log \alpha}=2 H(\alpha) . \tag{4.6.7}
\end{equation*}
$$

On the other hand if $\lambda>1+\log 2 / \log \alpha$, there exists an $\epsilon>0$ such that the first inequality in (4.6.2) holds. Now the second inequality in (4.6.2) holds strictly when $\delta=2$, and so it must continue to hold for some $\delta<2$. Hence the left-hand side of (4.6.3) holds with some $\delta<2$ and therefore $H(x)<2 H(\alpha)$

Finally we prove that $H(x, y)=2 H(\alpha)$ holds if and only if $\alpha$ is a rational power of 2 and $x=2 \alpha$ or $y=2 \alpha$. The "if" part is trivial. For the "only if" part let us assume $H(x, y)=2 H(\alpha)$ and $H(x) \geq H(y)$. As above we use Lemma 4.8 to reduce to the case $r s<0$ and $t=-s>r$. Let again $\lambda=t / r$. By Lemma 4.7 we have $H(x, y)=H(x)=2 H(\alpha)$. We have already showed that $\lambda>1+\log 2 / \log \alpha$ implies
$H(x)<2 H(\alpha)$. But if $\lambda<1+\log 2 / \log \alpha$ then (4.6.7) also implies $H(x)<2 H(\alpha)$. So we must have

$$
\begin{equation*}
\lambda=1+\log 2 / \log \alpha \tag{4.6.8}
\end{equation*}
$$

and thus $\alpha$ is a rational power of 2 . Because of (4.6.8) the choice $\epsilon=0, \delta=2$ satisfies the hypothesis of Lemma 4.9(iii). We conclude $|x|_{v} \leq 2|\alpha|_{v}$ for infinite places $v$. As $\alpha$, $x$ are algebraic integers we even have $|x|_{v}=|2 \alpha|_{v}$ for all infinite places $v$. Note that (4.6.8) implies

$$
\begin{equation*}
\alpha^{\lambda}=2 \alpha . \tag{4.6.9}
\end{equation*}
$$

If $v$ is a finite place with $|2|_{v}<1$ then $|x|_{v}<1$; indeed we must have equality in (4.6.1). So Lemma 4.9(i) gives $|x|_{v}=|\alpha|_{v}^{\lambda}$, and because of (4.6.9) we conclude $|x|_{v}=|2 \alpha|_{v}$. But this last equation holds for any finite place: indeed if $|2|_{v}=1$ then $|x|_{v}=|\alpha|_{v}=1$ because of Lemma 4.9(i). Hence $|x|_{v}=|2 \alpha|_{v}$ for all places finite or infinite: therefore $x=2 \alpha \xi$ for a root of unity $\xi$. Let $v$ be a infinite place. Then the equality $|x|_{v}^{r}=|x-\alpha|_{v}^{t}$ and (4.6.9) imply $|2 \xi-1|_{v}=1$. For any $z, w \in K$ we have the equality $|z+w|_{v}^{2}+|z-w|_{v}^{2}=$ $2|z|_{v}^{2}+2|w|_{v}^{2}$; We take $z=\xi-1$ and $w=\xi$ to conclude $\xi=1$. Thus $x=2 \alpha$.

## 7. Proof of Theorem 4.5

We will start with a lemma concerning an elementary estimate.
Lemma 4.10. Let $\phi \in \mathbf{N}$ and $1+\frac{2}{3} \phi^{-1} \leq \lambda \leq 1+\frac{4}{3} \phi^{-1}$, then

$$
\begin{equation*}
\frac{1}{2} \max \left\{1, \lambda\left(1+\phi^{-1}\right)^{-1}\right\} \log \left(2^{2 \phi+1}+2 \max \left\{1,(\lambda / 2)^{\frac{1}{1-\lambda}}\right\}\right) \leq \log \left(1.98 \cdot 2^{\phi}\right) \tag{4.7.1}
\end{equation*}
$$

Proof. Let $g(\lambda)$ denote the left-hand side of (4.7.1). The map $\lambda \rightarrow(\lambda / 2)^{1 /(1-\lambda)}$ decreases for $1<\lambda<4$. If $\phi=1$ the lemma follows easily by considering the cases $\lambda \leq 2$ and $\lambda>2$. We will therefore assume $\phi \geq 2$. Since $(1+1 / w)^{w}$ increases for $w \geq 1$ we conclude

$$
(\lambda / 2)^{\frac{1}{1-\lambda}} \leq \frac{2^{3 \phi / 2}}{\left(1+\frac{2}{3 \phi}\right)^{3 \phi / 2}} \leq \frac{3^{3}}{2^{6}} \cdot 2^{3 \phi / 2}
$$

If $x$ and $y$ are positive then $\log (x+y) \leq \frac{x}{y}+\log y$, thus

$$
\begin{aligned}
g(\lambda) & \leq \frac{1}{2} \max \left\{1, \frac{\lambda}{1+\phi^{-1}}\right\} \log \left(\frac{3^{3}}{2^{6}} 2^{3 \phi / 2+1}+2^{2 \phi+1}\right) \\
& \leq \max \left\{1, \frac{\lambda}{1+\phi^{-1}}\right\}\left(\frac{3^{3}}{2^{8}}+\frac{1}{2} \log 2^{2 \phi+1}\right) .
\end{aligned}
$$

If $\lambda \leq 1+\phi^{-1}$, then

$$
g(\lambda) \leq \frac{3^{3}}{2^{8}}+\frac{1}{2} \log 2+\log 2^{\phi}
$$

and we are done. On the other hand if $\lambda>1+\phi^{-1}$, then

$$
\begin{aligned}
g(\lambda) & \leq \frac{\phi+\frac{4}{3}}{\phi+1}\left(\frac{3^{3}}{2^{8}}+\frac{1}{2} \log 2^{2 \phi+1}\right)=\frac{\phi\left(\frac{5}{6} \log 2+\frac{3^{3}}{2^{8}}\right)+\frac{3^{2}}{2^{6}}+\frac{2}{3} \log 2}{\phi+1}+\log 2^{\phi} \\
& <\frac{5}{6} \log 2+\frac{3^{3}}{2^{8}}+\log 2^{\phi} .
\end{aligned}
$$

We proceed as follows: let $x$ and $y=\alpha-x$ be multiplicative dependent with $H(y) \leq H(x)<2 H(\alpha)$, and let $P \in \mathbf{Z}[T]$ be the minimal polynomial of $x$. Then we will show $P(2 \alpha) \neq 0$. With the help of the finite places lying above 2 we will even find a lower bound for $|P(2 \alpha)|$ in terms of $H(x)$. More precisely:

Lemma 4.11. Let $\alpha=2^{\phi}$ for $\phi \in \mathbf{N}$ and let $x, y \in \overline{\mathbf{Q}}^{*}$ with $x+y=\alpha$ and $x^{r}=y^{t}$ where $0<r<t$ are rational integers. Define $\lambda=t / r$ and $k(w)=2 \alpha^{2}+2 w^{2 / \lambda}-w^{2}$. If $H(x)<2 H(\alpha)$, then

$$
\log H(x) \leq \frac{1}{2} \max \left\{1, \lambda\left(1+\phi^{-1}\right)^{-1}\right\} \log \sup _{w \geq 1} k(w)
$$

Proof. Fix a finite galois extension $K / \mathbf{Q}$ with galois group $G$ such that $x \in K$. Let $P \in \mathbf{Z}[T]$ be the minimal polynomial of $x$; then because $x$ is an algebraic integer we have

$$
\begin{equation*}
P^{[K: \mathbf{Q}(x)]}=\prod_{\sigma \in G}(T-\sigma x) . \tag{4.7.2}
\end{equation*}
$$

Let $v$ be any finite place of $K$ extending the 2 -adic absolute value i.e. $v \mid 2$, then

$$
|P(2 \alpha)|_{v}^{[K: \mathbf{Q}(x)]}=\prod_{\sigma \in G}|2 \alpha-\sigma x|_{v} \leq \prod_{\sigma \in G} \max \left\{|2|_{v}^{1+\phi},|\sigma x|_{v}\right\} .
$$

Recall from Lemma 4.9(i) that if $v^{\prime} \nmid \infty$ then $|x|_{v^{\prime}}<1$ implies $|x|_{v^{\prime}}=|\alpha|_{v^{\prime}}^{\lambda}$. Let $g$ be the number of finite places of $K$ lying over 2 and $g^{\prime}$ be the number of finite places $v^{\prime}$ with $|2|_{v^{\prime}}|x|_{v^{\prime}}<1$. Now $G$ acts transitively on the set of all finite places lying over 2 (Proposition 11 page 12 of $[\mathbf{L a n} 94])$ therefore each stabilizer has cardinality $[K: \mathbf{Q}] / g$, so

$$
\begin{aligned}
|P(2 \alpha)|_{v}^{[K: \mathbf{Q}(x)]} & \leq \prod_{\sigma \in G} \max \left\{|2|_{\sigma^{-1}}^{1+\phi},|x|_{\sigma^{-1} v}\right\}=\prod_{v^{\prime} \mid 2} \max \left\{|2|_{v^{\prime}}^{1+\phi},|x|_{v^{\prime}}\right\}^{[K: \mathbf{Q}] / g} \\
& \left.=\prod_{\substack{v^{\prime}| | \\
|x|_{v^{\prime}<1}}} \max \left\{|2|_{v^{\prime}}^{1+\phi},|\alpha|_{v^{\prime}}^{\lambda}\right\}\right\}^{[K: \mathbf{Q}] / g}=|2|_{v}^{[K: \mathbf{Q}] \frac{g^{\prime}}{g}} \min \{1+\phi, \phi \lambda\}
\end{aligned}
$$

Recall that $\alpha \in \mathbf{Q}$, so if $P(2 \alpha)=0$ then $x=2 \alpha$. In this case $H(x)=2 H(\alpha)$, which contradicts our hypothesis. We conclude $P(2 \alpha) \neq 0$. Now $P(2 \alpha) \in \mathbf{Z}$ and the product
formula imply

$$
\begin{align*}
|P(2 \alpha)|^{[K: \mathbf{Q}]} & =\prod_{v \mid \infty}|P(2 \alpha)|_{v}^{d_{v}}=\prod_{v \nmid \infty}|P(2 \alpha)|_{v}^{-d_{v}} \geq \prod_{v \mid 2}|P(2 \alpha)|_{v}^{-d_{v}}  \tag{4.7.3}\\
& \geq 2^{[K: \mathbf{Q}] \frac{g^{\prime}}{g}} \min \{1+\phi, \phi \lambda\} \operatorname{deg}(P)
\end{align*}
$$

Because $K / \mathbf{Q}$ is galois we have $d_{v} g=[K: \mathbf{Q}]$ for any $v \mid 2$. So Lemma 4.9(ii) yields

$$
H(x)=\prod_{\substack{v \nmid \infty \\|x| v<1,|2| v<1}} \max \left\{1,|\alpha|_{v}^{-1}\right\}^{d_{v} \lambda /[K: \mathbf{Q}]}=2^{\frac{g^{\prime}}{g} \phi \lambda} .
$$

This equation inserted into (4.7.3) gives

$$
\begin{equation*}
|P(2 \alpha)|^{[K: \mathbf{Q}]} \geq H(x)^{[K: \mathbf{Q}] \min \left\{1, \lambda^{-1}\left(1+\phi^{-1}\right)\right\} \operatorname{deg}(P)} . \tag{4.7.4}
\end{equation*}
$$

We continue by bounding the left hand side of (4.7.4) from above. Let $v$ be an infinite place. Recall that for $z_{1}, z_{2} \in K$ we have $\left|z_{1}+z_{2}\right|_{v}^{2}+\left|z_{1}-z_{2}\right|_{v}^{2}=2\left|z_{1}\right|_{v}^{2}+2\left|z_{2}\right|_{v}^{2}$. Let $\sigma \in G$, take $z_{1}=\sigma \alpha, z_{2}=\sigma \alpha-\sigma x$ in the previous equation and recall $|\sigma \alpha-\sigma x|_{v}=|\sigma x|_{v}^{1 / \lambda}$ to conclude

$$
\begin{equation*}
|2 \alpha-\sigma x|_{v}^{2}=|2 \sigma \alpha-\sigma x|_{v}^{2}=2|\sigma \alpha|_{v}^{2}+2|\sigma x|_{v}^{2 / \lambda}-|\sigma x|_{v}^{2}=k\left(|\sigma x|_{v}\right) . \tag{4.7.5}
\end{equation*}
$$

Note that $|\sigma x|_{v} \geq 1$; indeed if $|\sigma x|_{v}<1$ then $|\sigma y|_{v}=|\sigma x|_{v}^{1 / \lambda}<1$ and so $|\alpha|_{v}<2$, a contradiction. Apply (4.7.5) to (4.7.2) to get

$$
|P(2 \alpha)|^{[K: \mathbf{Q}(x)]}=\prod_{\sigma \in G}|2 \alpha-\sigma x|_{v}=\prod_{\sigma \in G} k\left(|\sigma x|_{v}\right)^{1 / 2} \leq\left(\sup _{w \geq 1} k(w)\right)^{[K: \mathbf{Q}] / 2}
$$

We combine the previous upper bound with the lower bound in (4.7.4) to conclude the proof.

We can now prove Theorem 4.5. Assume $H(x) \geq H(y)$ and $H(x, y)<2 H(\alpha)$, furthermore let $r, s \in \mathbf{Z}$ not both zero with $r \geq 0$ such that $x^{r} y^{s}=1$. With the help of Lemma 4.8 we reduce to the case $t=-s>r>0$ and $H(x, y)=H(x)$ as we did in the beginning of the proof of Theorem 4.4. It suffices to show $H(x) \leq 1.98 H(\alpha)$. Define $\lambda=t / r$; we will split up into cases.

The two first cases $\lambda<1+\frac{2}{3} \phi^{-1}$ and $\lambda>1+\frac{4}{3} \phi^{-1}$ are effectively covered in Lemma 4.9. Indeed part (ii) applied to the first case gives $H(x) \leq \alpha^{\lambda} \leq 2^{2 / 3} H(\alpha)$. For the second case set $\epsilon=1 / 3$ and $\delta=1.9$. This choice clearly satisfies the left-hand side of (4.6.2). Because

$$
(\delta-1)\left(1-\delta^{-1}\right)^{\frac{\phi}{1+\epsilon}} \alpha=\frac{9}{10}\left(2\left(\frac{9}{19}\right)^{3 / 4}\right)^{\phi} \geq 1
$$

the right-hand side of (4.6.2) holds as well. Thus $H(x) \leq 1.9 H(\alpha)$.
Now assume $1+\frac{2}{3} \phi^{-1} \leq \lambda \leq 1+\frac{4}{3} \phi^{-1}$. Let $k$ be the function defined in Lemma 4.11. Elementary calculus yields

$$
\sup _{w \geq 1} k(w)=k\left(w_{0}\right) \quad \text { with } \quad w_{0}=\max \left\{1,(\lambda / 2)^{\frac{\lambda}{2(1-\lambda)}}\right\} .
$$

Apply the previous inequality to Lemma 4.11 and obtain the bound

$$
\begin{aligned}
\log H(x) & \leq \frac{1}{2} \max \left\{1, \lambda\left(1+\phi^{-1}\right)^{-1}\right\} \log k\left(w_{0}\right) \\
& \leq \frac{1}{2} \max \left\{1, \lambda\left(1+\phi^{-1}\right)^{-1}\right\} \log \left(2 \alpha^{2}+2 \max \left\{1,(\lambda / 2)^{\frac{1}{1-\lambda}}\right\}\right) .
\end{aligned}
$$

Now Lemma 4.10 implies $H(x) \leq 1.98 H(\alpha)$.

## 8. Proof of Theorem 4.6

The next lemma proves the first inequality in Theorem 4.6.
Lemma 4.12. Let $K$ be a number field with $\operatorname{rank} \mathcal{O}_{K}^{*}=1$ and $\alpha \in \mathbf{Q}^{*}$; then $\left|S_{K}(\alpha)\right| \leq$ 292.

Proof. If $\alpha \notin \mathbf{Z}$ then $S_{K}(\alpha)$ is empty so assume $\alpha \in \mathbf{Z} \backslash\{0\}$. Let $\omega$ be the number of roots of unity in $K, \eta$ a fundamental unit, $R$ the regulator, and $D$ the degree of $K$.

If $(x, y) \in S_{K}(\alpha)$ there exist $r, s \in \mathbf{Z}$ not both zero such that $x^{r} y^{s}=1$; we shall furthermore assume that $r \geq 0$ and $H(x) \geq H(y)$ (so we will have to multiply the number of solutions under this hypothesis by 2 to get a bound for the total number of solutions). If $H(y)=1$ then $y$ is a root of unity, hence in this case we can choose $r=0$, $s>0$. So in all cases one may assume $|s| \geq r$.

First assume $\alpha \neq \pm 1$. Let $\Delta$ denote the set of all infinite places $v$ for which $|x|_{v} \geq 1$ and let $\delta \in[0,1]$ with $\delta D=\sum_{v \in \Delta} d_{v}$. Note that in the case $s<0$ one has $\delta=1$ because $|\alpha| \geq 2$. Because $x$ is a unit the height is given by

$$
\begin{equation*}
H(x)=\prod_{v \in \Delta}|x|_{v}^{d_{v} / D} \tag{4.8.1}
\end{equation*}
$$

Let $v \in \Delta$; if $|x|_{v}<|\alpha|_{v} / 2$, then $|x|_{v}^{-r / s}=|\alpha-x|_{v} \geq|\alpha|_{v}-|x|_{v}>|x|_{v}$ which leads to $r / s<-1$ so $|r / s|>1$ contradicting $|r| \leq|s|$. We conclude $|x|_{v} \geq|\alpha|_{v} / 2=$ $\max \left\{1,|\alpha|_{v}\right\} / 2$ for all $v \in \Delta$. So by (4.8.1)

$$
\begin{equation*}
H(x) \geq 2^{-\delta} H(\alpha)^{\delta} . \tag{4.8.2}
\end{equation*}
$$

We now deduce a corresponding upper bound for $H(x)$. If $s \geq 0$, then Lemma 4.2 with $f=T^{r}(T-\alpha)^{s}$ and $\tau=x$ applied to (4.8.1) leads to

$$
\begin{equation*}
H(x) \leq 2^{\delta} H(\alpha)^{\delta} . \tag{4.8.3}
\end{equation*}
$$

If on the other hand $s<0$, then (4.8.3) also holds because of Theorem 4.4 and $\delta=1$.
With the bounds (4.8.2) and (4.8.3) we can apply a gap principle. There exists a unique $a \in \mathbf{Z}$ and a root of unity $\zeta$ such that $x=\zeta \eta^{a}$. We apply height functional properties (cf. chapter 1) and the bounds to see that $|a|$ lies in an interval of length $\frac{\delta \log 4}{\log H(\eta)}$. Hence there are at most $2(\log 4 / \log H(\eta)+1)$ possibilities for $a$. Clearly
this estimate remains valid for $\alpha= \pm 1$ because in this case Theorem 4.1 implies $0 \leq$ $\log H(x) \leq \log 2$. We also note that $R=D \log H(\eta)$ and therefore

$$
\left|S_{K}(\alpha)\right| \leq 4 \omega\left(\frac{D \log 4}{R}+1\right)
$$

Elementary considerations lead to $D \leq 4$ and $\omega \leq 12$. Now a result of Friedman ([Fri89] Theorem B) which states $R / \omega \geq 0.09058$ completes the proof.

To prove Theorem 4.6 let $(x, y) \in S_{\mathscr{F}}(\alpha)$. The proof splits up into two cases:
(i) There exist $n \in \mathbf{Z}$ and $\zeta \in \mathscr{F}$ a root of unity such that $x=\zeta y^{n}$ with $-2 \leq n \leq 2$ or $y=\zeta x^{n}$ with $n=0, \pm 2$.
(ii) Otherwise.

First assume case (i). Elementary arguments show that there are 24 roots of unity $\zeta$ in $\mathscr{F}$. For each such $\zeta$, substituting $y=\alpha-x$ in (i) gives eight polynomial equations in $x$ of degree at most 3 ; thus the number of $x$ is at most $24 \cdot 8 \cdot 3=576$.

Now assume case (i) does not hold. Set $K=\mathbf{Q}(x)=\mathbf{Q}(x, y)$ and $D=[K: \mathbf{Q}]$. Because $x$ and $y$ are not roots of unity we have $\operatorname{rank} \mathcal{O}_{K}^{*}=1$. Let $\eta$ be a fundamental unit of $K$. We claim that $H(\eta)^{D} \leq 4$ will complete the proof. Indeed assuming this inequality a well-known argument bounds the number of units with degree $d$ and height at most $4^{1 / d}$ by $2 d \prod_{k=1}^{d-1}\left(2 \cdot\binom{d}{k} \cdot 4+1\right)$. Take the sum over this expression for $2 \leq d \leq 4$; thus there are at most 430706 possibilities for $\eta$. There are 6 roots of unity in $\mathscr{F}$ such that one of these generates the group of roots of unity in $K$. Let $\zeta$ be such a root of unity, then $K=\mathbf{Q}(\eta, \zeta)$. Now the Theorem follows from Lemma 4.12 applied to the field $K$.

We will now show $H(\eta)^{D} \leq 4$. There are $a, b \in \mathbf{Z}$ and roots of unity $\zeta, \xi$ such that $x=\zeta \eta^{a}$ and $y=\xi \eta^{b}$. Let $\sigma_{1}, \sigma_{2}$ be two distinct non-conjugate embeddings of $K$ into C. These correspond to the two infinite places of $K$. Define $d_{i}=1$ if $\sigma_{i}(K) \subset \mathbf{R}$ and $d_{i}=2$ otherwise. We may assume $d_{1} \geq d_{2}$. Now $\left|\sigma_{i}(\eta)\right| \neq 1$ for $i=1,2$ by Kronecker's Theorem, so by replacing $\eta$ with $\eta^{-1}$ if necessary we may assume $\left|\sigma_{1}(\eta)\right|>1$. Let $l_{i}$ be a logarithm of $\sigma_{i}(\eta)$. Note that $D \log H(\eta)=d_{1} \log \left|\sigma_{1}(\eta)\right|=d_{1} \operatorname{Re}\left(l_{1}\right)$, hence it suffices to show $\operatorname{Re}\left(l_{1}\right) \leq \log 2$. The equality $\left|\sigma_{1}(\eta)\right|^{d_{1}}\left|\sigma_{2}(\eta)\right|^{d_{2}}=1$ implies

$$
\begin{equation*}
d_{1} \operatorname{Re}\left(l_{1}\right)+d_{2} \operatorname{Re}\left(l_{2}\right)=0 . \tag{4.8.4}
\end{equation*}
$$

Because $\alpha \in \mathbf{Q}$ one has $\sigma_{1}(x)-\sigma_{2}(x)=\sigma_{2}(y)-\sigma_{1}(y)$. Apply (4.8.4) to get

$$
\begin{equation*}
\left|e^{q(a)|a| \operatorname{Re}\left(l_{1}\right)+\gamma_{1} i}-e^{-q(-a)|a| \operatorname{Re}\left(l_{1}\right)+\gamma_{2} i}\right|=\left|e^{q(b)| | \operatorname{Re}\left(l_{1}\right)+\gamma_{3} i}-e^{-q(-b)|b| \operatorname{Re}\left(l_{1}\right)+\gamma_{4} i}\right| \tag{4.8.5}
\end{equation*}
$$

where the $\gamma_{i}$ are real numbers and

$$
q(w)= \begin{cases}1 & : w \geq 0 \\ \frac{d_{1}}{d_{2}} & : w<0\end{cases}
$$

is an integer. Now define $k=q(b)|b|-q(a)|a| \in \mathbf{Z}$, then $k \neq 0$ because otherwise we would be in case (i). So first assume $k \geq 1$. Apply the triangle inequality to (4.8.5) and
use $\operatorname{Re}\left(l_{1}\right) \geq 0$ to conclude

$$
\begin{equation*}
e^{q(a)|a| \operatorname{Re}\left(l_{1}\right)}+1 \geq e^{(q(a)|a|+k) \operatorname{Re}\left(l_{1}\right)}-1 . \tag{4.8.6}
\end{equation*}
$$

Note that we have $|a| \geq 1$, or else we would be back in case (i). Now (4.8.6) and $q(a) \geq 1$ imply

$$
\begin{equation*}
e^{\operatorname{Re}\left(l_{1}\right)}-2 e^{-\operatorname{Re}\left(l_{1}\right)}-1 \leq 0 . \tag{4.8.7}
\end{equation*}
$$

The left-hand side of (4.8.7) increases in $\operatorname{Re}\left(l_{1}\right)$. Substitute $\log 2$ for $\operatorname{Re}\left(l_{1}\right)$ to get the bound $\operatorname{Re}\left(l_{1}\right) \leq \log 2$. Now assume $k \leq-1$; then similar arguments as above involving the triangle inequality and this time $|b| \geq 1$ also lead to (4.8.7) and thus again $\operatorname{Re}\left(l_{1}\right) \leq \log 2$.

## CHAPTER 5

## More on heights and some algebraic geometry

The purpose of this chapter is to review some facts from algebraic geometry and their application to heights. Furthermore, we give a glimpse of some results concerning heights which will be used in the second part of the thesis. The two subsequent chapters will make use of the concepts introduced here. Therefore we do not strive for utmost generality; we present the material in a form useful for our applications. Also, we give no details of the constructions and almost no proofs.

## 1. Some preliminaries

By a variety we mean a Zariski open subset of a possibly reducible projective algebraic variety defined over a field $K$. For simplicity we assume throughout the whole chapter that $K$ is algebraically closed and of characteristic zero unless stated otherwise.

Throughout this section $X$ and $Y$ will denote irreducible varieties defined over $K$. All morphisms are considered to be defined over this field. By abuse of notation we will often identify varieties with their set of $K$-rational points.

We start off with the Fibre Dimension Theorem, a result we will often apply in the next chapters.

Theorem 5.1. Let $f: X \rightarrow Y$ be a morphism of varieties. Then for $p \in X$ all irreducible components of $f^{-1}(f(p))$ have dimension greater or equal to $\operatorname{dim} X-\operatorname{dim} Y$. Furthermore, there exists a Zariski open, dense subset $V \subset Y$ such that if $q \in V$ then all irreducible components of $f^{-1}(q)$ have dimension $\operatorname{dim} X-\operatorname{dim} Y$.

Proof. Follows easily from the first theorem on page 228 of [Dan94].
The next results is the Theorem on Semi-continuity of Fibre Dimension; it will be used in chapter 6 .

Theorem 5.2. Let $f: X \rightarrow Y$ be a morphism of varieties and say $k \in \mathbf{Z}$. The set

$$
\left\{p \in X ; \operatorname{dim}_{p} f^{-1}(f(p)) \geq k\right\}
$$

is Zariski closed in $X$.
Proof. This is the second theorem on page 228 of [Dan94].
The following result will also be useful:
Theorem 5.3. Let $f: X \rightarrow Y$ be a dominant morphism of varieties. Then $f(X)$ contains an Zariski open, dense subset of $Y$.

Proof. Follows from the theorem on page 219 of [Dan94].

## 2. Chow forms and higher dimensional heights

We continue using the notation of the previous section but with the exception that we now assume $X \subset \mathbf{P}^{n}$ to be an irreducible closed projective variety defined over $K$.

The goal of this section is to define the height of a variety defined over $\overline{\mathbf{Q}}$. The most naive approach would be to define this height somehow in terms of the height of defining equations for $X$. A hypersurface, i.e. a subvariety of codimension 1, is the zero set of one homogeneous polynomial unique up to multiplication by a non-zero scalar. Our naive approach works in this situation because of the product formula. Unfortunately if $0 \leq \operatorname{dim} X \leq n-2$ there is no unique system of polynomials which define $X$. The solution is to take a suitable height of the Chow form of $X$. We follow Philippon's definition in $[P h i 95]$. We begin by defining the Chow form of $X$.

Let $\operatorname{dim} X=r$. For $0 \leq i \leq r$, let $U_{i}=\left(U_{i 0}, \ldots, U_{i n}\right)$ where the $U_{i j}$ are independent variables. By Proposition 2.2 on page 99 and the discussion on pages 100-101 of [GKZ94] there exist $d \in \mathbf{N}$ and $\mathcal{F}_{X} \in K\left[U_{i j} ; 0 \leq i \leq r, 0 \leq j \leq n\right]$ with $\mathcal{F}_{X}$ multi-homogeneous of degree $d$ in each $U_{i}$ such that

$$
\mathcal{F}_{X}\left(u_{0}, \ldots, u_{r}\right)=0 \quad \text { if and only if } \quad\left\{p \in X ; u_{0}(p)=\cdots=u_{r}(p)=0\right\} \neq \emptyset .
$$

Here $u_{i} \in K^{n+1}$ are identified with homogeneous polynomials of degree 1 . The form $\mathcal{F}_{X}$ is called Chow form or sometimes also Cayley form or Elimination form. The integer $d$ is just the geometric degree $\operatorname{deg}(X)$ which equals the cardinality of the intersection of $X$ with a generic linear subvariety of $\mathbf{P}^{n}$ of dimension $n-r$. The Chow form $\mathcal{F}_{X}$ is determined uniquely up to multiplication by a non-zero scalar. A converse statement holds: the Chow form $\mathcal{F}_{X}$ determines a set of homogeneous polynomials whose set of common zeros is precisely $X$. Indeed, for $0 \leq i \leq r$ let $s^{(i)}=\left(s_{j k}^{(i)}\right)$ denote skewsymmetric $(n+1) \times(n+1)$ matrices with coefficients $s_{j k}^{(i)}(0 \leq j, k \leq n)$ which are algebraically independent for $j<k$. Then

$$
\begin{equation*}
\mathcal{F}_{X}\left(\left(X_{0}, \ldots, X_{n}\right) s^{(0)}, \ldots,\left(X_{0}, \ldots, X_{n}\right) s^{(r)}\right) \tag{5.2.1}
\end{equation*}
$$

considered as a polynomial in the variables $X_{0}, \ldots, X_{n}$ and coefficients in the field $K\left(s_{j k}^{(i)}\right)$ vanishes precisely on $X$. Then (5.2.1) provides us with a finite number of homogeneous polynomials of degree $d(r+1)$ whose set of common zeros in $\mathbf{P}^{n}$ is $X$.

For the rest of the section we assume that $K=\overline{\mathbf{Q}}$. The coefficients of $\mathcal{F}_{X}$ are contained in a number field $F$. The height of $X$ is essentially the height of the polynomial $\mathcal{F}_{X}$ but with a different norm at the infinite places. This deviation is motivated by Arakelov theory and the definition of the so-called Faltings height in (3.1.2.2) of [BGS94]. The norms are chosen such that the resulting height equals Philippon's height in [Phi95].

More precisely, let $v \in M_{F}$. If $v$ is a finite place, then we set $\left\|\mathcal{F}_{X}\right\|_{v}=\left|\mathcal{F}_{X}\right|_{v}$, where $|\cdot|_{v}$ is defined as in section 2, chapter 1. If $v$ is an infinite place and $f$ is the image of
$\mathcal{F}_{X}$ under an embedding $F \rightarrow \mathbf{C}$ corresponding to $v$, we define

$$
\log \left\|\mathcal{F}_{X}\right\|_{v}=\int_{S^{r+1}} \log |f(u)| \sigma^{r+1}+(r+1) \operatorname{deg}(X) \sum_{i=1}^{n} \frac{1}{2 i},
$$

where $S \subset \mathbf{C}^{n+1}$ is the unit sphere and $\sigma$ is the rotation invariant measure on $S$ of total measure 1. We define the height of $X$ as

$$
h_{V}(X)=\frac{1}{[F: \mathbf{Q}]} \sum_{v \in M_{F}} d_{v} \log \left\|\mathcal{F}_{X}\right\|_{v},
$$

where $d_{v}$ are the local degrees defined in chapter 1 section 1 . This quantity does not depend on the number field $F$ containing the coefficients of $\mathcal{F}_{X}$.

At this point we must warn the reader about a possible ambiguity: a point $p \in$ $\mathbf{P}^{n}(\overline{\mathbf{Q}})$ already has a well-defined height from chapter 1 which does not necessarily equal the height $h_{V}(\{p\})$ of the corresponding variety. For this reason, we use two different symbols to distinguish the two heights.

There is a natural embedding $\iota: \mathbf{G}_{m}^{n} \hookrightarrow \mathbf{P}^{n}$ given by taking a point $\left(p_{1}, \ldots, p_{n}\right)$ to $\left[1: p_{1}: \cdots: p_{n}\right]$. This embedding will be used throughout the rest of the thesis. Having defined the degree and height of a subvariety of $\mathbf{P}^{n}$ it makes sense to speak of the degree and height of a subvariety of $\mathbf{G}_{m}^{n}$ using this embedding. Concretely, if $Z \subset \mathbf{G}_{m}^{n}$ is Zariski dense in an irreducible subvariety defined over $\overline{\mathbf{Q}}$, we define $\left.h_{V}(Z)=h_{V} \overline{(\bar{l}(Z)}\right)$ and $\operatorname{deg}(Z)=\operatorname{deg}(\overline{\iota(Z)})$.

Say $Y \subset \mathbf{P}^{n}$ is an irreducible projective variety. Bézout's Theorem provides an upper bound for the degrees of the irreducible components of the set theoretic intersection $X \cap Y$.

Theorem 5.4. Let $Z_{1}, \ldots, Z_{g}$ be the distinct irreducible components of $X \cap Y$, then

$$
\sum_{i=1}^{g} \operatorname{deg}\left(Z_{i}\right) \leq \operatorname{deg}(X) \operatorname{deg}(Y)
$$

Proof. See [Ful84] example 8.4.6 on page 148 or Main Theorem of [Vog84] on page 60.

From the point of view of Arakelov theory the height of a variety should be understood as an arithmetic version of the degree. The arithmetic analog of Bézout's Theorem is then naturally called the Arithmetic Bézout Theorem. If $Y$ is defined over $\overline{\mathbf{Q}}$ it bounds the height of the irreducible components in $X \cap Y$ from above in terms of heights and degrees of $X$ and $Y$ :

Theorem 5.5. Let $Z_{1}, \ldots, Z_{g}$ be the distinct irreducible components of $X \cap Y$, then

$$
\sum_{i=1}^{g} h_{V}\left(Z_{i}\right) \leq \operatorname{deg}(X) h_{V}(Y)+\operatorname{deg}(Y) h_{V}(X)+c \operatorname{deg}(X) \operatorname{deg}(Y)
$$

where $c$ is a positive effective constant which depends only on $n$.

Proof. See [Phi95] Theorem 3.
It is clear that Theorems 5.4 and 5.5 hold if $X$ and $Y$ are subvarieties of $\mathbf{G}_{m}^{n}$. We will apply Bézout's Theorem in chapter 7 and the Arithmetic Bézout Theorem in chapter 6.

## 3. Normalized height and essential minimum of a variety

All varieties in this section are defined over $\overline{\mathbf{Q}}$. Let $X \subset \mathbf{G}_{m}^{n}$ denote an irreducible closed subvariety. We use $h$ to denote the absolute logarithmic Weil height restricted from $\mathbf{P}^{n}(\overline{\mathbf{Q}})$ to $\mathbf{G}_{m}^{n}(\overline{\mathbf{Q}})$.

In [Phi95] Philippon described how to normalize the height of a subvariety of an abelian variety. This construction is a generalization to higher dimension of Tate's normalization of the height of a point on an abelian variety. In [DP99] David and Philippon did the same for subvarieties of $\mathbf{G}_{m}^{n}$. For an integer $m \in \mathbf{Z}$, let $[m]: \mathbf{G}_{m}^{n} \rightarrow$ $\mathbf{G}_{m}^{n}$ denote the homomorphism which takes $p$ to $p^{m}$. In [DP99] the authors showed that the limit

$$
\begin{equation*}
\hat{h}(X)=\lim _{m \rightarrow \infty} \frac{h_{V}([m] X) \operatorname{deg}(X)}{m \operatorname{deg}([m] X)} \tag{5.3.1}
\end{equation*}
$$

exists. Its value $\hat{h}(X)$ is called the normalized height of $X$. In Proposition 2.1 of [DP99] it is showed that

$$
\begin{equation*}
\left|\hat{h}(X)-h_{V}(X)\right| \leq \frac{7}{2}(\operatorname{dim} X+1) \operatorname{deg}(X) \log (n+1) \tag{5.3.2}
\end{equation*}
$$

Furthermore, if $p \in \mathbf{G}_{m}^{n}(\overline{\mathbf{Q}})$, then $\hat{h}(\{p\})=h(p)$ where the left-hand side is the absolute logarithmic Weil height. In view of (5.3.2) we conclude $\left|h_{V}(\{p\})-h(p)\right| \leq \frac{7}{2} \log (n+1)$. If $X$ is the translate of an algebraic subgroup by a torsion point, then by Proposition 2.1 of [DP99] we have $\hat{h}(X)=0$. We will see a converse statement further down.

We define the essential minimum of $X$ as

$$
\hat{\mu}^{\mathrm{ess}}(X)=\sup _{Z \subsetneq X} \inf \{h(p) ; p \in(X \backslash Z)(\overline{\mathbf{Q}})\}
$$

here $Z$ runs over all proper Zariski closed subsets of $X$. Equivalently one could take the supremum over all Zariski closed subsets of $X$ with codimension 1 in $X$. Another equivalent definition is

$$
\hat{\mu}^{\mathrm{ess}}(X)=\inf \{\delta \in \mathbf{R} ;\{p \in X(\overline{\mathbf{Q}}) ; h(p) \leq \delta\} \text { is Zariski dense in } X\}
$$

For example if $X=\{p\}$ is a point, then $\hat{\mu}^{\text {ess }}(X)=h(p)$. The case where $X$ is a curve is more interesting. Then for any $\delta<\hat{\mu}^{\text {ess }}(X)$ there are at most finitely many points $p \in X(\overline{\mathbf{Q}})$ with $h(p) \leq \delta$.

If $X$ is the translate of an algebraic subgroup of $\mathbf{G}_{m}^{n}$ by a torsion point then $\hat{\mu}^{\text {ess }}(X)=0$. Hence both normalized height and essential minimum of such an $X$ vanish. The following theorem of Zhang explains this observation:

Theorem 5.6 (Zhang). We have the inequality

$$
\begin{equation*}
\hat{\mu}^{\mathrm{ess}}(X) \leq \frac{\hat{h}(X)}{\operatorname{deg}(X)} \leq(1+\operatorname{dim} X) \hat{\mu}^{\mathrm{ess}}(X) \tag{5.3.3}
\end{equation*}
$$

Proof. Follows easily from Theorem 5.2 in [Zha95a] and (5.3.1). Compare also Theorem 1.10 of [Zha95b].

In fact Zhang proved a stronger lower bound: the left side of (5.3.3) can be replaced by the sum of $\hat{\mu}^{\text {ess }}(X)$ with the higher successive minima. The higher successive minima are non-negative; we will not define or use them here though.

It is an important problem to determine all $X$ with $\hat{\mu}^{\text {ess }}(X)=0$ or equivalently $\hat{h}(X)=0$. The Bogomolov Conjecture for $\mathbf{G}_{m}^{n}$ states that if $\hat{\mu}^{\text {ess }}(X)=0$ then $X$ is the translate of an algebraic subgroup by a torsion point. Bogomolov originally conjectured that if $C$ is a non-singular projective curve of genus at least 2 embedded in its Jacobian, then there exists an $\epsilon>0$ such that there are only finitely many points in $C(\overline{\mathbf{Q}})$ with Néron-Tate height at most $\epsilon$. This conjecture was proved by Ullmo in [U1198] and a more general version was proved by Zhang in [Zha98].

In Theorem 6.2 of [Zha95a] Zhang proved Bogomolov's Conjecture in the algebraic torus. Zhang's Theorem 6.2 in [Zha95a] together with Theorem 5.6 above can be seen as a higher dimension generalization of Kronecker's Theorem. Zhang also showed that if $X^{*}$ is $X$ deprived of all its subvarieties that are translates of algebraic subgroups by torsion points, then $X^{*} \subset X$ is Zariski open and $\inf _{p \in X^{*}(\overline{\mathbf{Q}})} h(p)>0$. Bombieri and Zannier gave an elementary and effective proof of these two statements in [BZ95]. They used a slightly different height in their paper which can easily be compared with our height. Finding lower bounds for the infimum (if $X^{*}$ is non-empty) is often called the Lehmer Problem. Lower bounds involve the field of definition of $X, \operatorname{deg}(X)$, and $n$. See for example Corollary 1.3 in [AD01].

If we assume that $X$ is not equal to the translate of a proper algebraic subgroup of $\mathbf{G}_{m}^{n}$, then in [AD03] Amoroso and David proved a lower bound for $\hat{\mu}^{\text {ess }}(X)$ which only depends on $\operatorname{deg}(X)$ and $n$ but not on the field of definition of $X$. The dependence in the degree is best-possible up to a logarithmic factor. Actually, instead of the degree Amoroso and David used the more subtle obstruction index. If $V$ is a proper subvariety of $\mathbf{P}^{n}$ the obstruction index is defined as

$$
\omega(V)=\inf _{V \subset Z \subsetneq \mathbf{P}^{n}}\{\operatorname{deg}(Z)\},
$$

here $Z$ runs over all Zariski closed subsets of $\mathbf{P}^{n}$ that contain $V$ and whose irreducible components have dimension $n-1$. As Amoroso and David pointed out in their article, a result of Chardin implies

$$
\begin{equation*}
\omega(V) \leq n \operatorname{deg}(V)^{1 / \operatorname{codim} V} . \tag{5.3.4}
\end{equation*}
$$

Using the embedding $\iota: \mathbf{G}_{m}^{n} \hookrightarrow \mathbf{P}^{n}$ we may consider the obstruction index of subvarieties $X \subset \mathbf{G}_{m}^{n}$.

Theorem 5.7 (Amoroso, David). Assume $X \subsetneq \mathbf{G}_{m}^{n}$ is a proper irreducible closed subvariety of codimension $k$ defined over $\overline{\mathbf{Q}}$. If $X$ is not contained in the translate of a proper algebraic subgroup of $\mathbf{G}_{m}^{n}$, then

$$
\hat{\mu}^{\mathrm{ess}}(X) \geq \frac{c}{\omega(X)}(\log (3 \omega(X)))^{-\lambda(k)}
$$

where $c>0$ depends only on $n$ and $\lambda(k)=\left(9(3 k)^{k+1}\right)^{k}$.
Proof. This is Theorem 1.4 of [AD03].
If $X$ is as in Theorem 5.7 then (5.3.4) implies

$$
\begin{equation*}
\hat{\mu}^{\operatorname{ess}}(X) \geq \frac{c^{\prime}}{\operatorname{deg}(X)^{1 / \operatorname{codim} X}}(\log (3 \operatorname{deg}(X)))^{-\lambda(k)}, \tag{5.3.5}
\end{equation*}
$$

where $c^{\prime}>0$ depends only on $n$.
Theorem 5.7 will be applied in chapter 7 to obtain the following result: if $X \subset \mathbf{G}_{m}^{n}$ is an irreducible curve not contained in the translate of an algebraic subgroup then there are at most finitely many points in $X(\overline{\mathbf{Q}})$ that lie in an algebraic subgroup of dimension $n-2$ "up to an $\epsilon$ ". In the proof of this result it will be essential that the lower bound in (5.3.5) is best possible up to a power of a logarithm.

## CHAPTER 6

## Intersecting varieties with small subgroups

Let $X \subset \mathbf{G}_{m}^{n}$ be an irreducible closed subvariety. In this chapter we will bound the height of algebraic points on $X$ that are in a certain sense close to the union of all algebraic subgroup of $\mathbf{G}_{m}^{n}$ of dimension $m<n / \operatorname{dim} X$. These results give a qualitative generalization of results from previous chapters. The bounds we obtain are effective and will be expressed as functions of the height of $X$, the degree of $X$, and $n$. We will use these height bounds to derive finiteness results if the points in question actually lie on the union of all algebraic subgroup of dimension $m$. In chapter 7 we will prove finiteness results for points close to such a subgroup.

## 1. Introduction

Unless stated otherwise, all varieties in this chapter are assume to be defined over $\overline{\mathbf{Q}}$. Fix an irreducible closed subvariety $X \subset \mathbf{G}_{m}^{n}$. In this chapter and the next a coset is the translate of an algebraic subgroup of $\mathbf{G}_{m}^{n}$. We do not require a coset to be irreducible.

Let $H$ be a subset of $\mathbf{G}_{m}^{n}(\overline{\mathbf{Q}})$ and let $\epsilon \geq 0$, we define the "cone" around $H$ :

$$
C(H, \epsilon)=\left\{a b ; a \in H, b \in \mathbf{G}_{m}^{n}(\overline{\mathbf{Q}}), h(b) \leq \epsilon(1+h(a))\right\},
$$

here $h(\cdot)$ is the absolute logarithmic Weil height on $\mathbf{G}_{m}^{n}(\overline{\mathbf{Q}})$ defined in chapter 1.
Let $X^{\mathrm{o}}$ be the complement in $X$ of the union of all positive dimensional cosets contained in $X$. The work of Bombieri and Zannier (Theorem 1, [BZ95]) shows that $X^{0}$ is Zariski open in $X$. Let $\Gamma$ be a finitely generated subgroup of $\mathbf{G}_{m}^{n}(\overline{\mathbf{Q}})$ and let $\bar{\Gamma}$ be the group of $p \in \mathbf{G}_{m}^{n}(\overline{\mathbf{Q}})$ such that $p^{k} \in \Gamma$ for a positive integer $k$. Evertse showed in Theorem 1.7 of $[\mathbf{E v e 0 2}]$ that $X^{\mathrm{o}} \cap C(\bar{\Gamma}, \epsilon)$ is finite for some positive $\epsilon$. The definition of $X^{\mathrm{o}}$ makes sense if $\mathbf{G}_{m}^{n}$ is replaced by any semi-abelian variety $A$. One can define a reasonable height on $A(\overline{\mathbf{Q}})$ if $A$ is defined over $\overline{\mathbf{Q}}$. In this context Poonen ([Poo99]) proved that if $A$ is isogenous to the product of an abelian variety with $\mathbf{G}_{m}^{n}(n=0$ is allowed) then there exists a positive $\epsilon$ with the following property: there are at most finitely many points $p=a b \in X^{\circ}$ where $a \in \bar{\Gamma}$ and where $b$ has height at most $\epsilon$. In fact Poonen's Corollary 9 is slightly stronger. In [Rém03] Theorem 1.2 Rémond proves the finiteness of $X^{\mathrm{o}} \cap C(\bar{\Gamma}, \epsilon)$ for any semi-abelian variety $A$ defined over $\overline{\mathbf{Q}}$ and for some $\epsilon>0$.

For $\epsilon=0$ we describe a result by Bombieri, Masser, and Zannier in [BMZ99] which concerns the intersection of $X$ with the union of all algebraic subgroups of fixed dimension. When $0 \leq m \leq n$ is an integer, we define $\mathcal{H}_{m}^{n}$ to be the union of all algebraic subgroups of $\mathbf{G}_{m}^{n}$ with dimension less or equal to $m$. If not stated otherwise, we usually
identify $\mathcal{H}_{m}^{n}$ with the set of its algebraic points. To avoid trivialities we set $\mathcal{H}_{m}^{n}=\emptyset$ for negative $m$. In [BMZ99] the authors showed that if $X \subset \mathbf{G}_{m}^{n}$ is an irreducible algebraic curve not contained in a proper coset, then $X \cap \mathcal{H}_{m}^{n}$ is a set of bounded height for $m=n-1$ and finite for $m=n-2$.

Motivated by the results described in the previous two paragraphs we pose the problem of finding boundedness of height results for the intersection $X^{\mathrm{oa}} \cap C\left(\mathcal{H}_{m}^{n}, \epsilon\right)$ for a small $\epsilon>0$ and appropriate $m$. Here $X$ is not necessarily a curve and $X^{\text {oa }} \subset X$ will be defined further down.

In some instances height bounds for $X^{\mathrm{oa}} \cap C\left(\mathcal{H}_{m}^{n}, \epsilon\right)$ imply the finiteness of this set as we will see later on. We will discuss finiteness results with $\epsilon=0$ here and with $\epsilon>0$ in chapter 7. By Kronecker's Theorem the set $C\left(\mathcal{H}_{m}^{n}, 0\right)$ equals $\mathcal{H}_{m}^{n}$. Hence Bombieri, Masser, and Zannier's finiteness result in [BMZ99] covers the case $\epsilon=0$ for curves not contained in a proper coset.

We start off with a short review of what else is known about intersections $X \cap$ $C\left(\mathcal{H}_{m}^{n}, \epsilon\right)$ from the point of view of boundedness of height and finiteness.

If we have $m=0$ then $\mathcal{H}_{0}^{n}$ is the set of torsion points of $\mathbf{G}_{m}^{n}$ by Kronecker's Theorem. Certainly the height is bounded on $X \cap \mathcal{H}_{0}^{n}$, but finiteness questions are already interesting: one is lead to the study of torsion points contained in $X$. For example, a special case of a result of Laurent in [Lau84] shows that the intersection $X \cap \mathcal{H}_{0}^{n}$ is contained in a finite union of translates of algebraic subgroups by torsion points. Furthermore, these translates are contained in $X$.

Next, if we allow $\epsilon$ to be positive but still with $m=0$, then $C\left(\mathcal{H}_{0}^{n}, \epsilon\right)$ is just the set of algebraic points $\mathbf{G}_{m}^{n}$ with height at most $\epsilon$. So again bounding the height on $X \cap C\left(\mathcal{H}_{0}^{n}, \epsilon\right)$ is trivial. Finiteness (and non-density) questions of this set are related to the Bogomolov Conjecture already discussed to some extent in section 3 of chapter 5.

Up to now most work concerning the intersection of varieties with $C\left(\mathcal{H}_{m}^{n}, \epsilon\right)$ where positive dimensional algebraic subgroups are involved assumed $\epsilon=0$. Hence we continue our review considering only the case $\epsilon=0$.

For $X$ of any dimension, Bombieri and Zannier showed in Theorem 1 ([Zan00] page 524) that $X^{\mathrm{o}} \cap \mathcal{H}_{1}^{n}$ is a set of bounded height. The subgroup dimension in this theorem is not believed to be best-possible for $\operatorname{dim} X \leq n-2$. This belief is supported by [BMZ99] where the subgroups have dimension $n-1$, i.e. equal to the codimension of the variety in question. For $2 \leq \operatorname{dim} X \leq n-2$ only one boundedness of height result is known where $m>1$ : if $X$ is a plane, then in the preprint [BMZ04] Bombieri, Masser, and Zannier proved that $X^{\mathrm{oa}} \cap \mathcal{H}_{n-2}^{n}$ has bounded height and $X^{\mathrm{oa}} \cap \mathcal{H}_{n-3}^{n}$ is finite. Furthermore, they proved that for planes, the still undefined set $X^{\text {oa }} \subset X$ is Zariski open.

In [BMZ06b] Bombieri, Masser, and Zannier proved that $X^{\text {ta }} \cap \mathcal{H}_{1}^{n}$ is finite if $\operatorname{dim} X=n-2$ and in this case $X^{\text {ta }}$ is Zariski open in $X$. The definition of $X^{\text {ta }}$ will also be given below.

As already mentioned, if $X$ is a curve which is not contained in a proper coset, then $X \cap \mathcal{H}_{n-2}^{n}$ is finite. Say now that $X$ is contained in a proper coset, then Bombieri, Masser, and Zannier showed that the height on $X \cap \mathcal{H}_{n-1}^{n}$ is necessarily unbounded. Nevertheless it is conjectured in [BMZ99] that $X \cap \mathcal{H}_{n-2}^{n}$ is finite if $X$ is allowed to be
contained in a proper coset but not in a proper algebraic subgroup. Recently, Maurin has announced a proof of this conjecture in [Mau06].

We will prove the following simple proposition:
Proposition 6.1. Let $X \subset \mathbf{G}_{m}^{n}$ be an irreducible closed subvariety defined over $\overline{\mathbf{Q}}$ of dimension $r$ with $1 \leq r \leq n$ and let $U \subset X$ be Zariski open and dense. Then the set $U \cap \mathcal{H}_{n-r+1}^{n}$ has unbounded height and $U \cap \mathcal{H}_{n-r}^{n}$ is infinite.

Therefore to prove a reasonable boundedness of height result on intersections of $X$ with $\mathcal{H}_{m}^{n}$ one needs to assume $m \leq n-\operatorname{dim} X$. And to prove finiteness results one needs $m \leq n-\operatorname{dim} X-1$. There is a series of conjectures stated by Bombieri, Masser, and Zannier which state that one can take $m$ to be equal to these upper bounds and expect boundedness of height or finiteness respectively, at least when restricting to geometrically motivated subsets $X^{\text {oa }}$ of $X$ which we now finally define.

An irreducible closed subvariety $Y \subset X$ is called $X$-anomalous if there exists a coset $H \subset \mathbf{G}_{m}^{n}$ such that $Y \subset H$ and

$$
\begin{equation*}
\operatorname{dim} Y \geq \max \{1, \operatorname{dim} X+\operatorname{dim} H-n+1\} . \tag{6.1.1}
\end{equation*}
$$

If $Y \subset X$ is $X$-anomalous and there can be no confusion regarding $X$ we will simply call $Y$ anomalous. We define $X^{\text {oa }}$ to be $X$ deprived of all its anomalous subvarieties. If $H$ is an algebraic subgroup we call $Y X$-torsion anomalous, or just torsion anomalous. We define $X^{\text {ta }}$ to be $X$ deprived of all its torsion anomalous subvarieties. These definitions continue to make sense when all varieties in question are defined over $\mathbf{C}$.

Informally speaking, a positive dimensional $Y \subset X$ is anomalous if it is contained in a component of the intersection of $X$ with a coset whose dimension is smaller than expected.

We present some special cases where $X^{\mathrm{oa}}$ and $X^{\text {ta }}$ can easily be determined: if $X$ is a curve, then $X^{\mathrm{oa}}=X$ if $X$ is not contained in a proper coset, and $X^{\mathrm{oa}}=\emptyset$ otherwise. Similarly, $X^{\text {ta }}=X$ if $X$ is not contained in a proper algebraic subgroup, and $X^{\text {ta }}=\emptyset$ otherwise. If $X$ is a hypersurface, i.e. if $\operatorname{dim} X=n-1$, then it is easy to see that $X^{\mathrm{oa}}=X^{\mathrm{o}}$.

Conjecture 6.1. Let $X \subset \mathbf{G}_{m}^{n}$ be an irreducible closed subvariety defined over $\mathbf{C}$. Then $X^{\mathrm{oa}} \subset X$ is Zariski open.

In the work [BMZ06b], Bombieri, Masser, and Zannier proved Conjecture 6.1 and even a "Structure Theorem" for anomalous subvarieties.

The conjectures of Bombieri, Masser, and Zannier are:
Conjecture 6.2. (Bombieri, Masser, Zannier) Let $X \subset \mathbf{G}_{m}^{n}$ be an irreducible closed subvariety defined over $\overline{\mathbf{Q}}$. Then $X^{\mathrm{oa}} \cap \mathcal{H}_{n-\operatorname{dim} X}^{n}$ is a set of bounded height.

Conjecture 6.3. (Bombieri, Masser, Zannier) Let $X \subset \mathbf{G}_{m}^{n}$ be an irreducible closed subvariety defined over $\mathbf{C}$. Then $X^{\text {ta }} \subset X$ is Zariski open and furthermore $X^{\mathrm{ta}} \cap \mathcal{H}_{n-\operatorname{dim} X-1}^{n}$ is finite.

In Conjecture 6.3 one identifies $\mathcal{H}_{m}^{n}$ with the set of its complex points.
By the survey of known results above, Conjecture 6.2 has been proved for curves, hypersurfaces, and planes.

Pink and Zilber independently stated conjectures concerning general semi-abelian varieties which are related to the conjectures above. In [Pin05b], Pink conjectured:

Conjecture 6.4 (Pink, Zilber). Let $A$ be a semi-abelian variety defined over $\mathbf{C}$ and let $X \subset A$ be an irreducible closed subvariety also defined over $\mathbf{C}$ which is not contained in a proper algebraic subgroup of $A$. Then the set of points in $X(\mathbf{C})$ that are contained in an algebraic subgroup of $A$ of codimension greater or equal to $\operatorname{dim} X+1$ is not Zariski dense in $X$.

In [Zil02] Zilber stated a conjecture which implies Conjecture 6.4.
Theorem 6.1, the main result of this chapter, goes in the direction of Conjecture 6.2 but with positive $\epsilon$. The drawback is that the subgroups involved have dimension strictly less than $n / \operatorname{dim} X$. This strong restriction on the subgroup dimension allows us to prove Conjecture 6.2 only in some special cases.

To formulate Theorem 6.1 we need a refined version of $X^{\text {oa. }}$ let $t$ be an integer with $0 \leq t \leq n$, we define $X^{\text {oa, } t}$ to be $X$ deprived of all its closed irreducible subvarieties $Y$ that are contained in a coset $H$ satisfying (6.1.1) and $\operatorname{dim} H \leq t$. Clearly we have

$$
\begin{equation*}
X=X^{\mathrm{oa}, 0} \supset X^{\mathrm{oa}, 1} \supset \cdots \supset X^{\mathrm{oa}, n}=X^{\mathrm{oa}} \tag{6.1.2}
\end{equation*}
$$

And even

$$
\begin{equation*}
X^{\mathrm{oa}, n-\operatorname{dim} X}=X^{\mathrm{oa}} . \tag{6.1.3}
\end{equation*}
$$

Indeed by (6.1.2) it suffices to prove that if $p \in Y \subset p H$ where $Y \subset X$ and $H$ is an algebraic subgroup satisfying (6.1.1), then $p \notin X^{\text {oaa }, n-\operatorname{dim} X}$. If $\operatorname{dim} H \leq n-\operatorname{dim} X$, then we are done; hence say $\operatorname{dim} H>n-\operatorname{dim} X$. We will see in Proposition 6.2 that there exist linearly independent $u_{1}, \ldots, u_{n-\operatorname{dim} H} \in \mathbf{Z}^{n}$ such that $H=\left\{x \in \mathbf{G}_{m}^{n}, x^{u_{1}}=\right.$ $\left.\cdots=x^{u_{n-\operatorname{dim} H}}=1\right\}$. Here notation introduced in section 2 is used. We may choose $v_{1}, \ldots, v_{\operatorname{dim} H+\operatorname{dim} X-n} \in \mathbf{Z}^{n}$ such that the $u_{i}, v_{i}$ are linearly independent. By Proposition 6.2 the $v_{i}$ define an algebraic subgroup $H^{\prime} \subset \mathbf{G}_{m}^{n}$ with $\operatorname{dim} H^{\prime}=2 n-\operatorname{dim} H-\operatorname{dim} X$ and $\operatorname{dim} H \cap H^{\prime}=n-\operatorname{dim} X$. Let $Y^{\prime}$ be an irreducible component of $Y \cap p H^{\prime}$ containing p. By [Ful84] (§8.2, page 137) we have $\operatorname{dim} Y^{\prime} \geq \operatorname{dim} Y+\operatorname{dim} H^{\prime}-n$ and we use (6.1.1) to conclude $\operatorname{dim} Y^{\prime} \geq 1$. Furthermore, $Y^{\prime} \subset p\left(H \cap H^{\prime}\right)$ where the right side is a coset of dimension $n-\operatorname{dim} X$. We conclude $p \notin X^{\mathrm{oa}, n-\operatorname{dim} X}$. Therefore (6.1.3) is established.

We are now ready to state Theorem 6.1.
Theorem 6.1. Let $X \subset \mathbf{G}_{m}^{n}$ be an irreducible closed subvariety defined over $\overline{\mathbf{Q}}$. Let $s$ be an integer with $\operatorname{dim} X \leq s \leq n$ and let $m$ be an integer with $m \cdot s<n$. Then there exists $\epsilon>0$ which depends only on $\operatorname{deg}(X)$ and $n$ such that if $p \in X^{\text {oa, } n-s} \cap C\left(\mathcal{H}_{m}^{n}, \epsilon\right)$ then

$$
h(p) \leq c(n) \cdot \operatorname{deg}(X)^{\frac{m s}{n-m s}}\left(\operatorname{deg}(X)+h_{V}(X)\right) .
$$

The constant $c(n)$ is effective and depends only on $n$.

We recall that degrees and heights of subvarieties of $\mathbf{G}_{m}^{n}$ are defined in chapter 5.
It is tempting to take $s=\operatorname{dim} X$ in Theorem 6.1, since then one can take $m$ as large as possible and also $X^{\mathrm{oa}, n-\operatorname{dim} X}=X^{\mathrm{oa}}$. If $X$ is a curve or a hypersurface, then we may choose $m=n-1$ or $m=1$ respectively. In these two cases the theorem implies Conjecture 6.2 "with an $\epsilon$ " and with explicit height bounds. Although Conjecture 6.2 has already been proved for such $X$, no explicit height bounds have appeared in literature.

The proof of Theorem 6.1 does not use the now proven fact (cf. [BMZ06b]) that $X^{\text {oa }} \subset X$ is Zariski open. In fact if $s \geq \operatorname{dim} X$ the proof shows that the height is bounded above on $U \cap C\left(\mathcal{H}_{m}^{n}, \epsilon\right)$ for some non-empty Zariski open set $U \subset X$ with $X^{\mathrm{oa}, n-s} \subset U$ as soon as the following hypothesis on $X$ is satisfied.

> For any surjective homomorphism of algebraic groups $\varphi: \mathbf{G}_{m}^{n} \rightarrow \mathbf{G}_{m}^{s}$ one has $\operatorname{dim} \varphi(X)=\operatorname{dim} X$.
In Lemma 6.4 we will show that (6.1.4) follows from $X^{\text {oa, } n-s} \neq \emptyset$.
If $X \neq \mathbf{G}_{m}^{n}$ then taking $s=n-1$ also has interesting consequences. Indeed it is not difficult to see that $X^{\mathrm{oa}, 1}=X^{\mathrm{o}}$. Now Theorem 6.1 with $m=1$ gives an explicit height bound for the set $X^{\mathrm{o}} \cap C\left(\mathcal{H}_{1}^{n}, \epsilon\right)$. We have therefore recovered an explicit version of Bombieri and Zannier's Theorem ([Zan00] Theorem 1, page 523) mentioned above. Their theorem also holds for $X=\mathbf{G}_{m}^{n}$, but then of course $X^{\circ}=\emptyset$.

In [BMZ04] Bombieri, Masser, and Zannier show the following theorem:
Theorem 6.2. (Bombieri, Masser, Zannier) Let $X \subset \mathbf{G}_{m}^{n}$ be an irreducible closed subvariety defined over $\overline{\mathbf{Q}}$ of dimension $r$. If $B \in \mathbf{R}$, then

$$
\left\{p \in X^{\operatorname{ta}} \cap \mathcal{H}_{n-r-1}^{n} ; h(p) \leq B\right\}
$$

is finite.
If we combine Bombieri, Masser, and Zannier's result from [BMZ04] with Theorem 6.1 we get a finiteness result with $\epsilon=0$.

Corollary 6.1. Let $X \subset \mathbf{G}_{m}^{n}$ be an irreducible closed subvariety defined over $\overline{\mathbf{Q}}$ of dimension $r \geq 1$ and let $m$ be an integer with $m<\min \{n / r, n-r\}$. Then $X^{\text {oa }} \cap \mathcal{H}_{m}^{n}$ is finite.

The proof is an immediate consequence of Theorems 6.1 (with $s=\operatorname{dim} X$ ) and 6.2, and the fact that $X^{\mathrm{oa}} \subset X^{\mathrm{ta}}$.

For example, the previous corollary implies the finiteness statement of Conjecture 6.3 in the cases of curves $(r=1)$, hypersurfaces $(r=n-1)$, and also $r=n-2$ but always with $X^{\text {ta }}$ replaced by $X^{\text {oa }}$ and if everything is defined over $\overline{\mathbf{Q}}$.

There is one further situation where Corollary 6.1 implies finiteness with the correct subgroup dimension: namely surfaces in $\mathbf{G}_{m}^{5}$.

Corollary 6.2. Let $X \subset \mathbf{G}_{m}^{5}$ be an irreducible closed algebraic surface defined over $\overline{\mathbf{Q}}$. Then $X^{\mathrm{oa}} \cap \mathcal{H}_{2}^{5}$ is finite.

Of course this corollary follows from Corollary 6.1 by taking $n=5, r=2$, and $m=2$.

We remark that we are showing the finiteness of $X^{\mathrm{oa}} \cap \mathcal{H}_{2}^{5}$ and not of the potentially larger set $X^{\operatorname{ta}} \cap \mathcal{H}_{2}^{5}$ which appears in Conjecture 6.3.

As we will see, proving a version of Theorem 6.1 with $\epsilon=0$ is not essentially simpler than the proof of Theorem 6.1 itself. Hence in the problem of bounding the height we get the $\epsilon$ for free. Unfortunately the same cannot be said about the problem of proving finiteness in the style of Theorem 6.2. In fact we reserve the whole next chapter to prove a version of Theorem 6.2 "with an $\epsilon$ ". Although the subgroup dimension $m$ will often be less than $n-r-1$.

## 2. Algebraic subgroups of $\mathbf{G}_{m}^{n}$

We let $c_{1}, \ldots, c_{6}$ denote positive constants which depend only on $n$.
As all our work is done in the torus $\mathbf{G}_{m}^{n}$ we introduce some notation which eases work in this and the next chapter. Let $K$ be a field. Let $p=\left(p_{1}, \ldots, p_{n}\right) \in \mathbf{G}_{m}^{n}(K)$ and $u=\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in \mathbf{Z}^{n}$, we set $p^{u}=p_{1}^{\alpha_{1}} \cdots p_{n}^{\alpha_{n}}$. Say $u_{1}, \ldots, u_{m} \in \mathbf{Z}^{n}$. If $U$ is an $n \times m$ matrix with columns $u_{1}, \ldots, u_{m} \in \mathbf{Z}^{n}$ then we set $p^{U}=\left(p^{u_{1}}, \ldots, p^{u_{m}}\right) \in \mathbf{G}_{m}^{m}(K)$. For $q \in \mathbf{G}_{m}^{n}(K)$ we have $(p q)^{U}=p^{U} q^{U}$. If $V$ is a matrix with $m$ rows and integer coefficients, then $\left(p^{U}\right)^{V}=p^{U V}$. If $K=\mathbf{R}$ and all $p_{i}$ are positive we will also allow exponent vectors or matrices with rational numbers as entries.

Let $p=\left(p_{1}, \ldots, p_{n}\right) \in \mathbf{G}_{m}^{n}(\overline{\mathbf{Q}})$ and say $U$ is as above. By elementary height inequalities we have

$$
\begin{equation*}
h\left(p^{U}\right) \leq m \sum_{j=1}^{n} x_{j} h\left(p_{j}\right), \tag{6.2.1}
\end{equation*}
$$

where $x_{j}$ is the maximum of the absolute values of the elements of the $j$ th row of $U$.
Finally we define the morphism of algebraic groups $\varphi_{\left(u_{1}, \ldots, u_{m}\right)}: \mathbf{G}_{m}^{n} \rightarrow \mathbf{G}_{m}^{m}$ by sending $p$ to $\left(p^{u_{1}}, \ldots, p^{u_{m}}\right)$.

For $u \in \mathbf{R}^{n}|u|$ will always denote the euclidean norm of $u$. Furthermore, if $L \in$ $\mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$ is a linear form, then $|L|$ will denote the euclidean norm of the coefficient vector of $L$.

Let $\Lambda \subset \mathbf{Z}^{n}$ be a subgroup. Then we define

$$
\mathcal{H}(\Lambda)=\left\{p \in \mathbf{G}_{m}^{n} ; p^{u}=1 \text { for all } u \in \Lambda\right\} .
$$

It is clear that $\mathcal{H}(\Lambda)$ is an algebraic subgroup of $\mathbf{G}_{m}^{n}$. We $\operatorname{define} \operatorname{det} \Lambda$ to be the determinant of the subgroup $\Lambda$ considered as a lattice in $\mathbf{R}^{n}$.

Algebraic subgroups of $\mathbf{G}_{m}^{n}$ and subgroups of $\mathbf{Z}^{n}$ are closely related:
Proposition 6.2. Let $\Lambda \subset \mathbf{Z}^{n}$ be a subgroup of rank $r$, then $\operatorname{dim} \mathcal{H}(\Lambda)=n-r$ and

$$
\begin{equation*}
\operatorname{deg}(\mathcal{H}(\Lambda)) \leq c_{1} \operatorname{det} \Lambda \tag{6.2.2}
\end{equation*}
$$

Furthermore, for any algebraic subgroup $H \subset \mathbf{G}_{m}^{n}$ there exists a subgroup $\Lambda \subset \mathbf{Z}^{n}$ with $H=\mathcal{H}(\Lambda)$.

Proof. The equality $\operatorname{dim} \mathcal{H}(\Lambda)=n-r$ follows from Proposition 3.2.7 in [BG06]. The last statement of the assertion is Corollary 3.2.15 of [BG06].

Inequality (6.2.2) can be proved as follows: by Minkowski's Second Theorem there exist linearly independent $u_{1}, \ldots, u_{r} \in \Lambda$ with $\left|u_{1}\right| \cdots\left|u_{r}\right| \leq c \operatorname{det} \Lambda$, here $c$ depends only on $n$. Say the $u_{i}$ generate the subgroup $\Lambda^{\prime} \subset \mathbf{Z}^{n}$. Then by the first part of the proposition $\mathcal{H}(\Lambda)$ and $\mathcal{H}\left(\Lambda^{\prime}\right)$ have equal dimension. Since $\mathcal{H}(\Lambda) \subset \mathcal{H}\left(\Lambda^{\prime}\right)$ the irreducible components of $\mathcal{H}(\Lambda)$ are irreducible components of $\mathcal{H}\left(\Lambda^{\prime}\right)$. Now $x^{u_{1}}=\cdots=x^{u_{r}}=1$ are defining equations for $\mathcal{H}\left(\Lambda^{\prime}\right)$. By multiplying these with suitable monomials we get polynomial equations. Inequality (6.2.2) then follows from Bézout's Theorem (Theorem 5.4).

## 3. Some geometry of numbers

We start off with a result very much in the spirit of an argument given in the alternative proof of Theorem 1 in [BMZ99].

Lemma 6.1. Let $1 \leq m \leq n$ and let $a \in \mathcal{H}_{m}^{n}$. Then there exist linear forms $L_{1}, \ldots, L_{m} \in \mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$ such that $\left|L_{j}\right| \leq 1$ and

$$
h\left(a^{u}\right) \leq c_{2} \max _{1 \leq j \leq m}\left\{\left|L_{j}(u)\right|\right\} h(a)
$$

for all $u \in \mathbf{Z}^{n}$.
Proof. Let $a=\left(a_{1}, \ldots, a_{n}\right) \in \mathcal{H}_{m}^{n}$; then by Proposition 6.2 we may assume that the $a_{i}$ lie in a finitely generated subgroup of $\overline{\mathbf{Q}}^{*}$ of rank $m$. By a result of Schlickewei (Theorem 1.1 of $[\mathbf{S c h} 97]$ ) there exist multiplicatively independent elements $g_{1}, \ldots, g_{m} \in$ $\overline{\mathbf{Q}}^{*}$ and roots of unity $\zeta_{1}, \ldots, \zeta_{n}$ such that

$$
\begin{equation*}
a_{i}=\zeta_{i} g_{1}^{v_{i 1}} \cdots g_{m}^{v_{i m}} \quad \text { for some } \quad v_{i j} \in \mathbf{Z} \tag{6.3.1}
\end{equation*}
$$

and

$$
\begin{equation*}
h\left(g_{1}^{b_{1}} \cdots g_{m}^{b_{m}}\right) \geq c\left(\left|b_{1}\right| h\left(g_{1}\right)+\cdots+\left|b_{m}\right| h\left(g_{m}\right)\right) \tag{6.3.2}
\end{equation*}
$$

for all $\left(b_{1}, \ldots, b_{m}\right) \in \mathbf{Z}^{m}$; here $c>0$ depends only on $n$.
We define $A=\max _{i, j}\left\{\left|v_{i j}\right| h\left(g_{j}\right)\right\}$. The assertion of the lemma obviously holds if all $a_{i}$ are roots of unity. So let us assume that at least one $v_{i j}$ is non-zero; then $A>0$. For $1 \leq j \leq m$ we define the linear forms

$$
\begin{equation*}
\tilde{L}_{j}=v_{1 j} X_{1}+\cdots+v_{n j} X_{n} \quad \text { and } \quad L_{j}=\frac{h\left(g_{j}\right)}{\sqrt{n} A} \tilde{L}_{j} . \tag{6.3.3}
\end{equation*}
$$

Clearly we have $\left|L_{j}\right| \leq 1$.
Let $u \in \mathbf{Z}^{n}$, then (6.3.1) and (6.3.3) imply

$$
a^{u}=\xi g_{1}^{\tilde{L}_{1}(u)} \cdots g_{m}^{\tilde{L}_{m}(u)}
$$

for some root of unity $\xi$. We apply standard height properties and (6.3.3) to conclude

$$
\begin{align*}
h\left(a^{u}\right) & =h\left(g_{1}^{\tilde{L}_{1}(u)} \cdots g_{m}^{\tilde{L}_{m}(u)}\right) \\
& \leq\left|\tilde{L}_{1}(u)\right| h\left(g_{1}\right)+\cdots+\left|\tilde{L}_{m}(u)\right| h\left(g_{m}\right) \\
& =\sqrt{n} A\left(\left|L_{1}(u)\right|+\cdots+\left|L_{m}(u)\right|\right) \\
& \leq m \sqrt{n} \max _{1 \leq j \leq m}\left\{\left|L_{j}(u)\right|\right\} A . \tag{6.3.4}
\end{align*}
$$

We choose $i_{0}$ and $j_{0}$ such that $A=\left|v_{i_{0} j_{0}}\right| h\left(g_{j_{0}}\right)$. Then (6.3.1) and (6.3.2) imply

$$
h(a) \geq h\left(a_{i_{0}}\right) \geq c\left|v_{i_{0} j_{0}}\right| h\left(g_{j_{0}}\right)=c A .
$$

We insert this inequality into (6.3.4) to complete the proof.
Now we approximate zeros of linear forms with real coefficients by integral vectors with controlled coefficients. The next lemma will be used in this chapter and also in chapter 7. The proof uses Minkowski's Second Theorem.

Lemma 6.2. Let $1 \leq m \leq n$ and let $L_{1}, \ldots, L_{m} \in \mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$ be linear forms with $\left|L_{j}\right| \leq 1$. If $\rho \geq 1$, there exist $\lambda_{1}, \ldots, \lambda_{n}$ with $0<\lambda_{1} \leq \cdots \leq \lambda_{n}$ and linearly independent $u_{1}, \ldots, u_{n} \in \mathbf{Z}^{n}$ such that

$$
\begin{equation*}
\left|u_{k}\right| \leq \lambda_{k}, \quad\left|L_{j}\left(u_{k}\right)\right| \leq \rho^{-1} \lambda_{k}, \quad \text { and } \lambda_{1} \cdots \lambda_{n} \leq c_{3} \rho^{m} . \tag{6.3.5}
\end{equation*}
$$

Proof. We set $\Lambda \subset \mathbf{R}^{m+n}$ to be the rank $n$ lattice generated by the columns of the $(m+n) \times n$-matrix

$$
A=\left[\begin{array}{c}
\rho L_{1} \\
\vdots \\
\rho L_{m} \\
E
\end{array}\right]
$$

where $E$ is the $n \times n$ unit matrix and the $L_{i}$ are identified with the coefficient vectors in $\mathbf{R}^{n}$. By the Cauchy-Binet formula we have $\operatorname{det} \Lambda=\left(\operatorname{det} A^{\mathrm{t}} A\right)^{1 / 2}=\left(\sum_{A^{\prime}}\left(\operatorname{det} A^{\prime}\right)^{2}\right)^{1 / 2}$ where the sum ranges over all $n \times n$ minors $A^{\prime}$ of $A$. By Hadamard's inequality we deduce $\left|\operatorname{det} A^{\prime}\right| \leq \rho^{m}$ and so

$$
\operatorname{det} \Lambda \leq\binom{ n+m}{n}^{1 / 2} \rho^{m}
$$

Let $Q=\left\{x \in \mathbf{R}^{m+n} ;|x| \leq 1\right\}$ be the unit ball and $V=\Lambda \otimes \mathbf{R} \subset \mathbf{R}^{m+n}$. Then $V$ is an $n$-dimensional vector space and $\operatorname{vol}(Q \cap V)=\pi^{n / 2} / \Gamma(1+n / 2)$. Here vol is the $n$-dimensional Lebesgue volume on $V$ and $\Gamma$ is the usual Gamma function. In particular $\operatorname{vol}(Q \cap V)$ depends only on $n$ and not on $V$.

Let $\lambda_{1}, \ldots, \lambda_{n}$ be the successive minima of $\Lambda$ with respect to the convex, symmetric, and compact set $Q \cap V$. Minkowski's Second Theorem implies

$$
\begin{equation*}
\lambda_{1} \cdots \lambda_{n} \leq 2^{n} \frac{\operatorname{det} \Lambda}{\operatorname{vol}(Q \cap V)} \leq c_{3} \rho^{m} \tag{6.3.6}
\end{equation*}
$$

with $c_{3}=2^{n}\binom{n+m}{n}^{1 / 2} \Gamma(1+n / 2) / \pi^{n / 2}$. By definition there exist

$$
\begin{equation*}
v_{k} \in\left(\lambda_{k} Q\right) \cap \Lambda \text { with } v_{1}, \ldots, v_{n} \text { linearly independent. } \tag{6.3.7}
\end{equation*}
$$

For $1 \leq k \leq n$ there are $u_{k} \in \mathbf{Z}^{n}$ with

$$
\begin{equation*}
v_{k}=\left(\rho L_{1}\left(u_{k}\right), \ldots, \rho L_{m}\left(u_{k}\right), u_{k}\right) \tag{6.3.8}
\end{equation*}
$$

Clearly the $u_{1}, \ldots, u_{n}$ are also linearly independent. The first two inequalities in (6.3.5) follow from (6.3.7) and (6.3.8). The last one is just (6.3.6).

Lemma 6.3. Let $1 \leq m \leq n$ and let $L_{1}, \ldots, L_{m} \in \mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$ be linear forms with $\left|L_{j}\right| \leq 1$. If $T \geq 1$, then for any integer $s$ with $1 \leq s \leq n$ there exist $u_{1}, \ldots, u_{s} \in \mathbf{Z}^{n}$ linearly independent such that $\left|u_{1}\right| \cdots\left|u_{s}\right| \leq T$ and

$$
\left|u_{1}\right| \cdots\left|u_{s}\right| \frac{\left|L_{j}\left(u_{k}\right)\right|}{\left|u_{k}\right|} \leq c_{4} T^{1-\frac{n}{m s}} \quad \text { for } \quad 1 \leq j \leq m \text { and } 1 \leq k \leq s
$$

Proof. Say $c_{3}$ is the constant from Lemma 6.2. If $T<c_{3}^{s / n}$, then $c_{3} \geq 1$ and

$$
T^{1-\frac{n}{s m}} \geq T^{1-\frac{n}{s}} \geq T^{-\frac{n}{s}}>c_{3}^{-1}
$$

In this case it suffices to take for $u_{1}, \ldots, u_{s}$ any distinct standard basis elements of $\mathbf{R}^{n}$ and $c_{4}=c_{3}$.

So let us assume that $T \geq c_{3}^{s / n}$. We set $\rho=c_{3}^{-1 / m} T^{n /(m s)} \geq 1$. Applying Lemma 6.2, we get $\lambda_{k}$ and $u_{k}$ as in (6.3.5). Then

$$
\left|u_{1}\right| \cdots\left|u_{s}\right| \leq \lambda_{1} \cdots \lambda_{s} \leq\left(\lambda_{1} \cdots \lambda_{n}\right)^{s / n} \leq c_{3}^{s / n} \rho^{m s / n}=T .
$$

Furthermore, by (6.3.5) and the inequality above we may estimate

$$
\left|u_{1}\right| \cdots\left|u_{s}\right| \frac{\left|L_{j}\left(u_{k}\right)\right|}{\left|u_{k}\right|} \leq \rho^{-1} \lambda_{1} \cdots \lambda_{s} \leq \rho^{-1} T=c_{3}^{1 / m} T^{1-\frac{n}{m s}}
$$

for $1 \leq j \leq m$ and $1 \leq k \leq s$ as desired.

## 4. Proof of Theorem 6.1

We start this section by pointing out a simple consequence of the assumption $X^{\mathrm{oa}} \neq$ $\emptyset$. This result will not be used in this chapter.

Lemma 6.4. Let $X \subset \mathbf{G}_{m}^{n}$ be an irreducible closed subvariety defined over $\mathbf{C}$ with $1 \leq \operatorname{dim} X \leq s$. Let us assume $X^{\mathrm{oa}, n-s} \neq \emptyset$. Then for any surjective homomorphism of algebraic groups $\varphi: \mathbf{G}_{m}^{n} \rightarrow \mathbf{G}_{m}^{s}$ one has $\operatorname{dim} \varphi(X)=\operatorname{dim} X$.

Proof. Say $\operatorname{dim} \varphi(X)<\operatorname{dim} X$, and let $p \in X(\mathbf{C})$. The Fibre Dimension Theorem implies that each irreducible component of $\left.\varphi\right|_{X} ^{-1}\left(\left.\varphi\right|_{X}(p)\right)$ has positive dimension. Each such component is anomalous since it is contained in a coset of dimension $n-s \leq$ $n-\operatorname{dim} X$. One of these components contains $p$, therefore $p \notin X^{\text {oa, } n-s}$. Hence $X^{\text {oa, } n-s}=$ $\emptyset$.

We will now show Proposition 6.1.
Proof of Proposition 6.1: Let $x_{1}, \ldots, x_{n}$ denote the coordinate functions on $X$. Since $X$ has dimension $r$ we may assume without loss of generality that $x_{1}, \ldots, x_{r}$ are algebraically independent over $\overline{\mathbf{Q}}$. Let $\pi: \mathbf{G}_{m}^{n} \rightarrow \mathbf{G}_{m}^{r}$ denote the projection onto the first $r$ coordinates. Then $\pi(X)$ is Zariski dense in $\mathbf{G}_{m}^{r}$, and so is $\pi(U)$. By Theorem $5.3 \pi(U)$ contains a Zariski open dense subset $V \subset \mathbf{G}_{m}^{r}$. The torsion points of $\mathbf{G}_{m}^{r}$ lie Zariski dense and hence have infinite intersection with $V$. Now any point $p \in U(\overline{\mathbf{Q}})$ such that $\pi(p)$ is a torsion point already lies in $\mathcal{H}_{n-r}^{n}$. Therefore $U \cap \mathcal{H}_{n-r}^{n}$ is infinite.

Let $\pi^{\prime}: \mathbf{G}_{m}^{n} \rightarrow \mathbf{G}_{m}^{r-1}$ denote the projection onto the first $r-1$ coordinates. Again $\pi^{\prime}(U)$ lies Zariski dense and thus contains $V^{\prime} \neq \emptyset$ which is Zariski open in $\mathbf{G}_{m}^{r-1}$. Now $V^{\prime}$ must contain a torsion point of $\mathbf{G}_{m}^{r-1}$. By the Fibre Dimension Theorem, $\left.\pi^{\prime}\right|_{U}$ has positive dimensional fibres. By taking the fibre above a torsion point in $V^{\prime}$ we see that $U \cap \mathcal{H}_{n-r+1}^{n}$ has unbounded height.

Before giving the main argument for the proof of Theorem 6.1 we make some preliminary observations.

Assume for the moment that $m$ is an integer with $0 \leq m \leq n$. Say $p \in C\left(\mathcal{H}_{m}^{n}, \epsilon\right)$ and $\epsilon \leq(2 n)^{-1}$. Then $p=a b$ with $a \in \mathcal{H}_{m}^{n}$ and $h(b) \leq \epsilon(1+h(a))$. By elementary height properties described in chapter 1 we have $h(a)=h\left(p b^{-1}\right) \leq h(p)+h\left(b^{-1}\right) \leq h(p)+n h(b)$. So $h(a) \leq h(p)+n \epsilon(1+h(a)) \leq h(p)+\frac{1}{2}(1+h(a))$. We conclude that

$$
\begin{equation*}
h(a) \leq 1+2 h(p) \quad \text { and } \quad h(b) \leq 2 \epsilon(1+h(p)) . \tag{6.4.1}
\end{equation*}
$$

For $T \in \mathbf{R}$ and an integer $s$ with $1 \leq s \leq n$ we define

$$
\begin{aligned}
\Phi_{s}(T)= & \left\{\varphi_{\left(u_{1}, \ldots, u_{s}\right)}: \mathbf{G}_{m}^{n} \rightarrow \mathbf{G}_{m}^{s} ;\right. \\
& \left.u_{1}, \ldots, u_{s} \in \mathbf{Z}^{n} \text { linearly independent and }\left|u_{1}\right| \cdots\left|u_{s}\right| \leq T\right\} .
\end{aligned}
$$

Clearly $\Phi_{s}(T)$ is a finite set.
Lemma 6.5. Let $1 \leq m \leq n$ be an integer, let $p \in C\left(\mathcal{H}_{m}^{n}, \epsilon\right)$ with $\epsilon \leq(2 n)^{-1}$, and let $T \geq 1$. Say $s$ is an integer with $1 \leq s \leq n-1$; then there exists a map $\varphi \in \Phi_{s}(T)$ such that if $H$ is the irreducible component of $\operatorname{ker} \varphi$ containing 1 , then the normalized height satisfies

$$
\begin{equation*}
\hat{h}(p H) \leq c_{5}\left(T^{1-\frac{n}{m s}}+T \epsilon\right)(h(p)+1) \quad \text { and } \quad \operatorname{deg}(p H) \leq c_{6} T \tag{6.4.2}
\end{equation*}
$$

Proof. In this proof $c_{1}^{\prime}, \ldots, c_{10}^{\prime}$ will denote constants which depend only on $n$.
We have $p=a b$ with $a \in \mathcal{H}_{m}^{n}$ and $h(b) \leq \epsilon(1+h(a))$. By Lemmas 6.1 and 6.3 there exist linearly independent $u_{1}, \ldots, u_{s} \in \mathbf{Z}^{n}$ such that $\left|u_{1}\right| \cdots\left|u_{s}\right| \leq T$ and

$$
\begin{equation*}
\frac{\left|u_{1}\right| \cdots\left|u_{s}\right|}{\left|u_{k}\right|} h\left(a^{u_{k}}\right) \leq c_{1}^{\prime} T^{1-\frac{n}{m s}} h(a) \leq 2 c_{1}^{\prime} T^{1-\frac{n}{m s}}(1+h(p)) \quad \text { for } \quad 1 \leq k \leq s . \tag{6.4.3}
\end{equation*}
$$

The second inequality used the first part of (6.4.1). We define $\varphi=\varphi_{\left(u_{1}, \ldots, u_{s}\right)} \in \Phi_{s}(T)$. By elementary height inequalities (cf. chapter 1) we have $h\left(b^{u_{k}}\right) \leq c_{2}^{\prime}\left|u_{k}\right| h(b)$, hence
using the second part of (6.4.1) we get

$$
\begin{equation*}
\frac{\left|u_{1}\right| \cdots\left|u_{s}\right|}{\left|u_{k}\right|} h\left(b^{u_{k}}\right) \leq c_{2}^{\prime}\left|u_{1}\right| \cdots\left|u_{s}\right| h(b) \leq c_{2}^{\prime} T h(b) \leq 2 c_{2}^{\prime} \epsilon T(1+h(p)) \tag{6.4.4}
\end{equation*}
$$

for $1 \leq k \leq s$. By (6.4.3) and (6.4.4), and since $h\left(p^{u_{k}}\right) \leq h\left(a^{u_{k}}\right)+h\left(b^{u_{k}}\right)$ we conclude

$$
\begin{equation*}
\frac{\left|u_{1}\right| \cdots\left|u_{s}\right|}{\left|u_{k}\right|} h\left(p^{u_{k}}\right) \leq c_{3}^{\prime}\left(T^{1-\frac{n}{m s}}+\epsilon T\right)(1+h(p)) \quad \text { for } \quad 1 \leq k \leq s \tag{6.4.5}
\end{equation*}
$$

Let $U$ be the $n \times s$ matrix with columns $u_{1}, \ldots, u_{s}$. If we write $u_{k}=\left(u_{1 k}, \ldots, u_{n k}\right)$, we may assume that

$$
U^{\prime}=\left[\begin{array}{ccc}
u_{11} & \cdots & u_{1 s} \\
\vdots & & \vdots \\
u_{s 1} & \cdots & u_{s s}
\end{array}\right]
$$

is an $s \times s$ minor of $U$ with maximal absolute determinant. We set $\Delta=\operatorname{det} U^{\prime}$ and let $\Lambda \subset \mathbf{Z}^{n}$ be the rank $s$ subgroup generated by $u_{1}, \ldots, u_{s}$. The Cauchy-Binet formula says that $(\operatorname{det} \Lambda)^{2}$ is equal to the sum over the squares of the determinants of all $s \times s$-minors of $U$. Hence we may bound

$$
\begin{equation*}
|\Delta| \geq c_{4}^{\prime} \operatorname{det} \Lambda \tag{6.4.6}
\end{equation*}
$$

for some positive $c_{4}^{\prime}$. The lattice $\Lambda$ defines an algebraic subgroup $\operatorname{ker} \varphi=\mathcal{H}(\Lambda) \subset \mathbf{G}_{m}^{n}$ of dimension $n-s$ by Proposition 6.2. We let $H \subset \mathcal{H}(\Lambda)$ be the irreducible component of $\mathcal{H}(\Lambda)$ that contains the unit element. If $\pi: \mathbf{G}_{m}^{n} \rightarrow \mathbf{G}_{m}^{n-s}$ is the projection onto the last $n-s$ coordinates, then $\pi(p H)=\mathbf{G}_{m}^{n-s}$ because $\Delta \neq 0$. Since the torsion points of $\mathbf{G}_{m}^{n-s}$ lie Zariski dense we conclude that the set $V=\left.\pi\right|_{p H} ^{-1}\left(\right.$ torsion points of $\left.\mathbf{G}_{m}^{n-s}\right)$ lies Zariski dense in $p H$.

Let $w \in V \subset p H$, then $w=p h$ for some $h \in H(\overline{\mathbf{Q}})$. We define the $(n-s) \times s$-matrix $U^{\prime \prime}$ by

$$
U=\left[\begin{array}{c}
U^{\prime} \\
U^{\prime \prime}
\end{array}\right] .
$$

Furthermore, let us set $w=\left(w^{\prime}, w^{\prime \prime}\right)$ with $w^{\prime} \in \mathbf{G}_{m}^{s}(\overline{\mathbf{Q}})$ and $w^{\prime \prime} \in \mathbf{G}_{m}^{n-s}(\overline{\mathbf{Q}})$. Then $w^{\prime U^{\prime}} w^{\prime \prime U^{\prime \prime}}=w^{U}=p^{U} h^{U}=p^{U}$. So $w^{\prime \Delta}=w^{\prime U^{\prime}\left(\# U^{\prime}\right)}=p^{U\left(\# U^{\prime}\right)} w^{\prime \prime-U^{\prime \prime}\left(\# U^{\prime}\right)}$ where \# $U^{\prime}$ is the adjoint matrix of $U^{\prime}$. Note that the coordinates of $w^{\prime \prime}$ are roots of unity. Elementary height properties and (6.2.1) provide

$$
|\Delta| h(w)=|\Delta| h\left(w^{\prime}\right) \leq \operatorname{sh}\left(w^{\prime \Delta}\right)=\operatorname{sh}\left(p^{U\left(\# U^{\prime}\right)}\right) \leq c_{5}^{\prime} \sum_{k=1}^{s} x_{k} h\left(p^{u_{k}}\right)
$$

Here $x_{k}$ denotes the maximum of the absolute values of the elements of the $k$ th row of \# $U^{\prime}$. Linear algebra implies $x_{k} \leq c_{6}^{\prime} \frac{\left|u_{1}\right| \cdots\left|u_{s}\right|}{\left|u_{k}\right|}$. Hence with (6.4.5) we get

$$
\begin{equation*}
h(w) \leq \frac{c_{7}^{\prime}}{|\Delta|}\left(T^{1-\frac{n}{m s}}+\epsilon T\right)(1+h(p)), \tag{6.4.7}
\end{equation*}
$$

and this inequality holds for all $w \in V$.

Since $V \subset p H$ lies Zariski dense, the right-hand side of (6.4.7) is an upper bound for $\hat{\mu}^{\text {ess }}(p H)$. Zhang's Theorem (Theorem 5.6) implies

$$
\begin{equation*}
\hat{h}(p H) \leq \operatorname{deg}(p H)(1+\operatorname{dim} p H) \hat{\mu}^{\mathrm{ess}}(p H) \leq c_{8}^{\prime} \frac{\operatorname{deg}(p H)}{|\Delta|}\left(T^{1-\frac{n}{m s}}+\epsilon T\right)(1+h(p)) . \tag{6.4.8}
\end{equation*}
$$

We have

$$
\begin{equation*}
\operatorname{deg}(p H)=\operatorname{deg}(H) \leq \operatorname{deg}(\mathcal{H}(\Lambda)) \leq c_{9}^{\prime} \operatorname{det} \Lambda, \tag{6.4.9}
\end{equation*}
$$

where the last inequality follows from the bound in (6.2.2). We recall (6.4.6) to deduce $|\Delta|^{-1} \operatorname{deg}(p H) \leq c_{10}^{\prime}$ and so (6.4.8) implies the height bound in (6.4.2). The degree bound in (6.4.2) follows from (6.4.9) and $\operatorname{det} \Lambda \leq\left|u_{1}\right| \cdots\left|u_{s}\right| \leq T$.

We can now prove Theorem 6.1.
Clearly we may assume $X^{\text {oa, } n-s} \neq \emptyset$. To avoid trivialities say $\operatorname{dim} X \geq 1$ and $m \geq 1$.
We will assume that $T \geq 1$ and $\epsilon>0$ are fixed and depend only on $\operatorname{deg}(X)$ and $n$. At the end of the proof we will see how to choose them appropriately. In this proof $c_{1}^{\prime}, \ldots, c_{5}^{\prime}$ will denote constants which depend only on $n$.

Say $\varphi: \mathbf{G}_{m}^{n} \rightarrow \mathbf{G}_{m}^{s}$ is a surjective homomorphism of algebraic groups. We set

$$
Z_{\varphi}=\left\{p \in X ; p \text { is not an isolated point of }\left.\varphi\right|_{X} ^{-1}\left(\left.\varphi\right|_{X}(p)\right)\right\}
$$

Theorem 5.2 with $k=1$ implies that $Z_{\varphi} \subset X$ is Zariski closed. We claim $Z_{\varphi} \subset$ $X \backslash X^{\text {oa, } n-s}$. Indeed say $p \in Z_{\varphi}$, then $p$ is contained in an irreducible $Y \subset X$ of positive dimension with $\varphi(Y)=\varphi(p)$. So $Y$ is contained in the $\operatorname{coset} p \operatorname{ker} \varphi$ of dimension $n-s$. Since $\operatorname{dim} X \leq s$ we conclude $p \notin X^{\mathrm{oa}, n-s}$. Thus indeed $Z_{\varphi} \subset X \backslash X^{\mathrm{oa}, n-s}$. In particular $Z_{\varphi} \neq X$ by our assumption.

We define $Z$ as the union

$$
Z=\bigcup_{\varphi \in \Phi_{s}(T)} Z_{\varphi}
$$

Clearly $Z \subsetneq X$ is Zariski closed because the union is taken over a finite set. Furthermore, $X^{\mathrm{oa}, n-s} \subset X \backslash Z$.

We proceed to show that we have bounded height on $(X \backslash Z) \cap C\left(\mathcal{H}_{m}^{n}, \epsilon\right)$. Hence let us assume $p \in(X \backslash Z) \cap C\left(\mathcal{H}_{m}^{n}, \epsilon\right)$ with $m \cdot s<n$. We may assume $\epsilon \leq(2 n)^{-1}$. By Lemma 6.5 there exists $\varphi \in \Phi_{s}(T)$ such that if $H$ is the irreducible component of $\operatorname{ker} \varphi$ containing 1 , then (6.4.2) holds. Since $p \notin Z_{\varphi}$ we conclude that $\{p\}$ is an irreducible component of the intersection $X \cap p H$. The Arithmetic Bézout Theorem (Theorem 5.5) implies

$$
\begin{equation*}
h_{V}(\{p\}) \leq \operatorname{deg}(X) h_{V}(p H)+\operatorname{deg}(p H) h_{V}(X)+c_{1}^{\prime} \operatorname{deg}(X) \operatorname{deg}(p H) \tag{6.4.10}
\end{equation*}
$$

We have the bound $\operatorname{deg}(p H) \leq c_{6} T$. To bound $h_{V}(p H)$ we note that by (5.3.2) in chapter 5 the inequality $\left|\hat{h}(p H)-h_{V}(p H)\right| \leq c_{2}^{\prime} \operatorname{deg}(p H) \leq c_{3}^{\prime} T$ holds. By (6.4.2) we conclude

$$
h_{V}(p H) \leq c_{5}\left(T^{1-\frac{n}{m s}}+\epsilon T\right)(h(p)+1)+c_{3}^{\prime} T .
$$

We insert this inequality and the bound for $\operatorname{deg}(p H)$ into (6.4.10) to get

$$
\begin{equation*}
h_{V}(\{p\}) \leq c_{5} \operatorname{deg}(X)\left(T^{1-\frac{n}{m s}}+\epsilon T\right)(h(p)+1)+c_{6} T h_{V}(X)+c_{4}^{\prime} T \operatorname{deg}(X) . \tag{6.4.11}
\end{equation*}
$$

The estimate (5.3.2) lets us replace $h_{V}(\{p\})$ by $h(p)$ at the cost of replacing $c_{4}^{\prime}$ by $c_{5}^{\prime}$ in (6.4.11).

Without loss of generality $c_{5} \geq \max \{1,2 n / 3\}$. As $\frac{n}{m s}>1$ we choose $T \geq 1$ such that

$$
c_{5} T^{1-\frac{n}{m s}} \operatorname{deg}(X)=\frac{1}{3}
$$

and then $\epsilon>0$ such that

$$
c_{5} T \epsilon \operatorname{deg}(X)=\frac{1}{3} .
$$

This choice implies $\epsilon \leq(2 n)^{-1}$. Inequality (6.4.11) concludes the proof after a short calculation.

## CHAPTER 7

## A Bogomolov property modulo algebraic subgroups

Let $X \subset \mathbf{G}_{m}^{n}$ be an irreducible closed subvariety defined over $\overline{\mathbf{Q}}$ which is not contained in the translate of a proper algebraic subgroup of $\mathbf{G}_{m}^{n}$. Given a real $B$ we show that for an appropriate integer $m=m(\operatorname{dim} X, n)$ there exists a positive $\epsilon$ with the following property: the set of $p \in X \cap C\left(\mathcal{H}_{m}^{n}, \epsilon\right)$ with $h(p) \leq B$ is not Zariski dense in $X$. A related statement was proved with $\epsilon=0$ and optimal $m=n-\operatorname{dim} X-1$ by Bombieri, Masser, and Zannier in [BMZ04] (cf. Theorem 6.2 in the previous chapter). If $X$ is a curve, we will show that $m=n-2$ suffices. This particular value of $m$ is best possible for curves. We then continue by applying results from chapter 6 to deduce finiteness results independent of $B$.

## 1. Introduction

In this chapter all varieties are considered to be defined over $\overline{\mathbf{Q}}$. We will work with much the same notation as in chapter 6 , i.e. the same notion of height and the same definition for the set $\mathcal{H}_{m}^{n}$. We also refer to chapter 6 for the motivation of the problem considered here.

Let $1 \leq r \leq n$ be real numbers, we define

$$
\begin{equation*}
\mathfrak{m}(r, n)=n-2 r+2^{-d}(r(d+2)-n) \text { with } d=\left[\frac{n-1}{r}\right], \tag{7.1.1}
\end{equation*}
$$

here $[x]$ denotes the greatest integer less or equal to $x$.
We recall that the degree of a subvariety of $\mathbf{G}_{m}^{n}$ is defined using the embedding $\iota: \mathbf{G}_{m}^{n} \hookrightarrow \mathbf{P}^{n}$ introduced in chapter 5. Recall also that a coset is the translate of an algebraic subgroup of $\mathbf{G}_{m}^{n}$. The precise definition of the deprived set $X^{\text {oa }}$ can be found in chapter 6 .

The main result of this chapter is:
Theorem 7.1. Let $X \subset \mathbf{G}_{m}^{n}$ be an irreducible closed subvariety of dimension $r \geq 1$ defined over $\overline{\mathbf{Q}}$. Let $B \in \mathbf{R}$ and let $m$ be an integer with $m<\mathfrak{m}(r, n)$.
(i) If $X$ is not contained in a proper coset, then there exists an $\epsilon>0$ depending only on $B, \operatorname{deg}(X)$, and $n$ such that

$$
\left\{p \in X \cap C\left(\mathcal{H}_{m}^{n}, \epsilon\right) ; h(p) \leq B\right\}
$$

is not Zariski dense in $X$.
(ii) For unrestricted $X$ there exists an $\epsilon>0$ such that

$$
\left\{p \in X^{\mathrm{oa}} \cap C\left(\mathcal{H}_{m}^{n}, \epsilon\right) ; h(p) \leq B\right\}
$$

is finite.
In Proposition 7.4 we provide a more precise version of part (i) of this theorem. For integers $1 \leq r \leq n$ we always have

$$
\mathfrak{m}(r, n)>n-2 r,
$$

hence the choice $m=n-2 r$ is always possible. In particular if $r=1$, then we may take $m=n-2$ in Theorem 7.1. This value of $m$ is best possible for curves. Unfortunately if $r>n / 2$, then $n-2 r$ is negative, thus uninteresting as a choice for $m$. But if we already have $(n-1) / 2<r \leq n-1$, then $d=1$ in (7.1.1). So

$$
\mathfrak{m}(r, n)=\frac{n-r}{2} \quad \text { if } \quad \frac{n-1}{2}<r \leq n .
$$

In this case any integer $m<(n-r) / 2$ is admissible in Theorem 7.1.
Under what restriction on $r=\operatorname{dim} X$ can we derive a non-density statement from Theorem 7.1(i) if the points in question lie in $X \cap C\left(\mathcal{H}_{1}^{n}, \epsilon\right)$, have bounded height, and $\epsilon>0$ is small? Say $n \geq 4$ and $1 \leq r \leq n-3$, then one can always take $m=1$ in Theorem 7.1. Indeed by Lemma 7.8 we have $\mathfrak{m}(r, n) \geq \mathfrak{m}(n-3, n)$. If $n \geq 6$ then $\mathfrak{m}(n-3, n)=3 / 2$ follows directly from the definition (7.1.1); moreover $\mathfrak{m}(2,5)=7 / 4$ and $\mathfrak{m}(1,4)=17 / 8$. But as $\mathfrak{m}(n-2, n)=1$ for all $n \geq 4$ we cannot apply Theorem 7.1 in the critical case $r=n-2$ and $m=1$.

From the definition of $\mathfrak{m}$ it is not difficult to deduce

$$
\mathfrak{m}(r, n) \leq n-r-1 \quad \text { if } \quad 2 \leq r \leq n-2 .
$$

This inequality shows that if $2 \leq r \leq n-2$ one can never apply Theorem 7.1 with the critical subgroup dimension $n-r-1$.

We recall that Kronecker's Theorem implies $C\left(\mathcal{H}_{m}^{n}, 0\right)=\mathcal{H}_{m}^{n}$; Theorem 7.1(ii) is therefore already known to hold with the best-possible $m=n-r-1$ and even with $X^{\text {oa }}$ replaced by $X^{\text {ta }}$ if we allow $\epsilon=0$, cf. Theorem 6.2. This result follows from the work of Bombieri, Masser, and Zannier. Their approach uses a higher dimension Lehmer-type lower bound for heights relative to the maximal abelian extension of $\mathbf{Q}$ due to Amoroso and David. Unfortunately, no way is known to directly reduce Theorem 7.1 to the result of Bombieri, Masser, and Zannier. The proof of Theorem 7.1 seems to be a new approach to this sort of problem since a version of this theorem in the setting of abelian varieties implies new results. The end of the present contains a discussion of this line of thought. We will deduce Theorem 7.1 using a Bogomolov type lower bound for heights given in the work [AD03] of Amoroso and David.

By Theorem 6.1 we know that $X^{\mathrm{oa}} \cap C\left(\mathcal{H}_{m}^{n}, \epsilon\right)$ has bounded height for small $\epsilon$ if $m<n / r$. Hence we have the following corollary:

Corollary 7.1. Let $X \subset \mathbf{G}_{m}^{n}$ be an irreducible closed subvariety defined over $\overline{\mathbf{Q}}$.
(i) If $X$ is a curve then there exists $\epsilon>0$ depending only on $h_{V}(X), \operatorname{deg}(X)$, and $n$ such that $X^{\mathrm{oa}} \cap C\left(\mathcal{H}_{n-2}^{n}, \epsilon\right)$ is finite.
(ii) If $1 \leq r=\operatorname{dim} X$ and if $m<\min \{n / r, \mathfrak{m}(r, n)\}$ is an integer then there exists $\epsilon>0$ such that $X^{\mathrm{oa}} \cap C\left(\mathcal{H}_{m}^{n}, \epsilon\right)$ is finite.
(iii) If $\operatorname{dim} X \leq n-3$ and $n \geq 4$ then there exists $\epsilon>0$ such that $X^{\text {oa }} \cap C\left(\mathcal{H}_{1}^{n}, \epsilon\right)$ is finite.
In Corollary 6.2 we showed the finiteness of $X^{\mathrm{oa}} \cap \mathcal{H}_{2}^{5}$ for a surface $X$ in $\mathbf{G}_{m}^{5}$. In view of the fact that the height is bounded on $X^{\text {oa }} \cap C\left(\mathcal{H}_{2}^{5}, \epsilon\right)$ for some $\epsilon>0$ by Theorem 6.1, it is tempting to try to prove finiteness of this set with a (possibly smaller) positive $\epsilon$. Unfortunately as $\mathfrak{m}(2,5)=7 / 4$ we cannot take $m=2$ in Theorem 7.1(ii). Proving the finiteness of $X^{\mathrm{oa}} \cap C\left(\mathcal{H}_{2}^{5}, \epsilon\right)$ for some positive $\epsilon$ remains an open problem.

For curves that are not contained in a proper coset Corollary 7.1(i) is a generalization of Theorem 2 of Bombieri, Masser, and Zannier in [BMZ99], but also a generalization of the Bogomolov property. Indeed for $n \geq 2$ the set $C\left(\mathcal{H}_{n-2}^{n}, \epsilon\right)$ contains all algebraic points of $\mathbf{G}_{m}^{n}$ of height $\leq \epsilon$. (The Bogomolov property holds for the more general class of curves which are not the translate of an algebraic subgroups by a torsion point.) So Corollary 7.1(i) can be viewed as a sort of Bogomolov property for curves modulo subgroups of dimension $n-2$. If $n=2$ this corollary follows from the Bogomolov property since $C\left(\mathcal{H}_{0}^{2}, \epsilon\right)$ is precisely the set of points with height $\leq \epsilon$; we get nothing new here.

Let $H \subset \mathbf{G}_{m}^{n}(\overline{\mathbf{Q}})$ be any subset and $\epsilon \geq 0$. In chapter 6 we defined the "cone" $C(H, \epsilon)$ around $H$; we now define the "tube" around $H$ :

$$
T(H, \epsilon)=\left\{a b ; a \in H, b \in \mathbf{G}_{m}^{n}(\overline{\mathbf{Q}}), h(b) \leq \epsilon\right\}
$$

Corollary 7.1(i) motivates the following definition: let $n \geq 2$ and let $X \subset \mathbf{G}_{m}^{n}$ be an irreducible algebraic curve, we define

$$
\hat{\mu}_{C}^{\mathrm{ess}}(X)=\sup \left\{\epsilon \geq 0 ; \quad X \cap C\left(\mathcal{H}_{n-2}^{n}, \epsilon\right) \text { finite }\right\}
$$

where by convention $\sup \emptyset=-\infty$. We also define

$$
\hat{\mu}_{T}^{\text {ess }}(X)=\sup \left\{\epsilon \geq 0 ; X \cap T\left(\mathcal{H}_{n-2}^{n}, \epsilon\right) \text { finite }\right\} .
$$

Then clearly $\hat{\mu}_{C}^{\text {ess }}(X) \leq \hat{\mu}_{T}^{\text {ess }}(X)$. We are interested in lower bounds for $\hat{\mu}_{C}^{\text {ess }}(X)$ or $\hat{\mu}_{T}^{\text {ess }}(X)$.

In the special situation $n=2$ we have $\hat{\mu}_{T}^{\text {ess }}(X)=\hat{\mu}_{C}^{\text {ess }}(X)=\hat{\mu}^{\text {ess }}(X)$ where $\hat{\mu}^{\text {ess }}(X)$ is the usual essential minimum defined in chapter 5. For example in [Zag93] Zagier gave an explicit positive lower bound for $\hat{\mu}^{\text {ess }}(X)$ if $X \subset \mathbf{G}_{m}^{2}$ is the line defined by $x+y=1$. Although he worked with the slightly different height $h(x)+h(y) \leq 2 h(x, y)$.

Let us study $\hat{\mu}_{C}^{\text {ess }}(X)$ in the so-called geometric case, i.e. if the curve $X$ is not contained in a proper coset. Corollary 7.1(i) says that $\hat{\mu}_{C}^{\text {ess }}(X)$ can be bounded below in terms of $\operatorname{deg}(X), h_{V}(X)$, and $n$ only. If we consider again the case $n=2$, the results of Amoroso and David from [AD03] imply that $\hat{\mu}_{C}^{\text {ess }}(X)=\hat{\mu}^{\text {ess }}(X)$ is bounded below only in terms of $\operatorname{deg}(X)$ and $n$. We pose the following question.

QuESTION 1. Let $X \subset \mathbf{G}_{m}^{n}$ be an irreducible curve not contained in a proper coset, is there a positive lower for $\hat{\mu}_{C}^{\text {ess }}(X)$ in terms of $\operatorname{deg}(X)$ and $n$ only?

What happens in the arithmetic case, i.e. if we allow the curve $X$ to be contained in a proper coset but not in a proper algebraic subgroup? As was stated in chapter $6, X \cap \mathcal{H}_{n-1}^{n}$ does not necessarily have bounded height. Conjecture A of Bombieri, Masser, and Zannier's work [BMZ06a] expects that $X \cap \mathcal{H}_{n-2}^{n}$ is finite, or in other words $\hat{\mu}_{C}^{\text {ess }}(X) \geq 0$. This conjecture was proved by Maurin in [Mau06]. We consider an example:

Let $X \subset \mathbf{G}_{m}^{n}$ be contained in a coset of codimension 2. After an automorphism of $\mathbf{G}_{m}^{n}$ we may assume $X=\left\{\left(\gamma_{1}, \gamma_{2}\right)\right\} \times X^{\prime}$ where $X^{\prime} \subset \mathbf{G}_{m}^{n-2}$ is a curve. Let $\epsilon$ be a positive real, then any $p \in X(\overline{\mathbf{Q}})$ can be written as $p=a b$ with $a=\left(1,1, p^{\prime}\right) \in \mathcal{H}_{n-2}^{n}$ and $b=\left(\gamma_{1}, \gamma_{2}, 1, \ldots, 1\right)$. Hence if $h(p)$ is large with respect to $\epsilon$ and $h(b)$ then $h\left(p^{\prime}\right)=h(a)$ will be large with respect to $\epsilon$ and $h(b)$. Therefore $p \in C\left(\mathcal{H}_{n-2}^{n}, \epsilon\right)$ if $h(p)$ is large. So $X \cap C\left(\mathcal{H}_{n-2}^{n}, \epsilon\right)$ is infinite for all positive $\epsilon$. Hence $\hat{\mu}_{C}^{\text {ess }}(X) \leq 0$ and so $\hat{\mu}_{C}^{\text {ess }}(X)=0$ by Maurin's Theorem.

We note that this example does not imply that $\hat{\mu}_{T}^{\text {ess }}(X) \leq 0$ if we also assume that $X$ is not contained in a proper algebraic subgroup. Indeed under this extra hypothesis $\gamma_{1}$ and $\gamma_{2}$ cannot be roots of unity. By Kronecker's Theorem our $b$ above satisfies $h(b)=h\left(\gamma_{1}, \gamma_{2}\right)>0$. We pose a further question.

QuESTION 2. Let $X \subset \mathbf{G}_{m}^{n}$ be an irreducible curve not contained in a proper algebraic subgroup, does $\hat{\mu}_{T}^{\text {ess }}(X)>0$ hold?

We use Dobrowolski's classical theorem to prove a not completely immediate corollary to Theorem 7.1:

Corollary 7.2. Let $X \subset \mathbf{G}_{m}^{n}$ be an irreducible closed subvariety defined over $\overline{\mathbf{Q}}$.
(i) If $X$ is a curve then there exists $\epsilon>0$ such that $X^{\mathrm{oa}} \cap C\left(\mathcal{H}_{n-2}^{n}, \epsilon\right)$ is finite and equal to $X^{\text {oa }} \cap \mathcal{H}_{n-2}^{n}$.
(ii) If $1 \leq r=\operatorname{dim} X$ and if $m<\min \{n / r, \mathfrak{m}(r, n)\}$ is an integer then there exists $\epsilon>0$ such that $X^{\mathrm{oa}} \cap C\left(\mathcal{H}_{m}^{n}, \epsilon\right)$ is finite and equal to $X^{\mathrm{oa}} \cap \mathcal{H}_{1}^{n}$.
(iii) If $\operatorname{dim} X \leq n-3$ and $n \geq 4$ then there exists $\epsilon>0$ such that $X^{\text {oa }} \cap C\left(\mathcal{H}_{1}^{n}, \epsilon\right)$ is finite and equal to $X^{\mathrm{oa}} \cap \mathcal{H}_{1}^{n}$.

So for small $\epsilon$ there are no points on a curve $X$ that are close to a subgroup of dimension $n-2$ without already lying on a subgroup of dimension $n-2$ (if $X^{\text {oa }}=X$ ). In Corollary $7.2(\mathrm{i})$ the quantity $\epsilon$ may also depend on the field of definition of $X$, even when $C$ is replaced by $T$, as is illustrated by the following simple example.

Let $X$ be the curve defined by $x+y=2^{1 / k}+1$ with $k \in \mathbf{N}$. Then $\operatorname{deg}(X)=1$ and $h_{V}(X)$ is bounded independently of $k$. But $X$ contains the non-torsion point $\left(2^{1 / k}, 1\right)$ which lies in $T\left(\mathcal{H}_{0}^{n}, \epsilon\right)$ with $\epsilon=(\log 2) / k$.

We conclude the introduction by discussing the abelian situation. More specifically we replace $\mathbf{G}_{m}^{n}$ by $E^{n}$ where $E$ is an elliptic curve. The set $\mathcal{H}_{m}^{n}$ also makes sense in this setting, as do $T(\cdot, \cdot)$ and $C(\cdot, \cdot)$ when using for example the Néron-Tate height
associated to an ample symmetric line bundle. Let $X \subset E^{n}$ be an irreducible curve. Intersections of $X$ with $\mathcal{H}_{m}^{n}$ have been studied by Viada in [Via03] and Rémond and Viada in [RV03].

Say $X$ is not contained in the translate of a proper algebraic subgroup of $E^{n}$. If $E$ does not have complex multiplication, then Viada proves the finiteness of $X \cap \mathcal{H}_{m}^{n}$ for $m \leq n / 2-2$. If $E$ has complex multiplication, Viada shows that one has finiteness for the optimal $m=n-2$. In her proof she uses a height upper bound analog to Theorem 6.1 and also a lower bound for the Néron-Tate height on powers of elliptic curves. The reason for the apparently non-optimal $n / 2-2$ in the non-complex multiplication case comes from the fact that up to now no one can prove essentially best-possible Lehmertype height lower bounds here. The problem can be traced back to the fact that on an arbitrary elliptic curves the Frobenius automorphism cannot in general be lifted from the reduction modulo a suitable prime.

The work of Amoroso and David in [AD03] on Bogomolov-type lower bounds for heights in the toric case uses methods from transcendence theory. Their extrapolation step does not make use of the Frobenius automorphism. Thus there is hope that lower bounds of the same quality as in [AD03] hold in the case where the torus is replaced by a power of an elliptic curve. In fact Galateau has recently announced such a result in the more general case of a product of elliptic curves in [Gal07].

In a preprint [Via07], Viada improved on her result obtained together with Rémond. She proved that if $X$ is a curve not contained in a proper algebraic subgroup, then $X \cap \mathcal{H}_{n-3}^{n}$ is finite regardless of C.M. type of the elliptic curve $E$. The subgroup dimension $n-3$ is already close to the best-possible value $n-2$. Her approach, obtained independently from ours, is based on Galateau's Bogomolov-type height lower bound.

Let $X$ be a curve in $E^{n}$ not contained in the translate of a proper algebraic subgroup. Galateau's result together with the methods presented in this chapter and the previous one could provide a proof for the finiteness of $X \cap C\left(\mathcal{H}_{n-2}^{n}, \epsilon\right)$ for some $\epsilon>0$ regardless if $E$ has complex multiplication or not. Of course such a result would imply the finiteness of $X \cap \mathcal{H}_{n-2}^{n}$, which is still unknown.

## 2. Auxiliary results

We reuse notation introduced in section 2 of chapter 6 . For example $|\cdot|$ denotes the euclidean norm on $\mathbf{R}^{n}$ and also the euclidean norm of the coefficient vector of a linear form. Unless otherwise stated the symbols $c_{1}, \ldots, c_{14}$ denote constants which depend only on $n$.

We recall two lemmas from chapter 6 section 3 which will also be used in this chapter.
Lemma 7.1. Let $1 \leq m \leq n$ and let $a \in \mathcal{H}_{m}^{n}$. Then there exist linear forms $L_{1}, \ldots, L_{m} \in \mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$ such that $\left|L_{j}\right| \leq 1$ and

$$
h\left(a^{u}\right) \leq c_{1} \max _{1 \leq j \leq m}\left\{\left|L_{j}(u)\right|\right\} h(a)
$$

for all $u \in \mathbf{Z}^{n}$.

The second lemma wraps up all the geometry of numbers we will use.
Lemma 7.2. Let $1 \leq m \leq n$ and let $L_{1}, \ldots, L_{m} \in \mathbf{R}\left[X_{1}, \ldots, X_{n}\right]$ be linear forms with $\left|L_{j}\right| \leq 1$. If $\rho \geq 1$, there exist $\lambda_{1}, \ldots, \lambda_{n}$ with $0<\lambda_{1} \leq \lambda_{2} \leq \cdots \leq \lambda_{n}$ and linearly independent $u_{1}, \ldots, u_{n} \in \mathbf{Z}^{n}$ such that

$$
\left|u_{k}\right| \leq \lambda_{k}, \quad\left|L_{j}\left(u_{k}\right)\right| \leq \rho^{-1} \lambda_{k}, \quad \text { and } \quad \lambda_{1} \cdots \lambda_{n} \leq c_{2} \rho^{m} .
$$

We recall Dobrowolski's Theorem: if $\alpha \in \overline{\mathbf{Q}}^{*}$ is not a root of unity and $D=[\mathbf{Q}(\alpha)$ : $\mathbf{Q}]$, then

$$
\begin{equation*}
h(\alpha) \geq c_{3} \frac{1}{D}\left(\frac{\log \log 3 D}{\log 2 D}\right)^{3} \tag{7.2.1}
\end{equation*}
$$

where $c_{3}>0$ is an absolute constant.
The geometry of numbers machinery and Dobrowolski's Theorem give the following lemma which is the main ingredient in the proof of Corollary 7.2. It can be regarded as a Dobrowolski type result modulo subgroups.

Lemma 7.3. Let $1 \leq m \leq n$ be an integer, let $\delta>0$, and let $p \in C\left(\mathcal{H}_{m}^{n}, \epsilon\right)$ with $h(p) \leq B$ and $[\mathbf{Q}(p): \mathbf{Q}] \leq D$. If

$$
\begin{equation*}
\epsilon^{-1} \geq c_{4}(1+B)^{m+1} D^{m+1+\delta} . \tag{7.2.2}
\end{equation*}
$$

then $p \in \mathcal{H}_{m}^{n}$. Here $c_{4}>0$ depends only on $n$ and $\delta$.
Proof. The symbols $c_{1}^{\prime}, c_{2}^{\prime}, c_{3}^{\prime}$ denote constants which depend only on $n$ and $\delta$. We may assume $c_{4} \geq 2 n$; we will see how to choose $c_{4}$ appropriately further down. We define $\rho \geq 1$ to be the right-hand side of (7.2.2).

We write $p=a b$ with $a \in \mathcal{H}_{m}^{n}$ and $h(b) \leq \epsilon(1+h(a))$. By (6.4.1) we have $h(a) \leq$ $1+2 B$ and $h(b) \leq 2 \epsilon(1+B)$. Let $L_{1}, \ldots, L_{m}$ be the linear forms from Lemma 7.1 and let $\lambda_{k}$ and $u_{k}$ be from Lemma 7.2 applied to the $L_{j}$. We deduce

$$
\begin{equation*}
h\left(a^{u_{k}}\right) \leq c_{1} \lambda_{k} \rho^{-1} h(a) \leq 2 c_{1} \lambda_{k} \rho^{-1}(1+B) . \tag{7.2.3}
\end{equation*}
$$

Furthermore, by elementary height inequalities we have $h\left(b^{u_{k}}\right) \leq \sqrt{n}\left|u_{k}\right| h(b) \leq$ $2 \sqrt{n} \lambda_{k} \epsilon(1+B)$. We combine this inequality with (7.2.3) and use $\epsilon \leq \rho^{-1}$ to get

$$
\begin{equation*}
h\left(p^{u_{k}}\right) \leq h\left(a^{u_{k}}\right)+h\left(b^{u_{k}}\right) \leq c_{1}^{\prime} \lambda_{k}\left(\rho^{-1}+\epsilon\right)(1+B) \leq 2 c_{1}^{\prime} \lambda_{k} \rho^{-1}(1+B) . \tag{7.2.4}
\end{equation*}
$$

Say $1 \leq k \leq n-m$. By Lemma 7.2 we have $\lambda_{k} \geq\left|u_{k}\right| \geq 1$ and

$$
\lambda_{k} \leq\left(\lambda_{n-m} \cdots \lambda_{n}\right)^{\frac{1}{m+1}} \leq\left(\lambda_{1} \cdots \lambda_{n}\right)^{\frac{1}{m+1}} \leq c_{2}^{\prime} \rho^{\frac{m}{m+1}} .
$$

We apply this inequality to (7.2.4) and use the definition of $\rho$ to get

$$
h\left(p^{u_{k}}\right) \leq c_{3}^{\prime} \rho^{-\frac{1}{m+1}}(1+B)=c_{3}^{\prime} c_{4}^{-\frac{1}{m+1}} D^{-1-\frac{\delta}{m+1}}
$$

this inequality holds for all $1 \leq k \leq n-m$.
Now $\left[\mathbf{Q}\left(p^{u_{k}}\right): \mathbf{Q}\right] \leq D$, so if $c_{4}$ is large enough with respect to $c_{3}^{\prime}$ and $\delta$ we use Dobrowolski's Theorem (7.2.1) to deduce that $p^{u_{1}}, \ldots, p^{u_{n-m}}$ are roots of unity. Since $u_{1}, \ldots, u_{n-m}$ are linearly independent we conclude that $p \in \mathcal{H}_{m}^{n}$ by Proposition 6.2.

Say $X \subset \mathbf{G}_{m}^{n}$ is an algebraic curve not contained in a proper coset. Then by Theorem 6.1 chapter 6 there is a $B$ and $\epsilon>0$ such that if $p \in X \cap C\left(\mathcal{H}_{n-2}^{n}, \epsilon\right)$ then $h(p) \leq B$. By the lemma above we conclude that $p$ is already contained in a algebraic subgroup of dimension $n-2$ if $\epsilon$ is small with respect to $B, \operatorname{deg}(X),[\mathbf{Q}(p): \mathbf{Q}]$, and $n$. In this case $p$ is contained in the set $X \cap \mathcal{H}_{n-2}^{n}$, which is finite by the result of Bombieri, Masser, and Zannier mentioned in the introduction. Of course we cannot conclude the finiteness of

$$
\left\{p \in X \cap C\left(\mathcal{H}_{n-2}^{n}, \epsilon\right) ; h(p) \leq B\right\}
$$

for some fixed positive $\epsilon$ since as of yet we know nothing about the degree $[\mathbf{Q}(p): \mathbf{Q}]$. Also, if we already knew that the degrees $[\mathbf{Q}(p): \mathbf{Q}]$ were uniformly bounded, then finiteness would follow from boundedness of height and Northcott's Theorem.

## 3. Push-forwards and pull-backs

In this section we prove two lemmas on bounds for degrees of push-forwards and pull-backs of varieties by a homomorphism of algebraic groups.

Let $X \subset \mathbf{G}_{m}^{n}$ be an irreducible subvariety throughout this section.
Lemma 7.4. Let $u_{1}, \ldots, u_{t} \in \mathbf{Z}^{n}$ with $0<\left|u_{1}\right| \leq \cdots \leq\left|u_{t}\right|$ and $\varphi=\varphi_{\left(u_{1}, \ldots, u_{t}\right)}$ : $\mathbf{G}_{m}^{n} \rightarrow \mathbf{G}_{m}^{t}$. If $q=\operatorname{dim} \varphi(X)$, then

$$
\operatorname{deg}(\overline{\varphi(X)}) \leq c_{5}\left|u_{t-q+1}\right| \cdots\left|u_{t}\right| \operatorname{deg}(X) .
$$

Proof. For brevity we set $Y=\overline{\varphi(X)}$. By Theorem 5.3 there exists $U \subset Y$ Zariski open and dense with $U \subset \varphi(X)$. By a standard Bertini type argument we may find polynomials $l_{i} \in \overline{\mathbf{Q}}\left[X_{1}, \ldots, X_{t}\right](1 \leq i \leq q)$ of degree 1 such that $l_{i}-X_{t-q+i} \in$ $\overline{\mathbf{Q}}\left[X_{1}, \ldots, X_{t-q}\right]$ with the following properties: the set

$$
S=\left\{y \in Y ; l_{1}(y)=\cdots=l_{q}(y)=0\right\}
$$

is finite of cardinality $\operatorname{deg}(Y)$ and contained in $U$. We define $R=\left.\varphi\right|_{X} ^{-1}(S)$. Then $R \subset X$ is Zariski closed and has at least $\operatorname{deg}(Y)$ irreducible components. On the other hand we have $R=\left\{x \in X ; l_{1}(\varphi(x))=\cdots=l_{q}(\varphi(x))=0,\right\}$. The exponent vectors in $l_{i} \circ \varphi$ have norm bounded by $\left|u_{t-q+i}\right|$. Hence Bézout's Theorem 5.4 implies that the number of irreducible components of $R$ is bounded above by $c_{5}\left|u_{t-q+1}\right| \cdots\left|u_{t}\right| \operatorname{deg}(X)$. This completes the proof.

If $\varphi=\pi: \mathbf{G}_{m}^{n} \rightarrow \mathbf{G}_{m}^{t}$ is the projection onto any set of $t$ coordinates, then proof above can easily be modified to give $\operatorname{deg}(\overline{\pi(X)}) \leq \operatorname{deg}(X)$.

Lemma 7.5. Let $u_{1}, \ldots, u_{n} \in \mathbf{Z}^{n}$ be linearly independent and $\varphi=\varphi_{\left(u_{1}, \ldots, u_{n}\right)}: \mathbf{G}_{m}^{n} \rightarrow$ $\mathbf{G}_{m}^{n}$. Then there exists an irreducible component $W \subset \varphi^{-1}(X)$ such that $\varphi(W) \subset X$ is Zariski dense,

$$
\operatorname{dim} W=\operatorname{dim} X, \text { and } \operatorname{deg}(W) \leq c_{6}\left|u_{1}\right| \cdots\left|u_{n}\right| \operatorname{deg}(X)
$$

Proof. Let $W_{1}, \ldots, W_{l}$ be the irreducible components of $\varphi^{-1}(X)$. Since $\varphi$ is surjective $\varphi\left(W_{i_{0}}\right) \subset X$ is Zariski dense for some $i_{0}$. We set $W=W_{i_{0}}$. Because $\varphi$ has finite fibres we conclude that $\operatorname{dim} W=\operatorname{dim} X$ by Theorem 5.1.

It remains to prove the upper bound for $\operatorname{deg}(W)$. By Bézout's Theorem (Theorem 5.4) the irreducible components of

$$
\left\{(p, q) \in \mathbf{G}_{m}^{n} \times \mathbf{G}_{m}^{n} ; \varphi(p)=q\right\} \cap\left(\mathbf{G}_{m}^{n} \times X\right)
$$

have degree bounded by $c_{6}\left|u_{1}\right| \cdots\left|u_{n}\right| \operatorname{deg}(X)$. Now $W$ is the projection of such an irreducible component onto the first factor of $\mathbf{G}_{m}^{n} \times \mathbf{G}_{m}^{n}$. The lemma follows from the remark after the proof of Lemma 7.4.

## 4. A lower bound for the product of heights

In [AD03] Amoroso and David deduced a positive lower bound for the height of a point on an open subset of certain subvarieties of $\mathbf{G}_{m}^{n}$, cf. Theorem 5.7. Their bound depends only on the degree of the variety and on $n$. In this section we derive a corollary of this result by deducing a lower bound for the product over heights of some coordinates of a generic point on a variety. The lower bounds depends only on the degree of the variety and $n$.

Let us consider for the moment the curve $X$ in $\mathbf{G}_{m}^{3}$ defined by $p_{1}+p_{2}=1$ and $p_{2}+p_{3}=2$ (we have $X^{\text {oa }}=X$ ). Because of examples like $\left(2^{1 / k}, 1-2^{1 / k}, 1+2^{1 / k}\right) \in X$ with $k \in \mathbf{N}$ the product

$$
\begin{equation*}
h\left(p_{1}\right) h\left(p_{2}\right) h\left(p_{3}\right) \tag{7.4.1}
\end{equation*}
$$

cannot be bounded below by some positive constant on any Zariski open dense subset of $X$. The trick is to forget about the coordinate in (7.4.1) with minimal height, in this case $p_{1}$ if $k$ is large. In Proposition 7.1 below we will show that for all $p$ on a open dense subset $X$ the quantity

$$
\max \left\{h\left(p_{1}\right) h\left(p_{2}\right), h\left(p_{1}\right) h\left(p_{3}\right), h\left(p_{2}\right) h\left(p_{3}\right)\right\}
$$

is bounded below by a positive constant.
First we need a preparatory lemma which encapsulates the consequence (5.3.5) of Amoroso and David's Theorem (Theorem 5.7).

Lemma 7.6. Let $X \subsetneq \mathbf{G}_{m}^{n}$ be an irreducible closed subvariety that is not contained in a proper coset. Let $u_{1}, \ldots, u_{n} \in \mathbf{Z}^{n}$ be linearly independent and $\varphi=\varphi_{\left(u_{1}, \ldots, u_{n}\right)}: \mathbf{G}_{m}^{n} \rightarrow$ $\mathbf{G}_{m}^{n}$. We set $\Pi=\left|u_{1}\right| \cdots\left|u_{n}\right|$. There exists a Zariski open dense $U \subset X$ such that if $q \in \mathbf{G}_{m}^{n}$ with $\varphi(q) \in U$, then

$$
h(q) \geq \frac{c_{7}}{(\Pi \operatorname{deg}(X))^{1 / \operatorname{codim} X}(\log (3 \Pi \operatorname{deg}(X)))^{c_{8}}}
$$

where $c_{7}$ and $c_{8}$ are positive and depend only on $n$.

Proof. Let $W \subset \varphi^{-1}(X)$ be an irreducible component as in Lemma 7.5. Clearly $W$ is not contained in a proper coset of $\mathbf{G}_{m}^{n}$. By (5.3.5), the consequence of Amoroso and David's Theorem, we have

$$
\hat{\mu}^{\mathrm{ess}}(W) \geq \frac{c}{(\Pi \operatorname{deg}(X))^{1 / \operatorname{codim} X}(\log (3 \Pi \operatorname{deg}(X)))^{c^{\prime}}}>0,
$$

where $c$ and $c^{\prime}$ depend only on $n$. By definition of the essential minimum there exists $V \subset W$ Zariski open and dense such that if $q \in V(\overline{\mathbf{Q}})$ then $h(q) \geq \frac{1}{2} \hat{\mu}^{\text {ess }}(W)$. Finally by Theorem 5.3 there exists $U \subset \varphi(V)$ such that $U \subset X$ is Zariski open and dense. The lemma follows because if $\varphi(q) \in U$ then $q=q^{\prime} \zeta$ for some $q^{\prime} \in V$ and some torsion point $\zeta$; thus $h(q)=h\left(q^{\prime}\right)$.

The following proposition is a geometric analogue of Theorem 1.6 in [AD99].
Proposition 7.1. Let $X \subset \mathbf{G}_{m}^{n}$ be an irreducible closed subvariety that is not contained in a proper coset. There exists $U \subset X$ Zariski open and dense such that for each $p=\left(p_{1}, \ldots, p_{n}\right) \in U(\overline{\mathbf{Q}})$ there is a subset $\Sigma \subset\{1, \ldots, n\}$ with $|\Sigma| \geq n-\operatorname{dim} X$ and

$$
\begin{equation*}
\prod_{k \in \Sigma} h\left(p_{k}\right) \geq \frac{c_{9}}{\operatorname{deg}(X)(\log (3 \operatorname{deg}(X)))^{c_{10}}} \tag{7.4.2}
\end{equation*}
$$

with $c_{9}>0$.
Proof. Throughout the proof $c_{1}^{\prime}, \ldots, c_{6}^{\prime}$ will denote constants which depend only on $n$. For brevity let $r=\operatorname{dim} X$. Clearly we may assume that $X \neq \mathbf{G}_{m}^{n}$. We prove the proposition by contradiction. To do this we assume that there exists $V \subset X(\overline{\mathbf{Q}})$ Zariski dense such that for all $p=\left(p_{1}, \ldots, p_{n}\right) \in V$ and all $\Sigma \subset\{1, \ldots, n\}$ with $|\Sigma| \geq n-r$ we have

$$
\begin{equation*}
\prod_{j \in \Sigma} h\left(p_{j}\right)<\frac{C}{\operatorname{deg}(X)(\log (3 \operatorname{deg}(X)))^{C^{\prime}}} \tag{7.4.3}
\end{equation*}
$$

where $C, C^{\prime}>0$ are fixed and depend only on $n$. We will see how to choose these constants properly later on.

First we do some reduction steps. By replacing $V$ by a smaller, yet still Zariski dense subset of $X(\overline{\mathbf{Q}})$ and after permuting coordinates we may assume that

$$
h\left(p_{1}\right) \leq h\left(p_{2}\right) \leq \cdots \leq h\left(p_{n}\right)
$$

for all $\left(p_{1}, \ldots, p_{n}\right) \in V$. These inequalities will be used freely throughout the proof.
Let us temporarily assume that the set of $\left(p_{1}, \ldots, p_{n}\right) \in V$ with $h\left(p_{n}\right)>1$ is dense in $X$. Let $X^{\prime} \subset \mathbf{G}_{m}^{n-1}$ be the Zariski closure of the projection of $X$ onto the first $n-1$ coordinates. Now $\operatorname{dim} X^{\prime} \leq r$ and $X^{\prime}$ has degree at $\operatorname{most} \operatorname{deg}(X)$ by the remark after Lemma 7.4. Also, $X^{\prime}$ is not contained in a proper coset. By induction on $n$ and using (7.4.3) with $\Sigma=\{r+1, \ldots, n\}$ we conclude a contradiction if $C$ is small enough and $C^{\prime}$ is big enough. Hence we may suppose that

$$
\begin{equation*}
\max _{j}\left\{h\left(p_{j}\right)\right\}=h\left(p_{n}\right) \leq 1 \quad \text { for } \quad\left(p_{1}, \ldots, p_{n}\right) \in V, \tag{7.4.4}
\end{equation*}
$$

where $V$ is still Zariski dense in $X$.
Let $p=\left(p_{1}, \ldots, p_{n}\right) \in V$ be arbitrary for the moment. Let $\pi: \mathbf{G}_{m}^{n} \rightarrow \mathbf{G}_{m}^{r+1}$ be the projection onto the first $r+1$ coordinates. The variety $Y=\overline{\pi(X)}$ is not contained in a proper coset since $X$ itself is not. We note that $\operatorname{deg}(Y) \leq \operatorname{deg}(X)$ by the comment after Lemma 7.4 and codim $Y \geq 1$. Thus (5.3.5) gives a lower bound for $\hat{\mu}^{\mathrm{ess}}(Y)$. So after replacing $V$ by a smaller, dense subset of $X(\overline{\mathbf{Q}})$ we may assume that

$$
\begin{align*}
(r+1) h\left(p_{r+1}\right) & =(r+1) \max \left\{h\left(p_{1}\right), \ldots, h\left(p_{r+1}\right)\right\} \geq h(\pi(p)) \geq  \tag{7.4.5}\\
& \geq \frac{c_{1}^{\prime}}{\operatorname{deg}(X)(\log (3 \operatorname{deg}(X)))^{c_{2}^{\prime}}}
\end{align*}
$$

In particular we have $h\left(p_{r+1}\right)>0$. For $r+1 \leq j \leq n$ we define

$$
\begin{equation*}
k_{1}=k_{2}=\cdots=k_{r}=1 \text { and } k_{j}=\left[\frac{h\left(p_{j}\right)}{h\left(p_{r+1}\right)}\right] \geq 1 \tag{7.4.6}
\end{equation*}
$$

We note $k_{r+1}=1$. The $k_{j}$ depend on the point $p$. For $r+1 \leq j \leq n$ we have

$$
\begin{equation*}
\frac{1}{2} \frac{h\left(p_{j}\right)}{h\left(p_{r+1}\right)} \leq k_{j} \leq \frac{h\left(p_{j}\right)}{h\left(p_{r+1}\right)} \tag{7.4.7}
\end{equation*}
$$

Next we would like to bound the $k_{j}$ from above. For $r+1 \leq j \leq n$ we apply (7.4.4) and (7.4.5) to deduce

$$
\begin{equation*}
1 \leq k_{j} \leq \frac{1}{h\left(p_{r+1}\right)} \leq c_{3}^{\prime} \operatorname{deg}(X)(\log (3 \operatorname{deg}(X)))^{c_{2}^{\prime}} \tag{7.4.8}
\end{equation*}
$$

with $c_{3}^{\prime} \geq 1$. In fact (7.4.8) holds for all $1 \leq j \leq n$. As an important consequence we see that the $k_{j}$ are bounded independently of $p \in V$.

Still considering $p \in V$ we define a homomorphism $\varphi: \mathbf{G}_{m}^{n} \rightarrow \mathbf{G}_{m}^{n}$ by $\varphi\left(x_{1}, \ldots, x_{n}\right)=$ $\left(x_{1}^{k_{1}}, \ldots, x_{n}^{k_{n}}\right)$ where the $k_{j}$ are as in (7.4.6). Of course $\varphi$ depends on $p$. Each such $\varphi$ gives rise to an open dense $U_{\varphi} \subset X$ as in Lemma 7.6. Since the set of possible $\varphi$, i.e. with $k_{j}$ satisfying (7.4.8), is finite and independent of $p$ there are only finitely many $U_{\varphi}$. Because $V \subset X$ is Zariski dense we may pick once and for all a $p \in V$ with $p \in U_{\varphi}$ for all $\varphi$ as defined above with $k_{j}$ satisfying (7.4.8).

Let $q=\left(q_{1}, \ldots, q_{n}\right) \in \mathbf{G}_{m}^{n}(\overline{\mathbf{Q}})$ with $\varphi(q)=p$. By our choice of $p$ and Lemma 7.6 we have the lower bound

$$
\begin{equation*}
h(q) \geq \frac{c_{7}}{\left(k_{1} \cdots k_{n} \operatorname{deg}(X)\right)^{1 /(n-r)}\left(\log \left(3 k_{1} \cdots k_{n} \operatorname{deg}(X)\right)\right)^{c_{8}}} . \tag{7.4.9}
\end{equation*}
$$

We have

$$
\begin{equation*}
h\left(p_{r+1}\right) \cdots h\left(p_{n}\right)=k_{r+1} \cdots k_{n} h\left(q_{r+1}\right) \cdots h\left(q_{n}\right) . \tag{7.4.10}
\end{equation*}
$$

From (7.4.7) we derive

$$
\begin{equation*}
1 \leq \frac{h\left(q_{j}\right)}{h\left(p_{r+1}\right)} \leq 2 \quad \text { for } \quad r+1 \leq j \leq n \tag{7.4.11}
\end{equation*}
$$

We apply the lower bound in (7.4.11) to the right side of (7.4.10) and get

$$
\begin{equation*}
h\left(p_{r+1}\right) \cdots h\left(p_{n}\right) \geq k_{r+1} \cdots k_{n} h\left(p_{r+1}\right)^{n-r} . \tag{7.4.12}
\end{equation*}
$$

Say $1 \leq j^{\prime} \leq n$ with $h\left(q_{j^{\prime}}\right)=\max \left\{h\left(q_{1}\right), \ldots, h\left(q_{n}\right)\right\}$. Now $h\left(q_{r+1}\right)=h\left(p_{r+1}\right) \geq$ $h\left(p_{j}\right)=h\left(q_{j}\right)$ for $1 \leq j \leq r$, hence we may assume $j^{\prime} \geq r+1$. We insert the upper bound from (7.4.11) with $j=j^{\prime}$ into (7.4.12) and use $h\left(q_{j^{\prime}}\right) \geq \frac{1}{n} h(q)$ to derive

$$
h\left(p_{r+1}\right) \cdots h\left(p_{n}\right) \geq 2^{-(n-r)} k_{r+1} \cdots k_{n} h\left(q_{j^{\prime}}\right)^{n-r} \geq c_{4}^{\prime} k_{r+1} \cdots k_{n} h(q)^{n-r}
$$

We use the lower bound for $h(q)$ in (7.4.9) to get

$$
\begin{aligned}
h\left(p_{r+1}\right) \cdots h\left(p_{n}\right) & \geq \frac{c_{5}^{\prime} k_{r+1} \cdots k_{n}}{k_{1} \cdots k_{n} \operatorname{deg}(X)\left(\log \left(3 k_{1} \cdots k_{n} \operatorname{deg}(X)\right)\right)^{(n-r) c_{8}}} \\
& =\frac{c_{5}^{\prime}}{\operatorname{deg}(X)\left(\log \left(3 k_{1} \cdots k_{n} \operatorname{deg}(X)\right)\right)^{(n-r) c_{8}}} .
\end{aligned}
$$

We bound the remaining $k_{j}$ in the logarithm from above with the help of (7.4.8) and obtain

$$
\begin{equation*}
h\left(p_{r+1}\right) \cdots h\left(p_{n}\right) \geq \frac{c_{6}^{\prime}}{\operatorname{deg}(X)(\log (3 \operatorname{deg}(X)))^{(n-r) c_{8}}} . \tag{7.4.13}
\end{equation*}
$$

If we choose $C=c_{6}^{\prime}$ and $C^{\prime}=(n-r) c_{8}$, then (7.4.3) and (7.4.13) contradict.
It is not too difficult to construct examples of $X$ of arbitrary dimension, as at the beginning of this section, where one really needs to omit $\operatorname{dim} X$ factors in the product (7.4.2) to obtain a positive lower bound on an open dense set. Furthermore, the dependency of (7.4.2) on $\operatorname{deg}(X)$ is optimal up to the usual $\log$ power.

We will prove a variant of Proposition 7.1 where the variety is allowed to be contained in a proper coset. Let $X \subset \mathbf{G}_{m}^{n}$, we define

$$
\mathrm{s}^{\mathrm{o}}(X)=\inf \left\{\operatorname{dim} H ; H \subset \mathbf{G}_{m}^{n} \text { a coset with } X \subset H\right\}
$$

Proposition 7.1 only holds for varieties $X \subset \mathbf{G}_{m}^{n}$ with $\mathrm{s}^{\mathrm{o}}(X)=n$. A simple projection argument shows that in general we have:

Proposition 7.2. Let $X \subset \mathbf{G}_{m}^{n}$ be an irreducible closed subvariety. There exists $U \subset X$ Zariski open and dense such that for each $p=\left(p_{1}, \ldots, p_{n}\right) \in U(\overline{\mathbf{Q}})$ there is a subset $\Sigma \subset\{1, \ldots, n\}$ with $|\Sigma| \geq \mathrm{s}^{\mathrm{o}}(X)-\operatorname{dim} X$ and

$$
\prod_{k \in \Sigma} h\left(p_{k}\right) \geq \frac{c_{11}}{\operatorname{deg}(X)(\log (3 \operatorname{deg}(X)))^{c_{12}}}
$$

with $c_{11}>0$.
Proof. Let $H$ be a coset with $X \subset H$ and $s^{\circ}(X)=\operatorname{dim} H=n-h$. By Proposition 6.2 there are linearly independent $u_{1}, \ldots, u_{h} \in \mathbf{Z}^{n}$ such that $x^{u_{i}}$ is constant on $H$. We may assume that the $h \times h$ matrix whose $i$ th row consists of the first $h$ entries of $u_{i}$ is non-singular. In this case the projection $\pi: \mathbf{G}_{m}^{n} \rightarrow \mathbf{G}_{m}^{n-h}$ onto the last $n-h$ coordinates has finite fibres when restricted to $H$. Therefore $\left.\pi\right|_{X}$ has finite fibres too.

By Theorem 5.1 we have $\operatorname{dim} \overline{\pi(X)}=\operatorname{dim} X$. The comment after Lemma 7.4 implies $\operatorname{deg}(\overline{\pi(X)}) \leq \operatorname{deg}(X)$. Furthermore, $\overline{\pi(X)}$ is not contained in a proper coset, indeed otherwise $X$ would be contained in a coset of dimension strictly less than $n-h$. The proposition now follows from Proposition 7.1 applied to $\overline{\pi(X)}$.

If for example $X$ is itself a coset, then $\mathrm{s}^{\circ}(X)=\operatorname{dim} X$; in this case Proposition 7.2 is an empty statement.

## 5. Proof of Theorem 7.1 and corollaries

We start off with an auxiliary lemma on linear programming. We recall that $\mathfrak{m}(r, s)$ was defined in (7.1.1).

Lemma 7.7. Let $1 \leq r<s \leq n$ be integers, let $M=\left(m_{i j}\right)$ be the $n \times(s-r)$ matrix defined by

$$
m_{i j}=\left\{\begin{array}{ll}
1 & \text { if } \\
2 & \text { if } \\
0 & \text { else },
\end{array} \quad n-r+2 \leq \begin{array}{l}
i+j \leq n-r+1, \\
i+j \leq n+1,
\end{array}\right.
$$

and let $w=\left(w_{1}, \ldots, w_{s-r}\right)^{\mathrm{t}} \in \mathbf{R}^{s-r}$ be the column vector with

$$
w_{j}= \begin{cases}2^{-\left(\frac{j-1}{r}+1\right)} & \text { if } \\ 0 & \text { else } .\end{cases}
$$

Then $v=\left(v_{1}, \ldots, v_{n}\right)^{t}=M w$ satisfies $v_{i} \leq 1$ and furthermore

$$
\begin{equation*}
\sum_{j=1}^{s-r}(s-r-j+1) w_{j}=\mathfrak{m}(r, s) . \tag{7.5.1}
\end{equation*}
$$

Proof. The vector $w$ looks like

$$
\begin{equation*}
w=\left(\frac{1}{2}, 0, \ldots, 0, \frac{1}{4}, 0, \ldots, 0, \frac{1}{8}, 0, \ldots\right)^{\mathrm{t}} \tag{7.5.2}
\end{equation*}
$$

with $r-1$ zeros between consecutive negative powers of 2 (there are no zeros if $r=1$ ). When $1 \leq i \leq n$, the $i$ th row of $M$ starts off with a certain number (possibly zero) of consecutive ones followed by say $N$ consecutive twos and finally consecutive zeros. By definition we have $N \leq r$, hence by (7.5.2) there is at most one $j$ with $m_{i j}=2$ and $w_{j} \neq 0$. Let $N^{\prime}$ be the number of $j$ with $m_{i j}=1$ and $w_{j} \neq 0$, then

$$
v_{i}=\sum_{j, m_{i j}=1} w_{j}+2 \sum_{j, m_{i j}=2} w_{j} \leq\left(\frac{1}{2}+\cdots+\frac{1}{2^{N^{\prime}}}\right)+2 \frac{1}{2^{N^{\prime}+1}}=1 .
$$

This inequality proves the first part of the lemma. The second part, the equality (7.5.1), follows from an elementary calculation.

The following proposition will imply part (i) of Theorem 7.1.

Proposition 7.3. Let $X \subset \mathbf{G}_{m}^{n}$ be an irreducible closed subvariety of dimension $r \geq 1$ and assume that $s=s^{\circ}(X) \geq r+1$. Let $m$ be an integer with $0 \leq m<\mathfrak{m}(r, s)$, let $B \geq 1$, and let $\delta>0$. Then there exists $c_{13}>0$ which depends only on $n$ and $\delta$ such that if

$$
\begin{equation*}
\epsilon \leq c_{13}\left(B^{m+\delta}(\operatorname{deg}(X))^{1+\delta}\right)^{-\frac{1}{m(r, s)-m}} \tag{7.5.3}
\end{equation*}
$$

the set $\left\{p \in X \cap T\left(\mathcal{H}_{m}^{n}, \epsilon\right) ; h(p) \leq B\right\}$ is not Zariski dense in $X$.
Proof. Throughout the proof $c_{1}^{\prime}, \ldots, c_{12}^{\prime}$ will denote constants which only depend on $n$ and $\delta$. We consider $c_{13} \leq 1$ as fixed and depending only on $n$ and $\delta$; we will see how to choose it later on. We also define $\rho \in \mathbf{R}$ such that $B \rho^{-1}$ is equal to the right-hand side of (7.5.3). We note that $\rho \geq B \geq 1$.

Now say $p \in X \cap T\left(\mathcal{H}_{m}^{n}, \epsilon\right)$ and $h(p) \leq B$. We will show that $p$ is contained in some proper Zariski closed subset of $X$ independent of $p$.

By definition we may write $p=a b$ with $a \in \mathcal{H}_{m}^{n}$ and $h(b) \leq \epsilon$. Elementary height properties imply $h(a) \leq h(p)+h\left(b^{-1}\right) \leq h(p)+n h(b) \leq h(p)+n \epsilon \leq 2 n B$. Let us assume for the moment that $m \geq 1$. By Lemmas 7.1 and 7.2 there exist $\lambda_{1}, \ldots, \lambda_{n}$ with $0<\lambda_{1} \leq \cdots \leq \lambda_{n}$ and linearly independent $u_{1}, \ldots, u_{n} \in \mathbf{Z}^{n}$ such that for $1 \leq k \leq n$

$$
\begin{equation*}
\left|u_{k}\right| \leq \lambda_{k}, \quad h\left(a^{u_{k}}\right) \leq c_{1}^{\prime} h(a) \rho^{-1} \lambda_{k} \leq c_{2}^{\prime} B \rho^{-1} \lambda_{k}, \text { and } \lambda_{1} \cdots \lambda_{n} \leq c_{3}^{\prime} \rho^{m} . \tag{7.5.4}
\end{equation*}
$$

In the case $m=0$ the statements in (7.5.4) also hold if we take $\lambda_{k}=1$ and $u_{k}$ the standard basis elements of $\mathbf{R}^{n}$. Indeed if $m=0$, then $a$ is a torsion point and thus has height 0 . Elementary height inequalities give $h\left(b^{u_{k}}\right) \leq \sqrt{n} h(b)\left|u_{k}\right| \leq \sqrt{n} \epsilon \lambda_{k}$, hence

$$
\begin{equation*}
h\left(p^{u_{k}}\right) \leq h\left(a^{u_{k}}\right)+h\left(b^{u_{k}}\right) \leq c_{4}^{\prime}\left(B \rho^{-1}+\epsilon\right) \lambda_{k} \leq 2 c_{4}^{\prime} B \rho^{-1} \lambda_{k}, \tag{7.5.5}
\end{equation*}
$$

here we used the bound $\epsilon \leq B \rho^{-1}$ in the last inequality.
Let $t_{0}=n-s+r+1$, so that $r+1 \leq t_{0} \leq n$; also let $t$ be an integer with $t_{0} \leq t \leq n$. We define the surjective homomorphism of algebraic groups $\varphi_{t}=\varphi_{\left(u_{1}, \ldots, u_{t}\right)}: \mathbf{G}_{m}^{n} \rightarrow \mathbf{G}_{m}^{t}$ and the irreducible variety $X_{t}=\overline{\varphi_{t}(X)} \subset \mathbf{G}_{m}^{t}$. Both $\varphi_{t}$ and variety $X_{t}$ depend on $p$. On the other hand the quantity $c_{3}^{\prime} \rho^{m}$ depends only on $X, B$, and $\delta$ but not on the point $p$. Since $\left|u_{1}\right| \cdots\left|u_{t}\right| \leq c_{3}^{\prime} \rho^{m}$ by (7.5.4) there are only finitely many possibilities for $\varphi_{t}$. These morphisms give a finite set of $X_{t}$ which does not depend on $p$.

We proceed by bounding $\mathrm{s}^{\mathrm{o}}\left(X_{t}\right)$ from below. To do this let $H \subset \mathbf{G}_{m}^{t}$ be a coset of dimension $\mathrm{s}^{\mathrm{o}}\left(X_{t}\right)$ that contains $X_{t}$. Then $\operatorname{dim} \varphi_{t}^{-1}(H)=\operatorname{dim} H+(n-t)$ and $\varphi_{t}^{-1}(H)$ is a coset containing $X$. Hence

$$
\begin{equation*}
\mathrm{s}^{\mathrm{o}}\left(X_{t}\right)=\operatorname{dim} \varphi_{t}^{-1}(H)-(n-t) \geq s+t-n \geq s+t_{0}-n=r+1 \tag{7.5.6}
\end{equation*}
$$

In particular $X_{t}$ has positive dimension.
Lemma 7.4 and (7.5.4) give the upper bound

$$
\operatorname{deg}\left(X_{t}\right) \leq c_{5}^{\prime} \lambda_{t-\operatorname{dim} X_{t}+1} \cdots \lambda_{t} \operatorname{deg}(X)
$$

since the $\lambda_{k}$ are in ascending order. Furthermore, $\operatorname{dim} X_{t} \leq r$ and $\lambda_{k} \geq 1$, so

$$
\begin{equation*}
\operatorname{deg}\left(X_{t}\right) \leq c_{5}^{\prime} \lambda_{t-r+1} \cdots \lambda_{t} \operatorname{deg}(X) \quad \text { for all } \quad t_{0} \leq t \leq n \tag{7.5.7}
\end{equation*}
$$

Let $c_{11}>0$ and $c_{12}$ be the constants from Proposition 7.2. Let us assume for the moment that there exists an integer $t$ with $t_{0} \leq t \leq n$ such that for all $\Sigma \subset\{1, \ldots, t\}$ with $|\Sigma| \geq s^{\circ}\left(X_{t}\right)-\operatorname{dim} X_{t}$ we have the inequality

$$
\begin{equation*}
c_{11}^{-1}\left(\prod_{k \in \Sigma} h\left(p^{u_{k}}\right)\right) \operatorname{deg}\left(X_{t}\right)\left(\log \left(3 \operatorname{deg}\left(X_{t}\right)\right)\right)^{c_{12}}<1 . \tag{7.5.8}
\end{equation*}
$$

The product in (7.5.8) is actually a product over heights of certain coordinates of the point $\varphi_{t}(p) \in X_{t}$. From (7.5.8) and Proposition 7.2 we conclude that $\varphi_{t}(p)$ is contained in $Z_{\varphi, t}$, a proper and Zariski closed subset of $X_{t}$. As mentioned above, the set of possible $\varphi_{t}$ and $X_{t}$ is finite. Finally $\left.\varphi_{t}\right|_{X}: X \rightarrow X_{t}$ is by definition a dominant morphism. The point $p$ is therefore contained in the proper, Zariski closed subset $\left.\bigcup_{\varphi, t} \varphi_{t}\right|_{X} ^{-1}\left(Z_{\varphi, t}\right)$, where the union is taken over a finite set independent of $p$. The proposition follows in this case.

What if $p$ does not satisfy the property described around (7.5.8)? Then we will derive a contradiction. Let $t_{0} \leq t \leq n$ and let $\Sigma \subset\{1, \ldots, t\}$, we define $f_{n-t+1}(\Sigma) \in \mathbf{R}$ to be the expression on the left-hand side of (7.5.8). We are assuming that for all $t_{0} \leq t \leq n$ there exists a subset $\Sigma(t) \subset\{1, \ldots, t\}$ with $|\Sigma(t)| \geq \mathrm{s}^{\mathrm{o}}\left(X_{t}\right)-\operatorname{dim} X_{t}$ and

$$
\begin{equation*}
f_{n-t+1}(\Sigma(t)) \geq 1 \tag{7.5.9}
\end{equation*}
$$

For brevity we set $f_{n-t+1}=f_{n-t+1}(\Sigma(t))$.
We continue by bounding $f_{n-t+1}$ from above. To do this we apply (7.5.5) to the definition of $f_{n-t+1}$ and get

$$
f_{n-t+1} \leq c_{11}^{-1}\left(\prod_{k \in \Sigma(t)}\left(c_{6}^{\prime} B \rho^{-1} \lambda_{k}\right)\right) \operatorname{deg}\left(X_{t}\right)\left(\log \left(3 \operatorname{deg}\left(X_{t}\right)\right)\right)^{c_{12}} .
$$

Next we bound $\operatorname{deg}\left(X_{t}\right)$ for above using (7.5.7):

$$
f_{n-t+1} \leq c_{7}^{\prime}\left(\prod_{k \in \Sigma(t)} \lambda_{k}\right) \lambda_{t-r+1} \cdots \lambda_{t}\left(B \rho^{-1}\right)^{|\Sigma(t)|} \operatorname{deg}(X)\left(\log \left(3 \lambda_{t} \operatorname{deg}(X)\right)\right)^{c_{12}}
$$

By (7.5.6) we have $|\Sigma(t)| \geq \mathrm{s}^{\mathrm{o}}\left(X_{t}\right)-\operatorname{dim} X_{t} \geq s+t-n-r \geq 1$ where we used $\operatorname{dim} X_{t} \leq r$. Since $\lambda_{k} \geq 1, \rho \geq B$, and $\prod_{k \in \Sigma(t)} \lambda_{k} \leq \lambda_{1} \cdots \lambda_{t}$ we deduce

$$
\begin{align*}
& f_{n-t+1} \leq  \tag{7.5.10}\\
& \quad c_{7}^{\prime} \lambda_{1} \cdots \lambda_{t-r}\left(\lambda_{t-r+1} \cdots \lambda_{t}\right)^{2}\left(B \rho^{-1}\right)^{s+t-n-r} \operatorname{deg}(X)\left(\log \left(3 \lambda_{t} \operatorname{deg}(X)\right)\right)^{c_{12}}
\end{align*}
$$

And this inequality holds for all $t_{0} \leq t \leq n$.
Let $M, v, w$ be the matrix respectively vectors from Lemma 7.7. Using notation from chapter 6 , section 2 we define

$$
\begin{aligned}
\Lambda & =\left(\lambda_{1}, \cdots, \lambda_{n}\right)^{M} \\
& =\left(\lambda_{1} \cdots \lambda_{n-r}\left(\lambda_{n-r+1} \cdots \lambda_{n}\right)^{2}, \ldots, \lambda_{1} \cdots \lambda_{n-s+1}\left(\lambda_{n-s+2} \cdots \lambda_{n+r-s+1}\right)^{2}\right)
\end{aligned}
$$

That is, the $j$ th entry of $\Lambda$ is the main contribution of the $\lambda_{k}$ 's to the bound for $f_{j}$ in (7.5.10). By Lemma 7.7 and $\lambda_{k} \geq 1$ we have

$$
\begin{equation*}
\Lambda^{w}=\left(\lambda_{1}, \ldots, \lambda_{n}\right)^{M w}=\lambda_{1}^{v_{1}} \cdots \lambda_{n}^{v_{n}} \leq \lambda_{1} \cdots \lambda_{n} \tag{7.5.11}
\end{equation*}
$$

We define the product

$$
f=\left(f_{1}, \ldots, f_{s-r}\right)^{w}=f_{1}^{w_{1}} \cdots f_{s-r}^{w_{s-r}} .
$$

By (7.5.9) and since $w_{j} \geq 0$ we conclude

$$
\begin{equation*}
f \geq 1 \tag{7.5.12}
\end{equation*}
$$

We bound $f$ from above with the help of (7.5.10) and (7.5.11)

$$
\begin{aligned}
f & \leq c_{8}^{\prime} \Lambda^{w}\left(B \rho^{-1}\right)^{\sum_{j=1}^{s-r}(s-r-j+1) w_{j}}\left(\operatorname{deg}(X)\left(\log \left(3 \lambda_{n} \operatorname{deg}(X)\right)\right)^{c_{12}}\right)^{w_{1}+\cdots+w_{s-r}} \\
& \leq c_{8}^{\prime} \lambda_{1} \cdots \lambda_{n}\left(B \rho^{-1}\right)^{\sum_{j=1}^{s-r}(s-r-j+1) w_{j}} \operatorname{deg}(X)\left(\log \left(3 \lambda_{n} \operatorname{deg}(X)\right)\right)^{c_{12}} .
\end{aligned}
$$

We also used $w_{1}+\cdots+w_{s-r}<1$, which follows easily from the definition of the $w_{j}$ in Lemma 7.7, cf. (7.5.2). By the same lemma the exponent of $B \rho^{-1}$ equals $\mathfrak{m}(r, s)$. We recall (7.5.4) and observe $\lambda_{n} \leq \lambda_{1} \cdots \lambda_{n} \leq c_{3}^{\prime} \rho^{m}$ to bound

$$
\begin{equation*}
f \leq c_{9}^{\prime} \rho^{m-\mathfrak{m}(r, s)} B^{\mathfrak{m}(r, s)} \operatorname{deg}(X)(\log (3 \rho \operatorname{deg}(X)))^{c_{12}} \tag{7.5.13}
\end{equation*}
$$

By the definition of $\rho$ we have

$$
\begin{equation*}
\rho^{m-\mathfrak{m}(r, s)} B^{\mathfrak{m}(r, s)+\delta} \operatorname{deg}(X)^{1+\delta}=c_{13}^{\mathfrak{m}(r, s)-m} \tag{7.5.14}
\end{equation*}
$$

Together with (7.5.13) we get

$$
f \leq c_{9}^{\prime} c_{13}^{\mathfrak{m}(r, s)-m} \frac{(\log (3 \rho \operatorname{deg}(X)))^{c_{12}}}{B^{\delta} \operatorname{deg}(X)^{\delta}}
$$

By (7.5.14) the $\rho$ in the logarithm is bounded above by $\left(B c_{13}^{-1} \operatorname{deg}(X)\right)^{c_{10}^{\prime}}$. Together with elementary inequalities we get

$$
\begin{align*}
f & \leq c_{11}^{\prime} c_{13}^{\mathfrak{m}(r, s)-m} \frac{\left(\log \left(3 B c_{13}^{-1} \operatorname{deg}(X)\right)\right)^{c_{12}}}{B^{\delta} \operatorname{deg}(X)^{\delta}}  \tag{7.5.15}\\
& \leq c_{12}^{\prime} c_{13}^{\mathfrak{m}(r, s)-m} \frac{\left(B c_{13}^{-1} \operatorname{deg}(X)\right)^{\min \left\{\frac{\mathfrak{m}(r, s)-m}{2}, \delta\right\}}}{B^{\delta} \operatorname{deg}(X)^{\delta}} \\
& \leq c_{12}^{\prime} c_{13}^{\frac{\mathfrak{m}(r, s)-m}{2}} .
\end{align*}
$$

Thus we may choose $c_{13} \in(0,1]$ depending only on $n$ and $\delta$ such that (7.5.15) implies $f<1$. But this inequality contradicts (7.5.12).

For $B \geq 1$ we have the following inclusions

$$
\begin{align*}
\left\{p \in T\left(\mathcal{H}_{m}^{n}, \epsilon\right) ; h(p) \leq B\right\} & \subset\left\{p \in C\left(\mathcal{H}_{m}^{n}, \epsilon\right) ; h(p) \leq B\right\}  \tag{7.5.16}\\
& \subset\left\{p \in T\left(\mathcal{H}_{m}^{n}, 4 \epsilon B\right) ; h(p) \leq B\right\},
\end{align*}
$$

if $\epsilon \leq \frac{1}{2 n}$. The first inclusion is trivial and holds for unrestricted $\epsilon$, the second one follows easily from (6.4.1). Therefore Proposition 7.3 can be reformulated with $T(\cdot, \cdot)$ replaced by $C(\cdot, \cdot)$ and after choosing a possibly smaller $\epsilon$.

Proposition 7.4. Let $X, r, s, m, n, B$, and $\delta$ be as in Proposition 7.3. Then there exists $c_{14}>0$ which depends only on $n$ and $\delta$ such that if

$$
\epsilon \leq c_{14}\left(B^{\mathfrak{m}(r, s)+\delta}(\operatorname{deg}(X))^{1+\delta}\right)^{-\frac{1}{\mathfrak{m}(r, s)-m}}
$$

the set $\left\{p \in X \cap C\left(\mathcal{H}_{m}^{n}, \epsilon\right) ; h(p) \leq B\right\}$ is not Zariski dense in $X$.
Proof. The proof follows immediately from the second inclusion in (7.5.16) and Proposition 7.3.

Lemma 7.8. Let $n, n^{\prime}, r, r^{\prime}$ be integers with $1 \leq r \leq n-1,1 \leq r^{\prime} \leq n^{\prime}-1, r^{\prime} \leq r$, and $n-r \leq n^{\prime}-r^{\prime}$, then $\mathfrak{m}(r, n) \leq \mathfrak{m}\left(r^{\prime}, n^{\prime}\right)$.

Proof. From (7.5.1) and taking $j=k r+1$ we get

$$
\mathfrak{m}(r, n)=\sum_{k=0}^{\infty} \max \left\{0, \frac{n-(k+1) r}{2^{k+1}}\right\} .
$$

As

$$
n-(k+1) r=(n-r)-k r \leq\left(n^{\prime}-r^{\prime}\right)-k r^{\prime}=n^{\prime}-(k+1) r^{\prime}
$$

for non-negative $k$, the result follows at once.
Lemma 7.9. Let $X \subsetneq \mathbf{G}_{m}^{n}$ be an irreducible closed subvariety of dimension $r \geq 1$. Let $m$ be an integer with $0 \leq m<\mathfrak{m}(r, n)$ and let $B \geq 1$. Say $Z \subset X$ is a closed irreducible subvariety of positive dimension with $Z \cap X^{\mathrm{oa}} \neq \emptyset$. Then there exists $\epsilon>0$ such that

$$
\left\{p \in Z \cap C\left(\mathcal{H}_{m}^{n}, \epsilon\right) ; h(p) \leq B\right\}
$$

is not Zariski dense in $Z$.
Proof. The hypothesis $Z \cap X^{\mathrm{oa}} \neq \emptyset$ implies that $Z$ is not an anomalous subvariety of $X$. Say $H \subset \mathbf{G}_{m}^{n}$ is a coset containing $Z$ with $\mathrm{s}^{\circ}(Z)=\operatorname{dim} H$. By hypothesis we have $\operatorname{dim} Z \leq r+\operatorname{dim} H-n$ or

$$
\begin{equation*}
\mathrm{s}^{\mathrm{o}}(Z)-\operatorname{dim} Z \geq n-r \tag{7.5.17}
\end{equation*}
$$

and in particular $\mathrm{s}^{\circ}(Z) \geq \operatorname{dim} Z+1$ since $X$ is proper. Inequalities (7.5.17), $\operatorname{dim} Z \leq$ $\operatorname{dim} X$, and Lemma 7.8 imply $\mathfrak{m}\left(\operatorname{dim} Z, \mathrm{~s}^{\circ}(Z)\right) \geq \mathfrak{m}(r, n)>m$. Therefore the lemma follows from Proposition 7.4 applied to $Z$.

Before proving Theorem 7.1 we prove Corollaries 7.1 and 7.2.
We start with Corollary 7.1(i). Let $X$ be as in the hypothesis of part (i). We may assume $X^{\text {oa }}=X$, i.e. $X$ is not contained in a proper coset. By Theorem 6.1 with $s=\operatorname{dim} X=1$ the set $X \cap C\left(\mathcal{H}_{n-1}^{n}, \epsilon\right)$ has height bounded by $B$ for an $\epsilon>0$ such that $B$ depends only on $h_{V}(X), \operatorname{deg}(X)$, and $n$. Moreover, $\epsilon$ depends only on $\operatorname{deg}(X)$ and $n$. Since $\mathfrak{m}(1, n)>n-2$ we conclude finiteness of $X \cap C\left(\mathcal{H}_{n-2}^{n}, \epsilon\right)$ from Theorem 7.1(i)
after choosing a possibly smaller $\epsilon>0$ which now depends only on $h_{V}(X), \operatorname{deg}(X)$, and $n$.

The proof of part (ii) is similar.
For part (iii) we may assume $r=\operatorname{dim} X \geq 1$. In section 1 we saw that $1 \leq r \leq n-3$ implies $\mathfrak{m}(r, n)>1$. Hence the proof follows from taking $m=1$ in part (ii).

To prove Corollary 7.2(i) we note that by Corollary 7.1(i) we may choose $\epsilon>0$ such that $X^{\text {oa }} \cap C\left(\mathcal{H}_{n-2}^{n}, \epsilon\right)$ is finite. Hence the points of this set have height bounded by some fixed $B$ and degree bounded by some fixed $D$. The proof now follows easily from Lemma 7.3 after adjusting $\epsilon$ if necessary.

The proofs of parts (ii) and (iii) are similar.
Proof of Theorem 7.1: We may assume $m \geq 0$, thus $X \neq \mathbf{G}_{m}^{n}$ since $\mathfrak{m}(n, n)=0$. Part (i) follows from Proposition 7.4 and $\mathrm{s}^{\circ}(X)=n$, so it remains to prove part (ii). We will prove the following statement:

Let $Z \subset X$ be an irreducible closed subvariety, then there exists $\epsilon>0$ such that

$$
\begin{equation*}
\left\{p \in X^{\mathrm{oa}} \cap Z \cap C\left(\mathcal{H}_{m}^{n}, \epsilon\right) ; h(p) \leq B\right\} \tag{7.5.18}
\end{equation*}
$$

is finite.
Of course the theorem follows by taking $Z=X$ in the statement above. We prove the statement by induction on $\operatorname{dim} Z$. The case $\operatorname{dim} Z=0$ being trivial we assume $\operatorname{dim} Z \geq 1$ and also $X^{\mathrm{oa}} \cap Z \neq \emptyset$. By Lemma 7.9 there exists an $\epsilon>0$ such that

$$
\begin{equation*}
\left\{p \in X^{\mathrm{oa}} \cap Z \cap C\left(\mathcal{H}_{m}^{n}, \epsilon\right) ; h(p) \leq B\right\} \subset Y_{1} \cup \cdots \cup Y_{l} \tag{7.5.19}
\end{equation*}
$$

where the $Y_{i} \subsetneq Z$ are proper, Zariski closed, and irreducible. As $\operatorname{dim} Y_{i} \leq \operatorname{dim} Z-1$ we reduce $\epsilon$ if necessary and apply the induction hypothesis to conclude that $\{p \in$ $\left.X^{\text {oa }} \cap Y_{i} \cap C\left(\mathcal{H}_{m}^{n}, \epsilon\right) ; h(p) \leq B\right\}$ is finite for each $i$. The statement around (7.5.18) now follows from (7.5.19).

## APPENDIX A

## Quasi-equivalence of heights

Say two algebraic number $x$ and $y$ satisfy a simple equation such as $x^{p}+y^{q}=0$ with $p$ and $q$ positive integers. Then the elementary height properties described in chapter 1 imply that the heights are related as $p h(x)=q h(y)$. Now say $P(x, y)=0$ where $P$ is an irreducible polynomial in two variables with algebraic coefficients and $p=\operatorname{deg}_{X} P$, $q=\operatorname{deg}_{Y} P$, then how are $h(x)$ and $h(y)$ related? In this generality the expression $|p h(x)-q h(y)|$ need not be bounded independently of $x$ and $y$. Nevertheless in this appendix we prove an upper bound in terms of $\max \{h(x), h(y)\}, h_{p}(P), p$, and $q$.

## 1. Introduction

Let $C$ be a smooth projective curve defined over $\overline{\mathbf{Q}}$. We assume that $C$ is embedded into projective space $\mathbf{P}^{n}$. Let $f \in \overline{\mathbf{Q}}(C)$ be a non-constant rational function on $C$. We consider $f$ as a rational map $C \rightarrow \mathbf{A}^{1}$. Then $f$ has a well-defined degree $\operatorname{deg}(f)$, the cardinality of $f^{-1}(q)$ for generic $q$. Let $g \in \overline{\mathbf{Q}}(C)$ be a further non-constant rational function. We would like to compare the heights $h(f(p))$ and $h(g(p))$ as $p$ runs over the algebraic points of $C$ that are not poles of $f$ or $g$. It was known to Siegel that the quantities $h(f(p)) / \operatorname{deg}(f)$ and $h(g(p)) / \operatorname{deg}(g)$ are asymptotically equal. One can even show

$$
\begin{equation*}
\left|\frac{h(f(p))}{\operatorname{deg}(f)}-\frac{h(g(p))}{\operatorname{deg}(g)}\right|=O\left(\max \{1, h(f(p)), h(g(p))\}^{1 / 2}\right) \tag{A.1.1}
\end{equation*}
$$

The implied constant may depend on $C$, $f$, and $g$. The inequality (A.1.1) can for example be proved using the Néron-Tate height on the Jacobian of $C$ if our curve has positive genus.

As $f$ and $g$ are rational functions on the curve $C$ they are contained in a field of transcendence degree 1 over $\overline{\mathbf{Q}}$. Hence $f$ and $g$ satisfy some algebraic relation. That is, there exists a polynomial $P \in \overline{\mathbf{Q}}[X, Y]$ with $P(f, g)=0$ on $C$. We may assume that $P$ is irreducible over $\overline{\mathbf{Q}}$ and in this case we have

$$
\frac{\operatorname{deg}_{X} P}{\operatorname{deg}_{Y} P}=\frac{\operatorname{deg} g}{\operatorname{deg} f}
$$

Hence inequality (A.1.1) follows from the following statement:
Let $P \in \overline{\mathbf{Q}}[X, Y]$ be irreducible over $\overline{\mathbf{Q}}$ with $p=\operatorname{deg}_{X} P>0$ and $q=\operatorname{deg}_{Y} P>0$. There exists a constant $c_{1}=c_{1}(P)$ such that if $x$ and $y$ are algebraic numbers with
$P(x, y)=0$, then

$$
\begin{equation*}
\left|\frac{h(x)}{q}-\frac{h(y)}{p}\right| \leq c_{1} \max \{1, h(x), h(y)\}^{1 / 2} . \tag{A.1.2}
\end{equation*}
$$

The purpose of this appendix is to give a proof of (A.1.2) and to determine a constant $c_{1}$ which is completely explicit in terms of $P$. We will strive for a good dependency in the height of $P$ and the partial degrees $p$ and $q$. For example if we assume that $h_{p}(P)$ is large compared with $\max \{p, q\}$, then we will show that $c_{1}$ depends only on $h_{p}(P)$.

Property (A.1.2) is often referred to as quasi-equivalence of heights. We will now state the Quasi-equivalence Theorem:

Theorem A.1. Let $P \in \overline{\mathbf{Q}}[X, Y]$ be irreducible with $p=\operatorname{deg}_{X} P>0$ and $q=$ $\operatorname{deg}_{Y} P>0$. If $P(x, y)=0$ with $x, y \in \overline{\mathbf{Q}}$, then

$$
\left|\frac{h(x)}{q}-\frac{h(y)}{p}\right| \leq 51 \max \left\{p, q, h_{p}(P)\right\}^{1 / 2} \max \{1, h(x), h(y)\}^{1 / 2} .
$$

In $[$ Abo06 $]$ Abouzaid proved a variant of the Quasi-equivalence Theorem. The dependency in $h_{p}(P)$ and $\max \{h(x), h(y)\}$ is essentially the same in both version. Though in Abouzaid's bound, the dependence on the partial degrees is slightly worse.

It is essential that $P$ is irreducible. For example the partial degrees of $\left(X^{2}-Y\right)(X-$ $Y^{2}$ ) are equal to 3 , but clearly (A.1.2) cannot hold for this polynomial. Although it is possible to formulate a version of Theorem A. 1 with $P \in K[X, Y]$ where $K$ is a number field and $P$ is irreducible over $K$. In this case $P$ is up to a scalar factor the product of polynomials which are irreducible in $\overline{\mathbf{Q}}[X, Y]$ and conjugated over $K$. Thus all factors have equal partial degrees.

Sometimes it is useful to bound $h(y)$ uniformly in terms of $h(x)$ if the height of $x$ is large:

Corollary A.1. Let $P$ be as in Theorem A.1. Say $P(x, y)=0$ with $x, y \in \overline{\mathbf{Q}}$ and

$$
\begin{equation*}
h(x) \geq 2.10^{4}(\operatorname{deg} P)^{2} \max \left\{p, q, h_{p}(P)\right\}, \tag{A.1.3}
\end{equation*}
$$

then $h(y) \leq 2 \frac{p}{q} h(x)$.
The proof of Theorem A. 1 depends on the Absolute Siegel Lemma by Roy and Thunder and some elementary theory of algebraic functions. We note that a proof along the lines of the proof of Theorem A. 1 is possible using Bombieri and Vaaler's classical version of Siegel's Lemma. But this comes at the cost of introducing a dependency on the field of definition of $P$, more precisely the discriminant of this field, in $c_{1}$ of (A.1.2).

We give a short sketch of the proof of Theorem A.1. Let $m$ and $n$ be large integers with $n / m$ approximately equal to $p / q$. In section 2 we use the Absolute Siegel Lemma to construct polynomials $A$ and $B$ in two variables with algebraic coefficients of bounded height such that P divides $A Y^{m}-B$ as a polynomial. Furthermore, we require that $\operatorname{deg}_{X} A, \operatorname{deg}_{X} B \leq n$ and $\operatorname{deg}_{Y} A, \operatorname{deg}_{Y} B<\operatorname{deg}_{Y} P$. If $P(x, y)=0$, then $A(x, y) y^{m}=$ $B(x, y)$. If we assume for the moment $A(x, y) \neq 0$, then we may bound the height of $y$ in terms of the height of $x$ by using the product formula and the fact that $m$ is much
larger than $\operatorname{deg}_{Y} P$. In section 3 we show that if $A(x, y)=0$ then the order of vanishing cannot be too large if $m$ and $n$ are well chosen. We then differentiate appropriately and replace $A, B$ by new polynomials $A^{\prime}, B^{\prime}$ with controlled height and degree such that $A^{\prime}(x, y) y^{m}=B^{\prime}(x, y)$ and $A^{\prime}(x, y) \neq 0$. Thus again we get a height bound of $y$. By interchanging $x$ and $y$ we can bound the height of $x$ by the height of $y$ and this completes the proof. We note that the proof does not depend on an explicit version of Eisenstein's Theorem.

## 2. Construction via Siegel's Lemma

If $K$ is a number field with an absolute value $|\cdot|=|\cdot|_{v}\left(v \in M_{K}\right)$ and $P$ is a polynomial with coefficients in $K$ in any number of variables, then, just as in chapter 1, we define $|P|$ to be the maximum of the absolute values of the coefficients of $P$. We also recall that the height $h_{p}(P)$ was defined in chapter 1 . If $Q$ is a further polynomial with algebraic coefficients it will sometimes be useful to define $h_{p}(P, Q)$ as the projective height of the vector consisting of the coefficients of $P$ and $Q$. Finally $\delta_{v}$ and $d_{v}$ are defined in chapter 1.

We start off by proving a standard lemma concerning simple properties of absolute values and heights.

Lemma A.1. Let $K$ be a field and $A, B \in K[X, Y]$.
(i) If $K$ is a number field and $v \in M_{K}$, then

$$
\begin{aligned}
|A+B|_{v} & \leq \delta_{v}(2) \max \left\{|A|_{v},|B|_{v}\right\}, \\
|A B|_{v} & \leq \delta_{v}\left(1+\min \left\{\operatorname{deg}_{X} A, \operatorname{deg}_{Y} A, \operatorname{deg}_{X} B, \operatorname{deg}_{Y} B\right\}\right)|A|_{v}|B|_{v} .
\end{aligned}
$$

(ii) If $K=\overline{\mathbf{Q}}$ and $x, y \in \overline{\mathbf{Q}}$ with $A(x, y) \neq 0$, then

$$
\begin{aligned}
& h(B(x, y) / A(x, y)) \leq h_{p}(A, B)+\max \left\{\operatorname{deg}_{X} A, \operatorname{deg}_{X} B\right\} h(x) \\
& \quad+\max \left\{\operatorname{deg}_{Y} A, \operatorname{deg}_{Y} B\right\} h(y) \\
& \quad+\log \max \left\{\left(1+\operatorname{deg}_{X} A\right)\left(1+\operatorname{deg}_{Y} A\right),\left(1+\operatorname{deg}_{X} B\right)\left(1+\operatorname{deg}_{Y} B\right)\right\}
\end{aligned}
$$

(iii) If $K=\overline{\mathbf{Q}}, x, y \in \overline{\mathbf{Q}}$ with $A(x, y)=0$ and assume furthermore that $A$ is not divisible in $\overline{\mathbf{Q}}[X, Y]$ by $X-\alpha$ for some $\alpha \in \overline{\mathbf{Q}}$, then

$$
\begin{equation*}
h(y) \leq\left(\operatorname{deg}_{X} A\right) h(x)+\log \left(\left(1+\operatorname{deg}_{X} A\right) \operatorname{deg}_{Y} A\right)+h_{p}(A) . \tag{A.2.1}
\end{equation*}
$$

Proof. The first inequality in (i) follows directly from the triangle inequality. To prove the second inequality we write $A=\sum_{i, j} a_{i j} X^{i} Y^{j}$ and $B=\sum_{i, j} b_{i j} X^{i} Y^{j}$. Then $A B=\sum_{i, j} c_{i j} X^{i} Y^{j}$ with

$$
c_{i j}=\sum_{i^{\prime}+i^{\prime \prime}=i, j^{\prime}+j^{\prime \prime}=j} a_{i^{\prime} j^{\prime}} b_{i^{\prime \prime} j^{\prime \prime}} .
$$

The sum above involves at most $1+\min \left\{\operatorname{deg}_{X} A, \operatorname{deg}_{Y} A, \operatorname{deg}_{X} B, \operatorname{deg}_{Y} B\right\}$ non-zero terms. Hence the desired inequality follows from the triangle inequality.

Now to part (ii). We note that the product formula (1.1.1) implies

$$
\begin{equation*}
h(B(x, y) / A(x, y))=[F: \mathbf{Q}]^{-1} \sum_{v \in M_{F}} d_{v} \log \max \left\{|A(x, y)|_{v},|B(x, y)|_{v}\right\} \tag{A.2.2}
\end{equation*}
$$

where $F$ is a number field containing $x, y$ and the coefficients of $A$ and $B$. Note that the polynomial $A$ involves at most $\left(1+\operatorname{deg}_{X} A\right)\left(1+\operatorname{deg}_{Y} A\right)$ non-zero coefficients, hence the triangle inequality gives

$$
\begin{aligned}
& |A(x, y)|_{v} \leq \\
& \quad \delta_{v}\left(\left(1+\operatorname{deg}_{X} A\right)\left(1+\operatorname{deg}_{Y} A\right)\right)|A|_{v} \max \left\{1,|x|_{v}\right\}^{\operatorname{deg}_{X} A} \max \left\{1,|y|_{v}\right\}^{\operatorname{deg}_{Y} A}
\end{aligned}
$$

for each $v \in M_{F}$. Of course a similar inequality holds for $|B(x, y)|_{v}$. These inequalities inserted into (A.2.2) conclude this part of the lemma.

Our proof for Part (iii) follows the lines of Proposition 5 in [BM06]: say $A=$ $a_{q} Y^{q}+\cdots+a_{0}$ with $a_{i} \in \overline{\mathbf{Q}}[X]$ and $a_{q} \neq 0$. Because of hypothesis there exists $q^{\prime} \geq 1$ maximal such that $a_{q^{\prime}}(x) \neq 0$. Let $F$ be a number field that contains $x, y$, and the coefficients of $A$. If $|\cdot|=|\cdot|_{v}$ is an absolute value on $F$, then

$$
\left|a_{q^{\prime}}(x) y^{q^{\prime}}\right| \leq \delta_{v}\left(q^{\prime}\right) \max _{0 \leq k \leq q^{\prime}-1}\left\{\left|a_{k}(x)\right|\right\} \max \{1,|y|\}^{q^{\prime}-1}
$$

and so

$$
\max \{1,|y|\} \leq \delta_{v}\left(q^{\prime}\right) \max _{0 \leq k \leq q^{\prime}}\left\{\left|a_{k}(x)\right| /\left|a_{q^{\prime}}(x)\right|\right\}
$$

We use the last inequality and the product formula to show

$$
\begin{equation*}
h(y) \leq \log q+[F: \mathbf{Q}]^{-1} \sum_{v \in M_{F}} d_{v} \log \max _{0 \leq k \leq q^{\prime}}\left\{\left|a_{k}(x)\right|_{v}\right\} \tag{A.2.3}
\end{equation*}
$$

By the triangle inequality we have

$$
\left|a_{k}(x)\right|_{v} \leq \delta_{v}\left(1+\operatorname{deg}_{X} P\right) \max \left\{1,|x|_{v}\right\}^{\operatorname{deg}_{X} P}|A|_{v}
$$

for any absolute value on $F$. We apply this inequality to (A.2.3) to complete the proof.

We will often apply property (iii) of the previous lemma to a non-zero $A \in \overline{\mathbf{Q}}[Y]$ and $x=0$. Inequality (A.2.1) then reduces to $h(y) \leq \log \operatorname{deg}_{Y} A+h_{p}(A)$.

We need to introduce a crude notion of a sparsity: if $\mathcal{A}=\left(a_{i j}\right)$ is an $M \times N$ matrix, then we set

$$
S(\mathcal{A})=\max _{1 \leq i \leq M}\left|\left\{j ; a_{i j} \neq 0\right\}\right|
$$

If $\mathcal{A}$ has algebraic coefficients and is non-zero we define the height $h_{p}(\mathcal{A})$ as the height of $\left[a_{i j} ; 1 \leq i \leq M, 1 \leq j \leq N\right] \in \mathbf{P}^{M N-1}(\overline{\mathbf{Q}})$.

Next we adapt Roy and Thunder's Absolute Siegel Lemma from [RT96] to our notation. But first we remark that a version due to David and Philippon (Lemma 4.7 in [DP99]) which uses Zhang's Theorem 5.2 from [Zha95a] would also suffice.

Lemma A.2. Let $\mathcal{A}=\left(a_{i j}\right) \in \operatorname{Mat}_{M N}(\overline{\mathbf{Q}}), \operatorname{rank} \mathcal{A}=M<N$. Then there exists $v \in \mathbf{P}^{N-1}(\overline{\mathbf{Q}})$ such that $\mathcal{A} v=0$ and

$$
h(v) \leq \frac{\log 2}{2} \frac{N}{N-M}+\frac{M}{N-M}\left(\log S(\mathcal{A})+h_{p}(\mathcal{A})\right)+\frac{N-M}{4}
$$

Proof. We apply Theorem 1 of [RT99] (cf. [RT96]) which states that there exists $v \in \mathbf{P}^{N-1}(\overline{\mathbf{Q}})$ with $\mathcal{A} v=0$ and

$$
\begin{equation*}
h(v) \leq \frac{1}{N-M} \log H(V)+\frac{N-M}{4} \tag{A.2.4}
\end{equation*}
$$

where $V \subset \overline{\mathbf{Q}}^{N}$ is the kernel of $\mathcal{A}$ and $H(V)$ is the height of the vector space $V$ as defined in [RT96]. We note that the (logarithm of the) height used in [RT99] and [RT96] uses the Euclidean norm at infinite places and is hence at least as big as our notion of height which uses the infinity norm at all places. By Theorem 1.1 in $[\mathbf{R T 9 6}] H(V)$ is equal to the height of the vector space $W \subset \overline{\mathbf{Q}}^{N}$ spanned by the rows of $\mathcal{A}$. Because the rank of $\mathcal{A}$ is $M$, the rows of $\mathcal{A}$ are a basis of $W$. The height $H(W)$ is then just the height of the projective vector composed of the determinants of all $M \times M$ minors of $\mathcal{A}$ with the Euclidean norm taken at the infinite places and maximum norm at the finite places. A simple application of the triangle inequality and the fact that the expansion of each determinant in question involves at most $S(\mathcal{A})^{M}$ non-zero terms gives

$$
\log H(V)=\log H(W) \leq \frac{1}{2} \log \binom{N}{M}+M\left(\log S(\mathcal{A})+h_{p}(\mathcal{A})\right)
$$

The proof follows from this inequality, (A.2.4), and $\binom{N}{M} \leq 2^{N}$.
Lemma A.3. Let $P \in \overline{\mathbf{Q}}[X, Y]$ with $p=\operatorname{deg}_{X} P>0$ and $q=\operatorname{deg}_{Y} P>0$. Furthermore, let $m, n$ be integers with $m \geq q, n \geq p$ and define $t=q(n+1)-m p$. If $t \geq 1$, then there exist $A, B \in \overline{\mathbf{Q}}[X, Y]$ with

$$
\begin{equation*}
A Y^{m}-B \in P \cdot \overline{\mathbf{Q}}[X, Y] \backslash\{0\}, \operatorname{deg}_{X} A, \operatorname{deg}_{X} B \leq n, \operatorname{deg}_{Y} A, \operatorname{deg}_{Y} B \leq q-1 \tag{A.2.5}
\end{equation*}
$$

and

$$
h_{p}(A, B) \leq \frac{m n}{t}\left(\log (\sqrt{8} p)+h_{p}(P)\right)+\frac{n q}{2}
$$

Proof. Let $\mathfrak{Q}=\sum_{k, l} q_{k l} X^{k} Y^{l} \in \mathbf{Z}\left[X, Y, q_{k l}\right]$ with $\operatorname{deg}_{X} \mathfrak{Q}=n-p$ and $\operatorname{deg}_{Y} \mathfrak{Q}=$ $m-1$. Define the linear forms $f_{i j} \in \overline{\mathbf{Q}}\left[q_{k j}\right](0 \leq i \leq n, 0 \leq j \leq m+q-1)$ by

$$
P \mathfrak{Q}=\sum_{i, j} f_{i j} X^{i} Y^{j}
$$

We note that $f_{i j}$ is a linear form in the $q_{k j}$ such that its non-zero coefficients are coefficients of $P$. So

$$
\begin{equation*}
f_{i j}=0, \quad \text { for } \quad 0 \leq i \leq n, \quad q \leq j \leq m-1 \tag{A.2.6}
\end{equation*}
$$

is a system of linear equations with rank $M$ in the

$$
N=m(n-p+1)
$$

variables $q_{i j}$. Clearly one has

$$
\begin{equation*}
M \leq(n+1)(m-q)=N-t . \tag{A.2.7}
\end{equation*}
$$

Because $N-M \geq t \geq 1$ there is a non-trivial solution. Any such solution gives rise to a non-zero polynomial $Q \in \overline{\mathbf{Q}}[X, Y]$ such that the coefficients of $P Q$ satisfy (A.2.6) and hence $P Q=A Y^{m}-B$ for unique polynomials $A, B \in \overline{\mathbf{Q}}[X, Y]$ with $\operatorname{deg}_{X} A, \operatorname{deg}_{X} B \leq n$ and $\operatorname{deg}_{Y} A, \operatorname{deg}_{Y} B \leq q-1$.

A peculiarity of Roy and Thunder's version of Siegel's Lemma is that the second term in upper bound (A.2.4) works against us if the rank $M$ is small. We work out a lower bound for $M$ : a non-trivial linear combination of $X^{i} Y^{j} P$ where $0 \leq i \leq n-p$ and $q \leq j \leq m-q-1$ is not of the form $A Y^{m}-B$ with $A$ and $B$ satisfying the degree bounds in (A.2.5). Therefore we get a lower bound $M \geq(n-p+1) \max \{0, m-2 q\}$, so

$$
\begin{equation*}
N-M \leq(n-p+1)(m-\max \{0, m-2 q\}) \leq 2 n q . \tag{A.2.8}
\end{equation*}
$$

We will apply Siegel's lemma to find a solution $Q$ with small height. If $M=0$, nothing has to be done as $Q=1$ is possible. So say $M \geq 1$. We choose a subset of the linear forms $f_{i j}(0 \leq i \leq n, q \leq j<m)$ with rank $M$. We use the coefficients of each such linear form to define a row in the $M \times N$ matrix $\mathcal{A}$. It was noted that the non-zero entries of $\mathcal{A}$ are coefficients of $P$, hence $h_{p}(\mathcal{A}) \leq h_{p}(P)$. Furthermore, it is clear from the definition that each $f_{i j}$ involves at most $1+\min \{p, q\}$ non-zero coefficients and hence $S(\mathcal{A}) \leq 2 p$. By Lemma A. 2 and our discussion above there exists a non-zero solution $Q \in \overline{\mathbf{Q}}[X, Y]$ of (A.2.6) that satisfies

$$
h_{p}(Q) \leq \frac{\log 2}{2} \frac{N}{N-M}+\frac{M}{N-M}\left(\log (2 p)+h_{p}(P)\right)+\frac{N-M}{4} .
$$

Lemma A.1(i) implies $h_{p}(P Q) \leq \log (2 p)+h_{p}(P)+h_{p}(Q)$. Furthermore, we use the inequalities (A.2.7) and (A.2.8) to conclude

$$
\begin{aligned}
h_{p}(P Q) & \leq \log (2 p)+h_{p}(P)+\frac{\log 2}{2} \frac{N}{t}+\frac{M}{t}\left(\log (2 p)+h_{p}(P)\right)+\frac{n q}{2} \\
& \leq \frac{M+t}{t} \log (2 p)+\frac{\log 2}{2} \frac{N}{t}+\frac{M+t}{t} h_{p}(P)+\frac{n q}{2} \\
& \leq \frac{N}{t}\left(\log (\sqrt{8} p)+h_{p}(P)\right)+\frac{n q}{2} .
\end{aligned}
$$

This inequality completes the proof because $N \leq m n$.
Let $A, B$, and $P$ be as in the lemma above, then $P$ cannot divide $A$. Indeed assuming the contrary, then $P$ also divides $B$. Because $\operatorname{deg}_{Y} A, \operatorname{deg}_{Y} B<\operatorname{deg}_{Y} P$ we have $A=B=0$, a contradiction to $A Y^{m}-B \neq 0$. For similar reasons and since $\operatorname{deg}_{X} P>0, P$ cannot divide $B$.

## 3. Zero bounds

We need only the most basic facts about function fields which we recall here for the reader's convenience.

Let $F$ be a field which is an extension of an algebraically closed field $L$. Assume that there exists an element $t \in F$ transcendental over $L$ such that $F$ is a finite field extension of $L(t)$. Then $F$ is a function field over $L$. We define $M_{F}$ to be the set of the maximal ideals of all the proper valuation rings of $F$ containing $L$. This set is the function field analogue of $M_{K}$ for a number field $K$. We will identify an element of $M_{F}$ with the valuation function it induces. Hence the elements of $M_{F}$ are surjective maps $v: F^{*} \rightarrow \mathbf{Z}$ with $v(a b)=v(a)+v(b)$ if $a, b \in F^{*}, v(a+b) \geq \min \{v(a), v(b)\}$ if $a, b, a+b \in F^{*}$, and $v(\lambda)=0$ if $\lambda \in L^{*}$.

We have the following properties: if $a \in F^{*}$ we have $v(a)=0$ for all but finitely many $v \in M_{F}$ and

$$
\sum_{v \in M_{F}} v(a)=0 .
$$

Furthermore, if $a \in F \backslash L$ then

$$
\sum_{v \in M_{F}} \max \{0, v(a)\}=[F: L(a)] .
$$

For the rest of this section $P \in \overline{\mathbf{Q}}[X, Y]$ will, unless stated otherwise, be a fixed irreducible polynomial and $F$ will denote the quotient field of the domain $\overline{\mathbf{Q}}[X, Y] /(P)$; then $F$ is a function field over $L=\overline{\mathbf{Q}}$. By abuse of notation we shall consider polynomials in $\overline{\mathbf{Q}}[X, Y]$ as elements of $F$ via the natural map. Note that any polynomial in $\overline{\mathbf{Q}}[X, Y]$ that is not divisible by $P$ maps to $F^{*}$.

Let $\pi=(x, y) \in \overline{\mathbf{Q}}^{2}$ with $P(\pi)=0$ such that $\frac{\partial P}{\partial X}, \frac{\partial P}{\partial Y}$ do not both vanish at $\pi$, then we call $\pi$ a regular zero of $P$. Let us assume for the moment $\pi=(x, y)$ and $\frac{\partial P}{\partial Y}(\pi) \neq 0$, then there exist a unique $v_{\pi} \in M_{F}$ with $v_{\pi}(X-x)=1$ and $v_{\pi}(Y-y)>0$. There exists $E$ in $\overline{\mathbf{Q}}[[T]]$, the ring of formal power series, such that $E(0)=0$ and $P(x+T, y+E)=0$. For any $A \in \overline{\mathbf{Q}}[X, Y]$ not divisible by $P$ we have

$$
\operatorname{ord} A(x+T, y+E)=v_{\pi}(A)
$$

where ord is the usual valuation on $\overline{\mathbf{Q}}[[T]]$. Therefore $v_{\pi}(A)=0$ if and only if $A(x, y) \neq$ 0.

Of course if $\frac{\partial P}{\partial X}(\pi) \neq 0$ then the results in the last paragraph hold with the roles of $X$ and $Y$ reversed.

Proofs for these statements can be found in [Che51].
Let $A \in \overline{\mathbf{Q}}[X, Y]$, we define

$$
D(A)=\frac{\partial P}{\partial Y} \frac{\partial A}{\partial X}-\frac{\partial P}{\partial X} \frac{\partial A}{\partial Y} \in \overline{\mathbf{Q}}[X, Y] .
$$

We also set $D^{0}(A)=A$ and inductively $D^{s}(A)=D\left(D^{s-1}(A)\right)$ for a positive integer $s$. A formal verification gives $D(A B)=D(A) B+A D(B)$ if $B$ is in $\overline{\mathbf{Q}}[X, Y]$. Thus we have

Leibniz's rule:

$$
D^{s}(A B)=\sum_{k=0}^{s}\binom{s}{k} D^{k}(A) D^{s-k}(B) .
$$

Lemma A.4. Let $K$ be a number field and $P \in K[X, Y]$ with $p=\operatorname{deg}_{X} P>0$ and $q=\operatorname{deg}_{Y} P>0$. Furthermore, assume $v \in M_{K}$ and $A \in K[X, Y]$ with $\operatorname{deg}_{X} A \leq n$, $\operatorname{deg}_{Y} A \leq q$. Then for any non-negative $s \in \mathbf{Z}$

$$
\begin{equation*}
\operatorname{deg}_{X} D^{s}(A) \leq s(p-1)+n, \quad \operatorname{deg}_{Y} D^{s}(A) \leq s(q-1)+q \tag{A.3.1}
\end{equation*}
$$

and if $r=\max \{p, q\}$ then

$$
\begin{equation*}
\left|D^{s}(A)\right|_{v} \leq \delta_{v}(4 p q(s r+n))^{s}|P|_{v}^{s}|A|_{v} . \tag{A.3.2}
\end{equation*}
$$

Proof. We note $\operatorname{deg}_{X} D(A) \leq p-1+\operatorname{deg}_{X} A$ and so the first inequality in (A.3.1) follows by induction on $s$. The second inequality is proved similarly. We now prove (A.3.2) by induction on $s$. The case $s=0$ being trivial we assume $s \geq 1$. For brevity set $|\cdot|=|\cdot|_{v}$. We apply Lemma A.1(i) to show

$$
\left|D^{s}(A)\right| \leq \delta_{v}\left(2\left(r^{\prime}+1\right)\right) \max \left\{\left|\frac{\partial P}{\partial Y}\right|\left|\frac{\partial D^{s-1}(A)}{\partial X}\right|,\left|\frac{\partial P}{\partial X}\right|\left|\frac{\partial D^{s-1}(A)}{\partial Y}\right|\right\}
$$

where $r^{\prime}=\min \{p, q\}$. By bounding the partial derivatives of the polynomials in a usual way we get

$$
\left|D^{s}(A)\right| \leq \delta_{v}\left(4 r^{\prime} r\right)\left|P \| D^{s-1}(A)\right| \max \left\{\delta_{v}\left(\operatorname{deg}_{X} D^{s-1}(A)\right), \delta_{v}\left(\operatorname{deg}_{Y} D^{s-1}(A)\right)\right\} .
$$

We apply $r^{\prime} r=p q$ and the inequality (A.3.1) to get

$$
\left|D^{s}(A)\right| \leq \delta_{v}(4 p q \max \{(s-1)(p-1)+n,(s-1)(q-1)+q\})\left|P \| D^{s-1}(A)\right| .
$$

The expressions inside "max" are bounded above by $s r+n$. Applying the induction hypothesis completes the proof.

Lemma A.5. Let $\pi=(x, y) \in \overline{\mathbf{Q}}^{2}$ be a regular zero of $P$ and let $v=v_{\pi} \in M_{F}$ be the valuation described above. If $A \in \overline{\mathbf{Q}}[X, Y]$ is not divisible by $P$ and $A(\pi)=0$, then $D(A)$ is not divisible by $P$ and

$$
v(D(A))=v(A)-1 .
$$

Proof. We shall assume $\frac{\partial P}{\partial Y}(\pi) \neq 0$, the case $\frac{\partial P}{\partial X}(\pi) \neq 0$ is similar. There exists $E \in T \overline{\mathbf{Q}}[[T]]$ such that $P(x+T, y+E)=0$ and $v(A)=\operatorname{ord} A(x+T, y+E) \geq 1$. By the chain rule we have

$$
\begin{equation*}
0=\frac{d}{d T} P(x+T, y+E)=\frac{\partial P}{\partial X}(x+T, y+E)+\frac{d E}{d T} \frac{\partial P}{\partial Y}(x+T, y+E) \tag{A.3.3}
\end{equation*}
$$

We use the definition of $D$ and (A.3.3) to obtain

$$
\begin{aligned}
& \operatorname{ord} D(A)(x+T, y+E)=\operatorname{ord}\left(\left(\frac{\partial P}{\partial Y} \frac{\partial A}{\partial X}-\frac{\partial P}{\partial X} \frac{\partial A}{\partial Y}\right)(x+T, y+E)\right) \\
& \quad=\operatorname{ord} \frac{\partial P}{\partial Y}(x+T, y+E)+\operatorname{ord}\left(\frac{\partial A}{\partial X}(x+T, y+E)+\frac{d E}{d T} \frac{\partial A}{\partial Y}(x+T, y+E)\right) .
\end{aligned}
$$

Note that by hypothesis we have

$$
\begin{equation*}
\operatorname{ord} \frac{\partial P}{\partial Y}(x+T, y+E)=0 . \tag{A.3.4}
\end{equation*}
$$

We insert (A.3.4) into the equality above and use the chain law to get

$$
\operatorname{ord} D(A)(x+T, y+E)=\operatorname{ord} \frac{d}{d T} A(x+T, y+E)=\operatorname{ord} A(x+T, y+E)-1
$$

hence $v(D(A))=v(A)-1$. In particular $P$ does not divide $D(A)$.
Lemma A.6. Let $A, B, P, m, p, q, t$ be as in Lemma A.3. Furthermore, assume $P$ is irreducible and $\operatorname{deg} P=p+q$. Let $\pi \in \overline{\mathbf{Q}}^{2}$ be a regular zero of $P$, then there exists an integer $s$ with $0 \leq s \leq t+p q-p-q$ such that $D^{s}(A)(\pi) \neq 0$ and $D^{k}(A)(\pi)=0$ for $0 \leq k<s$.

Proof. For brevity set $v=v_{\pi}$. Clearly $X, Y \in F \backslash \overline{\mathbf{Q}}$ since $p$ and $q$ are both positive. Furthermore, $A, B \neq 0$ in $F$ by the comment after the proof of Lemma A.3. Finally $v(X), v(Y) \geq 0$.

We first claim that for any $v^{\prime} \in M_{F}$ at least one of the two $v^{\prime}(X), v^{\prime}(Y)$ is nonnegative. Indeed we argue by contradiction so let us assume $v^{\prime}(X)<0$ and $v^{\prime}(Y)<0$. Then for any integers $i, j$ with $0 \leq i \leq p, 0 \leq j \leq q$ and $i+j<p+q$ we have

$$
\begin{equation*}
i v^{\prime}(X)+j v^{\prime}(Y)>p v^{\prime}(X)+q v^{\prime}(Y) . \tag{A.3.5}
\end{equation*}
$$

Now by hypothesis $P=\alpha X^{p} Y^{q}+\tilde{P}$ with $\alpha \neq 0$ and $\operatorname{deg} \tilde{P}<p+q$. We apply the ultrametric inequality and (A.3.5) to get

$$
p v^{\prime}(X)+q v^{\prime}(Y) \geq \min _{\substack{0 \leq i \leq p, 0 \leq j \leq q \\ i+j<p+q}}\left\{i v^{\prime}(X)+j v^{\prime}(Y)\right\}>p v^{\prime}(X)+q v^{\prime}(Y),
$$

a contradiction.
Now assume $v^{\prime} \in M_{F}$ such that $v^{\prime}(Y)<0$. Then $v^{\prime}(X) \geq 0$ by the discussion above and

$$
\begin{equation*}
v^{\prime}(A)=v^{\prime}\left(Y^{-m} B\right)=-m v^{\prime}(Y)+v^{\prime}(B) . \tag{A.3.6}
\end{equation*}
$$

Now $\operatorname{deg}_{Y} B \leq q-1$ as a polynomial so we apply the ultrametric inequality to get

$$
v^{\prime}(B) \geq(q-1) v^{\prime}(Y)
$$

We insert this last inequality into (A.3.6) to find

$$
\begin{equation*}
v^{\prime}(A) \geq(q-m-1) v^{\prime}(Y) \geq-v^{\prime}(Y)>0 \tag{A.3.7}
\end{equation*}
$$

because $q \leq m$. Hence

$$
\begin{align*}
\sum_{v^{\prime} \in M_{F}} \max \left\{0, v^{\prime}(A)\right\} & \geq \max \{0, v(A)\}+\sum_{v^{\prime} \in M_{F}, v^{\prime}(Y)<0} \max \left\{0, v^{\prime}(A)\right\} \\
& \geq v(A)+(m+1-q) \sum_{v^{\prime} \in M_{F}, v^{\prime}(Y)<0} \max \left\{0,-v^{\prime}(Y)\right\} \tag{A.3.8}
\end{align*}
$$

where the last inequality follows from (A.3.7). Next we insert the equality

$$
\sum_{v^{\prime} \in M_{F}, v^{\prime}(Y)<0} \max \left\{0, v^{\prime}\left(Y^{-1}\right)\right\}=\left[F: \overline{\mathbf{Q}}\left(Y^{-1}\right)\right]=[F: \overline{\mathbf{Q}}(Y)]=p
$$

into (A.3.8) to see

$$
\begin{equation*}
\sum_{v^{\prime} \in M_{F}} \max \left\{0, v^{\prime}(A)\right\} \geq v(A)+(m+1-q) p>0 . \tag{A.3.9}
\end{equation*}
$$

In particular $A \notin \overline{\mathbf{Q}}$.
We continue by bounding the left-hand side of (A.3.9) from above. If $v^{\prime} \in M_{F}$ with $v^{\prime}(X) \geq 0$ and $v^{\prime}(Y) \geq 0$ then $v^{\prime}(A) \geq 0$ because $A$ is a polynomial in $X$ and $Y$. Hence

$$
\begin{align*}
\sum_{v^{\prime} \in M_{F}} \max \left\{0,-v^{\prime}(A)\right\} \leq & \sum_{v^{\prime} \in M_{F}, v^{\prime}(X)<0} \max \left\{0,-v^{\prime}(A)\right\}+  \tag{A.3.10}\\
& \sum_{v^{\prime} \in M_{F}, v^{\prime}(Y)<0} \max \left\{0,-v^{\prime}(A)\right\}
\end{align*}
$$

Actually equality holds above because at most one $v^{\prime}(X), v^{\prime}(Y)$ can be negative, but this is not important here. Around (A.3.7) we showed that if $v^{\prime}(Y)<0$ then $v^{\prime}(A)>0$, hence the second term on the right-hand side of (A.3.10) is zero. Now recall that $\operatorname{deg}_{X} A \leq n$; if $v^{\prime}(X)<0$ then $v^{\prime}(Y) \geq 0$ and the ultrametric inequality leads us to $v^{\prime}(A) \geq n v^{\prime}(X)$. If we insert this inequality into (A.3.10) we get

$$
\begin{align*}
\sum_{v^{\prime} \in M_{F}} \max \left\{0,-v^{\prime}(A)\right\} & \leq n \sum_{\substack{v^{\prime} \in M_{F} \\
v^{\prime}(X)<0}} \max \left\{0,-v^{\prime}(X)\right\}  \tag{A.3.11}\\
& =n\left[F: \overline{\mathbf{Q}}\left(X^{-1}\right)\right]=n[F: \overline{\mathbf{Q}}(X)]=n q .
\end{align*}
$$

The left-hand sides of (A.3.9) and (A.3.11) are both equal to $[F: \overline{\mathbf{Q}}(A)]$, so we get

$$
v(A) \leq n q-m p+p q-p=t+p q-p-q .
$$

If we set $s=v(A)$, then Lemma A. 5 and induction give $v\left(D^{k}(A)\right)=v(A)-k$ for $0 \leq k \leq s$. Hence $D^{s}(A)(x, y) \neq 0$ and $D^{k}(A)(x, y)=0$ for $0 \leq k<s$.

## 4. Completion of proof

Lemma A.7. Let $P \in \overline{\mathbf{Q}}[X, Y]$ be irreducible with $p=\operatorname{deg}_{X} P>0$ and $q=\operatorname{deg}_{Y} P$. Then there is a root of unity $\xi$ such that the polynomial $\tilde{P}=X^{p} P\left(X^{-1}+\xi, Y\right)$ has total degree $p+q$, is irreducible in $\overline{\mathbf{Q}}[X, Y]$, and satisfies

$$
\operatorname{deg}_{X} \tilde{P}=p, \quad \operatorname{deg}_{Y} \tilde{P}=q, \quad h_{p}(\tilde{P}) \leq h_{p}(P)+p \log 2 .
$$

Proof. We may write $P=\sum_{j} a_{j} Y^{j}$ with $a_{j}=\sum_{i} a_{i j} X^{i} \in \overline{\mathbf{Q}}[X]$. By hypothesis we have $a_{q} \neq 0$ and $a_{q}$ has degree at most $p$ as a polynomial in $X$. We may choose a root of unity $\xi$ such that $a_{q}(\xi) \neq 0$. A direct computation shows that $\tilde{P}$ is irreducible. And by construction $\operatorname{deg}_{X} \tilde{P} \leq p, \operatorname{deg}_{Y} \tilde{P} \leq q$, therefore $\operatorname{deg} \tilde{P} \leq p+q$.

Say $0 \leq i \leq p$ and $0 \leq j \leq q$, then the coefficient of $X^{i} Y^{j}$ in $\tilde{P}$ equals

$$
\begin{equation*}
\sum_{k=p-i}^{p} a_{k j}\binom{k}{i-p+k} \xi^{i-p+k} \tag{A.4.1}
\end{equation*}
$$

So if $i=p$ and $j=q$ we see that the coefficient of $X^{p} Y^{q}$ is non-zero and conclude that $\operatorname{deg}_{X} \tilde{P}=p, \operatorname{deg}_{Y} \tilde{P}=q$, and $\operatorname{deg} \tilde{P}=p+q$.

Now say $K$ is a number field that contains $\xi$ and the coefficients of $P$. If $v \in M_{K}$, then by (A.4.1) and standard facts on binomial coefficients we get

$$
|\tilde{P}|_{v} \leq \delta_{v}\left(\sum_{k=p-i}^{p}\binom{k}{i-p+k}\right)|P|_{v}=\delta_{v}\left(\binom{p+1}{i}\right)|P|_{v} \leq \delta_{v}\left(2^{p}\right)|P|_{v}
$$

These local bounds complete the proof.
Lemma A.8. Let $P \in \overline{\mathbf{Q}}[X, Y]$ be irreducible with $p=\operatorname{deg}_{X} P>0$ and $q=\operatorname{deg}_{Y} P>$ 0 . If $(x, y) \in \overline{\mathbf{Q}}^{2}$ with $P(x, y)=0$ is not a regular zero of $P$ then

$$
h(y) \leq 2 p h_{p}(P)+5 p \log (2 p q) .
$$

Proof. Let $D \in \overline{\mathbf{Q}}[Y]$ be the resultant of the two polynomials $P, \frac{\partial P}{\partial X} \in \overline{\mathbf{Q}}(Y)[X]$ (cf. [Lan02] page 200). Then $D \neq 0$ because $P$ is irreducible in $\overline{\mathbf{Q}}(Y)[X]$. The resultant $D$ is the determinant of a $(2 p-1) \times(2 p-1)$ matrix whose entries, denoted here by $m_{i j}$, are polynomials in $Y$ with degrees bounded by $q$. Hence $\operatorname{deg} D \leq(2 p-1) q \leq 2 p q$. If $K$ is a number field containing the coefficients of the $m_{i j}$ and $v \in M_{K}$, then by Lemma A.1(i)

$$
\begin{equation*}
|D|_{v} \leq \delta_{v}((2 p-1)!) \max _{\sigma}\left\{\left|m_{1, \sigma(1)} \cdots m_{2 p-1, \sigma(2 p-1)}\right|_{v}\right\} \tag{A.4.2}
\end{equation*}
$$

where $\sigma$ runs over all permutations of the first $2 p-1$ positive integers. We apply Lemma A.1(i) to bound

$$
\left|m_{1, \sigma(1)} \cdots m_{2 p-1, \sigma(2 p-1)}\right|_{v} \leq \delta_{v}(2 q)^{2 p-2}\left|m_{1, \sigma}\right|_{v} \cdots\left|m_{2 p-1, \sigma(2 p-1)}\right|_{v} .
$$

This inequality and $\left|m_{i j}\right|_{v} \leq \delta_{v}(p)|P|_{v}$ inserted into (A.4.2) gives

$$
|D|_{v} \leq\left.\delta_{v}\left((2 p-1)!(2 p q)^{2 p}\right)\right|_{P} ^{2 p-1} \leq \delta_{v}\left(4 p^{2} q\right)^{2 p}|P|_{v}^{2 p-1} \leq \delta_{v}(2 p q)^{4 p}|P|_{v}^{2 p-1} .
$$

Hence $h_{p}(D) \leq 2 p h_{p}(P)+4 p \log (2 p q)$.
Now if $(x, y) \in \overline{\mathbf{Q}}^{2}$ with $P(x, y)=0$ is not a regular zero of $P$, then $D(y)=0$. By Lemma A.1(iii) we can bound $h(y) \leq h_{p}(D)+\log \operatorname{deg} D \leq h_{p}(D)+\log (2 p q)$. The proof follows from this inequality together with the bound for $h_{p}(D)$.

Lemma A.9. Let $P \in \overline{\mathbf{Q}}[X, Y]$ be irreducible with $p=\operatorname{deg}_{X} P>0, q=\operatorname{deg}_{Y} P>0$, and $\operatorname{deg} P=p+q$. If $(x, y) \in \overline{\mathbf{Q}}^{2}$ is a regular zero of $P$ and $h(x) \geq h_{p}(P)$, then

$$
h(y) \leq \frac{p}{q} h(x)+16 p \max \left\{\log (\sqrt{8} p)^{2}, h_{p}(P)\right\}^{1 / 2} \max \{1, h(x)\}^{1 / 2}+17 p \log (3 q) .
$$

Proof. For brevity we set

$$
h=\max \left\{1, h_{p}(P)\right\}^{1 / 2}, \quad k=\max \{1, h(x)\}^{1 / 2} .
$$

We note $k \geq h$ and define

$$
\begin{equation*}
m=p q^{2}\left[\frac{k}{h}\right], \quad n=m \frac{p}{q}+p-1 . \tag{A.4.3}
\end{equation*}
$$

Then $m$ and $n$ are integers with $m \geq q, n \geq p$. Let $t$ be as in Lemma A.3, we have $t=p q \geq 1$. Now let $A, B \in \overline{\mathbf{Q}}[X, Y]$ be as in Lemma A.3. Because of Lemma A. 6 there exists an integer $s$ with $0 \leq s \leq t+p q-p-q \leq 2 p q-1$ such that $D^{s}(A)(x, y) \neq 0$ and $D^{k}(A)(x, y)=0$ for all $0 \leq k<s$. We apply Leibniz's rule to $D^{s}\left(A Y^{m}-B\right)$ and the use the fact that $A Y^{m}-B$ is divisible by $P$ to conclude

$$
y^{m}=\frac{D^{s}(B)(x, y)}{D^{s}(A)(x, y)}
$$

An application of Lemma A.1(ii) gives

$$
\begin{align*}
m h(y) \leq & h_{p}\left(D^{s}(A), D^{s}(B)\right)+\max \left\{\operatorname{deg}_{X} D^{s}(A), \operatorname{deg}_{X} D^{s}(B)\right\} h(x)  \tag{A.4.4}\\
+ & \max \left\{\operatorname{deg}_{Y} D^{s}(A), \operatorname{deg}_{Y} D^{s}(B)\right\} h(y) \\
+ & \log \max \left\{\left(1+\operatorname{deg}_{X} D^{s}(A)\right)\left(1+\operatorname{deg}_{Y} D^{s}(A)\right),\right. \\
& \left.\quad\left(1+\operatorname{deg}_{X} D^{s}(B)\right)\left(1+\operatorname{deg}_{Y} D^{s}(B)\right)\right\} .
\end{align*}
$$

Lemma A. 4 applied to $A$ and $B$ implies

$$
\begin{aligned}
\operatorname{deg}_{X} D^{s}(A), \operatorname{deg}_{X} D^{s}(B) & \leq s p+n, \\
\operatorname{deg}_{Y} D^{s}(A), \operatorname{deg}_{Y} D^{s}(B) & \leq q(s+1), \text { and } \\
h_{p}\left(D^{s}(A), D^{s}(B)\right) & \leq h_{p}(A, B)+s h_{p}(P)+s \log (4 p q(n+s r)) .
\end{aligned}
$$

The last line follows from summing up the local bounds in (A.3.2). We insert these bounds in (A.4.4) to see

$$
\begin{aligned}
m h(y) & \leq h_{p}(A, B)+s h_{p}(P)+s \log (4 p q(n+s r))+(s p+n) h(x)+q(s+1) h(y) \\
& +\log (s p+n+1)(s q+q+1)
\end{aligned}
$$

Next we use the bound given for $h_{p}(A, B)$ in Lemma A. 3 to get

$$
\begin{align*}
m h(y) & \leq \frac{m n}{t}\left(\log (\sqrt{8} p)+h_{p}(P)\right)+\frac{n q}{2}+s h_{p}(P)+s \log (4 p q(n+s r))  \tag{A.4.5}\\
& +(s p+n) h(x)+q(s+1) h(y)+\log (s p+n+1)(s q+q+1)
\end{align*}
$$

To control $h(y)$ on the right side of (A.4.5) we apply Lemma A.1(iii) to $P$; we obtain

$$
h(y) \leq p h(x)+h_{p}(P)+\log (2 p q)
$$

We insert the inequality above into (A.4.5) and see

$$
\begin{aligned}
m h(y) \leq & \frac{m n}{t}\left(\log (\sqrt{8} p)+h_{p}(P)\right)+\frac{n q}{2}+s h_{p}(P)+s \log (4 p q(n+s r)) \\
& +(s p+n+p q(s+1)) h(x)+q(s+1) h_{p}(P)+q(s+1) \log (2 p q) \\
& +\log (s p+n+1)(s q+q+1)
\end{aligned}
$$

We recall $h(x) \leq k^{2}$ and $h_{p}(P) \leq h^{2}$. By collecting the $h_{p}(P)$ 's, $h(x)$ 's and applying $\frac{n}{m} \leq \frac{p}{q}+\frac{p}{m}$, which holds by (A.4.3), we get

$$
\begin{align*}
h(y) & \leq\left(\frac{n}{t}+\frac{s+q(s+1)}{m}\right) h^{2}+\frac{p(s+1)+p q(s+1)}{m} k^{2}+\frac{p}{q} h(x)+\frac{n}{t} \log (\sqrt{8} p)  \tag{A.4.6}\\
& +\frac{n q}{2 m}+\frac{s}{m} \log (4 p q(n+s r))+\frac{q(s+1)}{m} \log (2 p q) \\
& +\frac{1}{m} \log (s p+n+1)(s q+q+1)
\end{align*}
$$

We now continue by bounding each term in the right-hand side of inequality (A.4.6). The elementary inequalities $\frac{1}{2} p q^{2} \frac{k}{h} \leq m \leq p q^{2} \frac{k}{h}$ and $m \geq p q^{2}$, which hold because of our assumption $k \geq h$, will be used throughout the process.

Our definition in (A.4.3) and $t=p q$ imply

$$
\begin{equation*}
\frac{n}{t} \leq \frac{m}{q^{2}}+\frac{1}{q} \tag{A.4.7}
\end{equation*}
$$

Furthermore, we use $s \leq 2 p q-1$ to obtain a bound for the first term on the right of (A.4.6)

$$
\begin{equation*}
\left(\frac{n}{t}+\frac{s+q(s+1)}{m}\right) h^{2} \leq\left(\frac{m}{q^{2}}+\frac{1}{q}+\frac{4 p q^{2}}{m}\right) h^{2} \leq\left(p \frac{k}{h}+\frac{1}{q}+4\right) h^{2} \leq 6 p h k \tag{A.4.8}
\end{equation*}
$$

The second term in (A.4.6) can bounded as follows

$$
\begin{equation*}
\frac{p(s+1)+p q(s+1)}{m} k^{2} \leq \frac{4 p^{2} q^{2}}{m} k^{2} \leq 8 p h k \tag{A.4.9}
\end{equation*}
$$

We skip the third term, which is the main contribution to the height of $y$, and bound the fourth with the help of (A.4.7):

$$
\begin{equation*}
\frac{n}{t} \log (\sqrt{8} p) \leq\left(\frac{m}{q^{2}}+\frac{1}{q}\right) \log (\sqrt{8} p) \leq\left(p \frac{k}{h}+\frac{1}{q}\right) \log (\sqrt{8} p) \leq 2 p \frac{k}{h} \log (\sqrt{8} p) \tag{A.4.10}
\end{equation*}
$$

We use $\frac{n}{m} \leq \frac{p}{q}+\frac{p}{m}$ again and also $m \geq q$ to bound the fifth term:

$$
\begin{equation*}
\frac{n q}{2 m} \leq \frac{q}{2}\left(\frac{p}{q}+\frac{p}{m}\right)=\frac{p}{2}+\frac{p q}{2 m} \leq p . \tag{A.4.11}
\end{equation*}
$$

For the sixth term we use $n+s r \leq n+2 p q r \leq 3 p^{2} q^{2} n$ to get

$$
\begin{align*}
\frac{s}{m} \log (4 p q(n+s r)) & \leq 2 \frac{p q}{m} \log \left(12 p^{3} q^{3} n\right)=2 \frac{p q}{m} \log \left(12 p^{3} q^{3}\right)+2 p q \frac{\log n}{m}  \tag{A.4.12}\\
& \leq 8 \frac{\log (2 p q)}{q}+2 p q \frac{\log n}{m}
\end{align*}
$$

For positive $\alpha$ and $\beta$ we have $\log (\alpha+\beta) \leq \frac{\alpha}{\beta}+\log \beta$. So $\log n \leq \log \left(m \frac{p}{q}+p\right) \leq \frac{m}{q}+\log p$ with $\alpha=\frac{m p}{q}$ and $\beta=p$. Therefore $p q \frac{\log n}{m} \leq p+\log p$. We apply this inequality and $\frac{\log q}{q} \leq \frac{1}{e}$, here $e=2.71828 \ldots$, to (A.4.12) and get

$$
\begin{equation*}
\frac{s}{m} \log (4 p q(n+s r)) \leq 8 \log (2 p)+\frac{8}{e}+2 p+2 \log p \tag{A.4.13}
\end{equation*}
$$

The second to last term in (A.4.6) can be bounded as

$$
\begin{equation*}
\frac{q(s+1)}{m} \log (2 p q) \leq \frac{2 p q^{2}}{m} \log (2 p q) \leq 2 \log (2 p q) . \tag{A.4.14}
\end{equation*}
$$

Finally, to tackle the last term we use $n \leq 2 p m$ and $p \leq m$ which follow from (A.4.3), so $\frac{\log n}{m} \leq \frac{\log (2 p m)}{m} \leq \frac{\log (2 p)}{p}+\frac{\log m}{m} \leq \frac{2}{e}+\frac{1}{e}$ by elementary calculus. Hence with $s \leq 2 p q$

$$
\begin{align*}
& \frac{1}{m} \log (s p+n+1)(s q+q+1) \leq \frac{1}{m} \log \left(2 p^{2} q+n+1\right)\left(2 p q^{2}+q+1\right)  \tag{A.4.15}\\
& \quad \leq \frac{1}{m} \log \left(16 p^{3} q^{3} n\right) \leq \log 16+3 \frac{\log p}{p}+3 \frac{\log q}{q^{2}}+\frac{\log n}{m} \\
& \quad \leq \log 16+\frac{3}{e}+\frac{3}{2 e}+\frac{3}{e}<\frac{28}{5} .
\end{align*}
$$

In the second to last inequality we used $\frac{\log q}{q^{2}} \leq \frac{1}{2 e}$.
The sum of the right-hand sides in (A.4.11), (A.4.13), (A.4.14), and (A.4.15) can be bounded with elementary calculus and the fact that $p \in \mathbf{N}$ :

$$
p+8 \log (2 p)+\frac{8}{e}+2 p+2 \log p+2 \log (2 p q)+\frac{28}{5} \leq 13 p+2 \log q+\frac{28}{5}
$$

It is easy to show $13 p+2 \log q+28 / 5 \leq 17 p \log (3 q)$ by considering the two cases $p=1$ and $p \geq 2$ separately.

We use this estimate together with (A.4.8), (A.4.9), and (A.4.10) to bound (A.4.6) from above as follows:

$$
h(y) \leq \frac{p}{q} h(x)+14 p h k+2 p \frac{k}{h} \log (\sqrt{8} p)+17 p \log (3 q) .
$$

If we abbreviate $h^{\prime}=\max \left\{(\log (\sqrt{8} p))^{2}, h_{p}(P)\right\}^{1 / 2} \geq h$, then $\frac{k}{h} \log (\sqrt{8} p) \leq h^{\prime} k$ and so

$$
h(y) \leq \frac{p}{q} h(x)+16 p h^{\prime} k+17 p \log (3 q)
$$

as required.
Proposition A.1. Let $P \in \overline{\mathbf{Q}}[X, Y]$ be irreducible with $p=\operatorname{deg}_{X} P>0$ and $q=$ $\operatorname{deg}_{Y} P>0$. If $(x, y) \in \overline{\mathbf{Q}}^{2}$ with $P(x, y)=0$, then

$$
h(y) \leq \frac{p}{q} h(x)+28 p \max \left\{p, h_{p}(P)\right\}^{1 / 2} \max \left\{1, h_{p}(P), h(x)\right\}^{1 / 2}+18 p \log (3 q) .
$$

Proof. If $h(x)<h_{p}(P)+2 p \log 2$, then Lemma A.1(iii) applied to $P$ gives

$$
\begin{aligned}
h(y) & \leq p h(x)+\log (2 p q)+h_{p}(P) \\
& \leq p\left(h_{p}(P)+2 p \log 2\right)^{1 / 2} h(x)^{1 / 2}+\log (2 p q)+h_{p}(P) .
\end{aligned}
$$

This inequality is clearly stronger than the assertion.
So we will assume

$$
\begin{equation*}
h(x) \geq h_{p}(P)+2 p \log 2 . \tag{A.4.16}
\end{equation*}
$$

Now if both partial derivatives of $P$ vanish at $(x, y)$, then Lemma A. 8 and $\log p \leq p^{1 / 2}$ give

$$
h(y) \leq 2 p h_{p}(P)+5 p \log (2 p q) \leq 2 p h_{p}(P)+5 p^{3 / 2}+5 p \log (2 q),
$$

which is also stronger than our assertion. From now on we assume that $(x, y)$ is a regular zero of $P$.

There exist $\xi \in \overline{\mathbf{Q}}$ and $\tilde{P}$ as in Lemma A.7. If $x=\xi$ or $x=0$, then $h(x)=0$, but this contradicts (A.4.16). Hence $x \neq 0, \xi$ and $\left((x-\xi)^{-1}, y\right)$ is a zero of $\tilde{P}$. A short calculation shows that this zero is regular. The height inequalities

$$
\begin{align*}
h\left((x-\xi)^{-1}\right)=h(x-\xi) & \geq h(x)-h(\xi)-\log 2=h(x)-\log 2, \\
h_{p}(\tilde{P}) & \leq h_{p}(P)+p \log 2, \tag{A.4.17}
\end{align*}
$$

and (A.4.16) imply $h\left((x-\xi)^{-1}\right) \geq h_{p}(\tilde{P})$. We may thus apply Lemma A. 9 to the point $\left((x-\xi)^{-1}, y\right)$. We use $h\left((x-\xi)^{-1}\right) \leq h(x)+\log 2$ and again (A.4.17) to show

$$
\begin{align*}
h(y) \leq & \frac{p}{q} h(x)+\frac{p}{q} \log 2  \tag{A.4.18}\\
& +16 p \max \left\{(\log (\sqrt{8} p))^{2}, h_{p}(P)+p \log 2\right\}^{1 / 2} \max \{1, h(x)+\log 2\}^{1 / 2} \\
& +17 p \log (3 q) .
\end{align*}
$$

We note $(\log (\sqrt{8} p))^{2} \leq 1.6 p \leq(1+\log 2) p$ since $p \geq 1$ and so

$$
\max \left\{(\log (\sqrt{8} p))^{2}, h_{p}(P)+p \log 2\right\} \leq(1+\log 2) \max \left\{p, h_{p}(P)\right\} .
$$

Furthermore, we have $\max \{1, h(x)+\log 2\} \leq(1+\log 2) \max \{1, h(x)\}$. The proposition follows from these last two inequalities, (A.4.18), and $\frac{p}{q} \log 2 \leq p \log (3 q)$.

Proof of Theorem A.1: For brevity say $r=\max \{p, q\}$. If $\max \{h(x), h(y)\}<h_{p}(P)$, then clearly

$$
|p h(x)-q h(y)| \leq(p+q) \max \{h(x), h(y)\} \leq 2 p q h_{p}(P)^{1 / 2} \max \{h(x), h(y)\}^{1 / 2}
$$

and the theorem follows in this case.
So let us assume $\max \{h(x), h(y)\} \geq h_{p}(P)$. We note that by symmetry Proposition A. 1 implies

$$
|p h(x)-q h(y)| \leq 28 p q \max \left\{r, h_{p}(P)\right\}^{1 / 2} \max \{1, h(x), h(y)\}^{1 / 2}+18 p q \log (3 r)
$$

The Theorem clearly follows from this inequality and $18 \log (3 r) \leq 23 r^{1 / 2}$.
Corollary A. 1 is easy to prove with the Quasi-equivalence Theorem.
Say $P(x, y)=0$ with $x, y \in \overline{\mathbf{Q}}, h(y)>2 \frac{p}{q} h(x)$, and $h(x) \geq 1$. If $h(x) \leq h(y)$, then by Theorem A. 1

$$
\frac{1}{2} h(y)<h(y)-\frac{p}{q} h(x) \leq 51 p \max \left\{p, q, h_{p}(P)\right\}^{1 / 2} h(y)^{1 / 2}
$$

Hence the height of $y$ is less then the right of (A.1.3) and therefore so is the height of $x$. On the other hand if $h(y) \leq h(x)$ we get

$$
\frac{p}{q} h(x)<h(y)-\frac{p}{q} h(x) \leq 51 p \max \left\{p, q, h_{p}(P)\right\}^{1 / 2} h(x)^{1 / 2} .
$$

The resulting bound for $h(x)$ is less than the right side of (A.1.3).

## APPENDIX B

## Applications of the Quasi-equivalence Theorem

In this second appendix we show how to use the Quasi-equivalence Theorem from the previous appendix to deduce explicit versions of four number theoretic results: Theorems of Bombieri, Masser, and Zannier, of Runge, of Skolem, and of Sprindzhuk. The goal is not to get optimal dependency in the various quantities, but rather to show how Theorem A. 1 is connected to these four theorems. All four theorems mentioned are proved using the same auxiliary function constructed in section 2 of appendix A.

## 1. On a Theorem of Bombieri, Masser, and Zannier

In this first section we give a completely explicit proof of Theorem 1 of [BMZ99] in the two dimensional case. The proof uses Theorem A. 1 and closely mimics Bombieri, Masser, and Zannier's "alternative proof" given in $\S 3$ of [BMZ99]. In fact the occurrence of a quasi-equivalence of heights statement in [BMZ99] was the main drive behind proving Theorem A.1.

Bombieri, Masser, and Zannier's Theorem has already been discussed in chapter 6.
Theorem B.1. Let $P \in \overline{\mathbf{Q}}[X, Y]$ be irreducible with $p=\operatorname{deg}_{X} P, q=\operatorname{deg}_{Y} P$, and not of the form $\alpha X^{p} Y^{q}-\beta$ or $\alpha X^{p}-\beta Y^{q}$. If $P(x, y)=0$ with $x, y \in \overline{\mathbf{Q}}^{*}$ multiplicatively dependent, then

$$
\max \{h(x), h(y)\} \leq 3.10^{5}(\operatorname{deg} P)^{3} \max \left\{p q, h_{p}(P)\right\} .
$$

We recall that $x$ and $y$ are multiplicatively dependent if and only if $(x, y)$ is contained in a proper algebraic subgroup of $\mathbf{G}_{m}^{n}$.

We need a preparatory lemma.
Lemma B.1. Let $P \in \overline{\mathbf{Q}}[X, Y]$ be irreducible with $p=\operatorname{deg}_{X} P>0$ and $q=\operatorname{deg}_{Y} P>$ 0 . If $b \in \mathbf{N}$, there exists $Q \in \overline{\mathbf{Q}}[X, Y]$ irreducible with

$$
\begin{equation*}
1 \leq \operatorname{deg}_{X} Q \leq b p, 1 \leq \operatorname{deg}_{Y} Q \leq q, \text { and } h_{p}(Q) \leq b h_{p}(P)+2 b(p+q) \log 2 \tag{B.1.1}
\end{equation*}
$$ such that $P$ divides $Q\left(X, Y^{b}\right)$.

Before we prove Lemma B. 1 we recall two height inequalities for polynomials: let $f_{1}, \ldots, f_{n} \in \overline{\mathbf{Q}}[X, Y]$ be non-zero with $f=f_{1} \cdots f_{n}$ and $d=\operatorname{deg}_{X} f+\operatorname{deg}_{Y} f$, then

$$
\begin{equation*}
-d \log 2+\sum_{i=1}^{n} h_{p}\left(f_{i}\right) \leq h_{p}(f) \leq d \log 2+\sum_{i=1}^{n} h_{p}\left(f_{i}\right) . \tag{B.1.2}
\end{equation*}
$$

A proof not restricted to the two variable case is given in [BG06] (Theorem 1.6.13 page 28).

Proof of Lemma B.1: Let $\zeta$ be a primitive $b$ th root of unity and set $A=\prod_{i=1}^{b} P\left(X, \zeta^{i} Y\right)$. Since $A(X, Y)=A(X, \zeta Y)$ we have $A(X, Y)=B\left(X, Y^{b}\right)$ for some $B \in \overline{\mathbf{Q}}[X, Y]$. Clearly $\operatorname{deg}_{X} B=b p, \operatorname{deg}_{Y} B=q$, and $h_{p}(B)=h_{p}(A)$. With (B.1.2) and $h_{p}(P)=$ $h_{p}\left(P\left(X, \zeta^{i} Y\right)\right)$ we may bound

$$
\begin{equation*}
h_{p}(B) \leq b h_{p}(P)+b(p+q) \log 2 \tag{B.1.3}
\end{equation*}
$$

Also $P$ divides $B\left(X, Y^{b}\right)$ by construction. But our $B$ need not be irreducible, nevertheless $B$ has an irreducible factor $Q$ such that $P$ divides $Q\left(X, Y^{b}\right)$. The degree upper bounds in (B.1.1) hold and so do the lower bounds since $p q>0$. Furthermore, the height bound in (B.1.1) follows from (B.1.2) and (B.1.3).

Proof of Theorem B.1: Let $P$ be as in the hypothesis, we have $p, q>0$. By symmetry we may assume $h(x) \geq h(y)$ and without loss of generality also $h(x) \geq 1$. There exist integers $r, s$ not both zero with $x^{r} y^{s}=1$. We will often use the fact that $|r| h(x)=|s| h(y)$ which follows from chapter 1 . If $s=0$, then $r \neq 0$ and so $h(x)=0$, contradicting our assumption. Hence $s \neq 0$ and we may find $t \in \overline{\mathbf{Q}}^{*}$ with $x=t^{s}, y=\zeta t^{-r}$ for some root of unity $\zeta$. We define $\theta=r / s$, then $|\theta|=h(y) / h(x) \leq 1$.

Let $B>1$, by [Cas57] page 1, there exist integers $a, b$ with $1 \leq b<B$ and $|\theta b-a| \leq B^{-1}$. We take $B=2 q$ and define $\gamma=x^{a} y^{b}=\zeta^{b} t^{a s-b r}$. Therefore

$$
\begin{equation*}
h(\gamma)=|a s-b r| h(t)=|\theta b-a| h(x) \leq \frac{h(x)}{B}<h(x) \tag{B.1.4}
\end{equation*}
$$

Let $Q$ be the polynomial from Lemma B.1. We set $R=Q\left(X, X^{-a} Y\right) X^{w}$ where $w$ is an integer such that $R$ is a polynomial not divisible by $X$. We have $R(x, \gamma)=$ $Q\left(x, y^{b}\right)=0$ since $P$ divides $Q\left(X, Y^{b}\right)$.

We continue by comparing $h(x)$ and $h(\gamma)$ with Theorem A.1. It is easy to see that $R$ is irreducible. We define $m=\operatorname{deg}_{X} R$ and $n=\operatorname{deg}_{Y} R$. Bounding $n$ is not difficult: as $n=\operatorname{deg}_{Y} Q$ we obtain

$$
1 \leq n \leq q
$$

Since $|\theta b-a| \leq B^{-1}$ we have $|a| \leq B^{-1}+|\theta| b \leq 1+b<1+B=1+2 q$, so $|a| \leq 2 q$. With the bound for $\operatorname{deg}_{X} Q$ and $\operatorname{deg}_{Y} Q$ in Lemma B. 1 we have

$$
m \leq 2 \max \{1,|a|\} \operatorname{deg} Q \leq 4 q(b p+q) \leq 4 q^{2}(2 p+1) \leq 12 p q^{2}
$$

Finally we show $m \geq 1$. Indeed assume $m=0$, then $R$ has degree 1 in $Y$ by irreducibility. Therefore $P$ divides a polynomial of the form $\alpha X^{u} Y^{v}-\beta$ or $\alpha X^{u}-\beta Y^{v}$. But then $P$ is also of this form, contradicting the hypothesis. Since $R$ and $Q$ have the same coefficients we get

$$
\begin{equation*}
h_{p}(R)=h_{p}(Q) \leq b h_{p}(P)+2 b(p+q) \log 2 \leq 2 q h_{p}(P)+4 q(p+q) \log 2 \tag{B.1.5}
\end{equation*}
$$

by Lemma B.1.

Having bounded height and partial degrees of $R$ and since $R(x, \gamma)=0$ we apply Theorem A. 1 to deduce

$$
\begin{aligned}
h(x) & \leq \frac{n}{m} h(\gamma)+51 n \max \left\{m, n, h_{p}(R)\right\}^{1 / 2} h(x)^{1 / 2} \\
& \leq q \frac{h(x)}{B}+51 q \max \left\{12 p q^{2}, 2 q h_{p}(P)+4 q(p+q) \log 2\right\}^{1 / 2} h(x)^{1 / 2}
\end{aligned}
$$

in the second inequality we used (B.1.4) and (B.1.5). Since $\frac{q}{B}=\frac{1}{2}$ we conclude

$$
\frac{1}{2} h(x)^{1 / 2} \leq 51 \sqrt{12} q^{3 / 2} \max \left\{p q, h_{p}(P)+p q\right\}^{1 / 2} \leq 250 q^{3 / 2} \max \left\{p q, h_{p}(P)\right\}^{1 / 2}
$$

This inequality completes the proof.

## 2. On a Theorem of Runge

In [Run87] Runge proved that $P(x, y)=0$ admits only finitely many solutions $x, y \in \mathbf{Z}$ if $P \in \mathbf{Q}[X, Y]$ is irreducible and satisfies the following condition: we have $\operatorname{deg}_{X} P=\operatorname{deg}_{Y} P=\operatorname{deg} P$ and the homogeneous part of $P$ with maximal degree is not a scalar times the power of an irreducible polynomial in $\mathbf{Q}[X, Y]$. In fact Runge proved a finiteness result under a weaker hypothesis on $P$. Runge's method is effective and several explicit bounds for $\max \{|x|,|y|\}$ have been determined: for example Hilliker and Straus in [HS83] or Walsh in [Wa192]. Many approaches use Eisenstein's Theorem on bounding the coefficients in power series of algebraic functions.

In this section we will prove a simple, explicit version of Runge's Theorem using the Quasi-equivalence Theorem proved in appendix A. We state the main result of the section:

Theorem B.2. Let $P \in \mathbf{Z}[X, Y]$ be irreducible in $\overline{\mathbf{Q}}[X, Y]$ and assume $d=\operatorname{deg}_{X} P=$ $\operatorname{deg}_{Y} P=\operatorname{deg} P$. Furthermore, assume that the homogeneous part of $P$ with degree $d$ is not a scalar times the power of an irreducible polynomial in $\mathbf{Q}[X, Y]$. If $P(x, y)=0$ with $x, y \in \mathbf{Z}$, then

$$
\begin{equation*}
\log \max \{1,|x|,|y|\} \leq 10^{5} d^{5} \max \left\{d, h_{p}(P)\right\} \tag{B.2.1}
\end{equation*}
$$

A more sophisticated version of Runge's Theorem, similar to the one of Bombieri ([Bom83] page 304), can also be proved using our Quasi-equivalence Theorem.

For the rest of this section let $P=\sum_{i, j} p_{i j} X^{i} Y^{j} \in \mathbf{Z}[X, Y]$ be irreducible in $\overline{\mathbf{Q}}[X, Y]$ with $d=\operatorname{deg} P=\operatorname{deg}_{X} P=\operatorname{deg}_{Y} P$. Furthermore, since Theorem B. 2 applies only to polynomials of degree at least 2 , we assume $d \geq 2$. We use $P_{d}=\sum_{i+j=d} p_{i j} X^{i} Y^{j}$ to denote the homogeneous part of degree $d$. Finally we can factor $P_{d}$ as $p_{d 0} \prod_{s=1}^{d}\left(X-t_{s} Y\right)$ with $t_{s} \in \overline{\mathbf{Q}}^{*}$.

For any $s$, the function $X-t_{s} Y$ on the curve defined by $P$ has degree strictly less than $d$, the degree of the function $X$ :

Lemma B.2. Say $t=t_{s}$. We have $h(t) \leq h_{p}(P)+\log d$. Furthermore, if $R_{t}(X, Z)=$ $P\left(X, t^{-1}(X-Z)\right) \in \overline{\mathbf{Q}}[X, Z]$, then $\operatorname{deg}_{Z} R=d$, $\operatorname{deg}_{X} R \leq d-1$, and $h_{p}\left(R_{t}\right) \leq$ $d\left(2 h_{p}(P)+\log (2 d)\right)$.

Proof. The bound for $h(t)$ follows from Lemma A.1(iii); indeed $t$ is a zero of $P_{d}(X, 1)$.

Let $i, j \in \mathbf{Z}$, the coefficients of $X^{i} Z^{j}$ in $R_{t}$ is

$$
(-1)^{j} \sum_{k=0}^{d-j}\binom{j+k}{k} p_{i-k, j+k} t^{-j-k}
$$

The coefficient of $Z^{d}$ is nonzero and that of $X^{i} Z^{j}$ is zero provided $i \geq d$. The lemma now follows from elementary inequalities as in the proof of Lemma A.7.

By the previous lemma and the Quasi-equivalence Theorem, the height $h(x-t y)$ is small compared to $h(x)$. We can say even more:

Lemma B.3. $\operatorname{Let} P(x, y)=0$ with $x, y \in \mathbf{Z}$ and

$$
\begin{equation*}
h(x) \geq 2.10^{4} d^{2} \max \left\{d, h_{p}(P)\right\} \tag{B.2.2}
\end{equation*}
$$

then $h(y) \leq 2 h(x)$. Furthermore, if $t=t_{s}$ for some $1 \leq s \leq d$, then

$$
\log \max \{1,|x-\sigma(t) y|\} \leq \frac{d-1}{d} \log |x|+177 d^{3 / 2} \max \left\{d, h_{p}(P)\right\}^{1 / 2} \sqrt{\log |x|}
$$

for some embedding $\sigma: \mathbf{Q}(t) \rightarrow \mathbf{C}$.
Proof. The inequality $h(y) \leq 2 h(x)$ follows from Corollary A. 1 in appendix A.
Let $R=R_{t}$ be as in Lemma B.2, then $R$ is irreducible. Now $\operatorname{deg}_{X} R \geq 1$, indeed if $\operatorname{deg}_{X} R=0$, then by construction $P$ has degree 1 , which contradicts our hypothesis $d \geq 2$. Let $z=x-t y$, so $R(x, z)=0$. Theorem A. $1, \operatorname{deg}_{X} R \leq d-1$, and $\operatorname{deg}_{Z} R=d$ imply

$$
\begin{equation*}
h(x-t y)=h(z) \leq \frac{d-1}{d} h(x)+51 d \max \left\{d, h_{p}(R)\right\}^{1 / 2} \max \{1, h(x), h(z)\}^{1 / 2} \tag{B.2.3}
\end{equation*}
$$

We have the elementary bound $h(z) \leq \log 2+h(x)+h(y)+h(t)$ which yields $h(z) \leq$ $\log (2 d)+h_{p}(P)+h(x)+h(y) \leq \log (2 d)+h_{p}(P)+3 h(x)$ by Lemma B. 2 and $h(y) \leq 2 h(x)$. Therefore $h(z) \leq 4 h(x)$, in view of the lower bound (B.2.2). By Lemma B. 2 we also conclude $\max \left\{d, h_{p}(R)\right\} \leq 3 d \max \left\{d, h_{p}(P)\right\}$. With (B.2.3) we obtain

$$
h(x-t y) \leq \frac{d-1}{d} h(x)+177 d^{3 / 2} \max \left\{d, h_{p}(P)\right\}^{1 / 2} h(x)^{1 / 2}
$$

By the definition of the height (cf. chapter 1 ) there exists an embedding $\sigma: \mathbf{Q}(t) \rightarrow \mathbf{C}$ with $\log \max \{1,|x-\sigma(t) y|\} \leq h(x-t y)$. The lemma follows from this statement and $h(x)=\log |x|$.

We now prove Theorem B.2:
Let $P$ be as in the hypothesis. By assumption there are non-conjugated $t^{\prime}, t^{\prime \prime} \in \overline{\mathbf{Q}}^{*}$ that are zeros of $P_{d}(X, 1)$. Say $x$ and $y$ are as in the hypothesis and $|x| \geq|y|$. We may assume that $x$ satisfies (B.2.2).

Let $\sigma^{\prime}, \sigma^{\prime \prime}$ be the embeddings given by Lemma B. 3 applied to $t^{\prime}, t^{\prime \prime}$ respectively, then $\sigma^{\prime}\left(t^{\prime}\right) \neq \sigma^{\prime \prime}\left(t^{\prime \prime}\right)$. For brevity we define $\xi=x-\sigma^{\prime}\left(t^{\prime}\right) y$ and $\eta=x-\sigma^{\prime \prime}\left(t^{\prime \prime}\right) y$; we eliminate $y$ to get

$$
x=\frac{\xi \sigma^{\prime \prime}\left(t^{\prime \prime}\right)-\eta \sigma^{\prime}\left(t^{\prime}\right)}{\sigma^{\prime \prime}\left(t^{\prime \prime}\right)-\sigma^{\prime}\left(t^{\prime}\right)} .
$$

So

$$
\begin{equation*}
|x| \leq 2 \max \{|\xi|,|\eta|\} \max \left\{\left|\sigma^{\prime}\left(t^{\prime}\right)\right|,\left|\sigma^{\prime \prime}\left(t^{\prime \prime}\right)\right|\right\}\left|\sigma^{\prime}\left(t^{\prime}\right)-\sigma^{\prime \prime}\left(t^{\prime \prime}\right)\right|^{-1} \tag{B.2.4}
\end{equation*}
$$

for the complex absolute value $|\cdot|$.
We will bound $|\xi|$ and $|\eta|$ using Lemma B.3, but first we bound the remaining absolute values in (B.2.4) using height inequalities: if $\alpha \in \overline{\mathbf{Q}}$, then $\log \max \left\{1,|\alpha|_{v}\right\} \leq$ $[\mathbf{Q}(\alpha): \mathbf{Q}] h(\alpha)$ for any $v \in M_{\mathbf{Q}(\alpha)}$. This inequality follows immediately from the definition of the height. Since for example $\left[\mathbf{Q}\left(t^{\prime}\right): \mathbf{Q}\right] \leq d$ and $\left[\mathbf{Q}\left(t^{\prime}, t^{\prime \prime}\right): \mathbf{Q}\right] \leq d^{2}$ we get a bound for (B.2.4):

Let $h=\max \left\{d, h_{p}(P)\right\}$. Lemma B. 2 implies the upper bounds

$$
\max \left\{h\left(t^{\prime}\right), h\left(t^{\prime \prime}\right)\right\} \leq h_{p}(P)+\log d
$$

Next we apply Lemma B. 3 to bound $|\xi|$ and $|\eta|$. Together with (B.2.5) and standard height inequalities we have

$$
\begin{aligned}
\log |x| \leq & \log 2+d\left(\log d+h_{p}(P)\right)+d^{2}\left(\log 2+2 \log d+2 h_{p}(P)\right)+\frac{d-1}{d} \log |x| \\
& +177 d^{3 / 2} h^{1 / 2} \sqrt{\log |x|} \\
\leq & \frac{d-1}{d} \log |x|+8 d^{2} h+177 d^{3 / 2} h^{1 / 2} \sqrt{\log |x|} .
\end{aligned}
$$

Hence

$$
\log |x| \leq 8 d^{3} h+177 d^{5 / 2} h^{1 / 2} \sqrt{\log |x|} .
$$

If $B, C, T \geq 0$ with $T \leq B \sqrt{T}+C$, then

$$
\begin{equation*}
T \leq(1+\sqrt{2})^{2} \max \left\{(B / 2)^{2}, C\right\} \leq(1+\sqrt{2})^{2}\left((B / 2)^{2}+C\right) . \tag{B.2.6}
\end{equation*}
$$

We use (B.2.6) with $B=177 d^{5 / 2} h^{1 / 2}, C=8 d^{3} h$, and $T=\log |x|$ to conclude that $\log |x|$ is at most half the right side of (B.2.1). The upper bound for $\log |y|$ follows from Lemma B. 3 which implies $\log \max \{1,|y|\} \leq 2 \log |x|$.

## 3. On a Theorem of Skolem

In 1929 Skolem showed that if $P \in \mathbf{Z}[X, Y]$ is irreducible in $\mathbf{Q}[X, Y]$ and $P(0,0)=0$, then there are only finitely many coprime $x, y \in \mathbf{Z}$ with $P(x, y)=0$. Of course Siegel's Theorem on the finiteness of the integral points on a curve of genus at least 1 supersedes this result in many cases. Contrary to Siegel's Theorem, which remains ineffective, Skolem's Theorem is effective. For example in [Wa192] Walsh proved an effective and explicit version of Skolem's Theorem. In [Pou04] Poulakis improved on Walsh's bound
under some additional restrictions to $P$. In $[\mathbf{A b o 0 6}]$ Abouzaid extended Skolem's Theorem in two ways: first, he considered polynomials $P$ with algebraic coefficients. Second, he generalized the definition of the greatest common divisor, or gcd for short, from pairs of integers to pairs of algebraic numbers. Say $P \in \overline{\mathbf{Q}}[X, Y]$ is irreducible with $\operatorname{deg}_{Y} P>0$ such that $(0,0)$ is a non-singular point on the curve defined by $P$. If $P(x, y)=0$ with $x, y$ algebraic and not both zero, then Abouzaid proved that $\log \operatorname{gcd}(x, y)$ is asymptotically equal to $\frac{1}{\operatorname{deg}_{Y} P} h(x)$. He also explicitly bounded the difference of these two values. In Theorem B. 3 we give an independent proof of Abouzaid's result based on the work in appendix A on quasi-equivalence of heights.

Let $x, y \in K$ where $K$ is a number field and assume that $x$ and $y$ are not both zero. We follow Abouzaid and define

$$
\operatorname{lgcd}(x, y)=\frac{1}{[K: \mathbf{Q}]} \sum_{v \in M_{K}}\left[K_{v}: \mathbf{Q}_{v}\right] \log \min \left\{\max \left\{1,|x|_{v}^{-1}\right\}, \max \left\{1,|y|_{v}^{-1}\right\}\right\}
$$

Here $\operatorname{lgcd}(x, y)=h(y)$ if $x=0$ and $y \neq 0$. Just like the height, $\operatorname{lgcd}(x, y)$ does not depend on the field $K$ containing $x$ and $y$. For $a, b \geq 0$ we have the identity

$$
\max \{\min \{1, a\}, \min \{1, b\}\}=\frac{\max \{a, b\}}{\max \{1, a, b\}},
$$

and so we may rewrite $\operatorname{lgcd}(x, y)$ as

$$
\begin{equation*}
\operatorname{lgcd}(x, y)=h(x, y)-h([x: y]) \geq 0 \tag{B.3.1}
\end{equation*}
$$

Here $(x, y) \in \overline{\mathbf{Q}}^{2}$ and $[x: y] \in \mathbf{P}^{1}(\overline{\mathbf{Q}})$. We recall our notion of height defined in chapter 1 corresponding to these two cases. Finally it is readily checked that $\operatorname{lgcd}(x, y)=$ $\log \operatorname{gcd}(x, y)$ if $x$ and $y$ are integers.

For any non-zero polynomial $P(X, Y)$ in two variables we define

$$
\mathrm{e}(P)=\max \left\{f \in \mathbf{Z} ; X^{f} \mid P(X, X Y)\right\} \in[0, \operatorname{deg} P] .
$$

If $P=\sum_{i, j} p_{i j} X^{i} Y^{j}$, then $\mathrm{e}(P)=\min \left\{i+j ; p_{i j} \neq 0\right\}$. Clearly $\mathrm{e}(P)$ is positive if and only if $P(0,0)=0$. Furthermore, e $(P)=1$ precisely when $\frac{\partial P}{\partial X}(0,0) \neq 0$ or $\frac{\partial P}{\partial Y}(0,0) \neq 0$. That is when $(0,0)$ is a non-singular point on the curve defined by $P$.

We will use Theorem A. 1 to give an independent proof of Abouzaid's Theorem with slightly improved dependency on the degree of $P$ and without the non-singularity hypothesis. Abouzaid proved his theorem without referring to a quasi-equivalence of heights result, in fact he uses it to prove variant of our Theorem A.1.

Theorem B.3. Let $P \in \overline{\mathbf{Q}}[X, Y]$ be irreducible with $p=\operatorname{deg}_{X} P>0, q=\operatorname{deg}_{Y} P>$ 0 , and $d=\operatorname{deg} P$. If $P(x, y)=0$ where $x$ and $y$ are non-zero algebraic numbers, then

$$
\begin{gather*}
\max \left\{\left|\operatorname{lgcd}(x, y)-\frac{\mathrm{e}(P)}{q} h(x)\right|,\left|\operatorname{lgcd}(x, y)-\frac{\mathrm{e}(P)}{p} h(y)\right|\right\}  \tag{B.3.2}\\
\quad \leq 183 d \max \left\{d, h_{p}(P)\right\}^{1 / 2} \max \{1, h(x), h(y)\}^{1 / 2} .
\end{gather*}
$$

Deriving a slightly weaker version of Theorem A. 1 from inequality (B.3.2) is simple if $P(0,0)=0$. In this case the difference $\left|\frac{h(x)}{q}-\frac{h(y)}{p}\right|$ is at most twice the right-hand side of (B.3.2). The case $P(0,0) \neq 0$ can be handled by replacing $P(X, Y)$ with $P(X+\xi, Y+\eta)$ where $P(\xi, \eta)=0$

As a corollary we get a bound for the heights of $x$ and $y$ in terms of $\operatorname{lgcd}(x, y)$ as soon as $P$ has no constant term.

Corollary B.1. Let $P \in \overline{\mathbf{Q}}[X, Y]$ and $d$ be as in Theorem B.3. We assume $\mathrm{e}(P) \geq$ 1 , that is $P(0,0)=0$. If $P(x, y)=0$ where $x$ and $y$ are non-zero algebraic numbers, then

$$
\begin{equation*}
\max \{h(x), h(y)\} \leq 6 \frac{d}{\mathrm{e}(P)} \operatorname{lgcd}(x, y)+5.10^{4} \frac{d^{4}}{\mathrm{e}(P)^{2}} \max \left\{d, h_{p}(P)\right\} \tag{B.3.3}
\end{equation*}
$$

In particular $h(x)$ and $h(y)$ are bounded if $\operatorname{lgcd}(x, y)=0$.
We prove Theorem B. 3 in a series of elementary lemmas and then apply Theorem A.1.

Throughout the remainder of this section $P \in \overline{\mathbf{Q}}[X, Y]$ will be irreducible with $p=\operatorname{deg}_{X} P>0, q=\operatorname{deg}_{Y} P>0$, and $d=\operatorname{deg} P$.

Lemma B.4. There exists a root of unity $\lambda$ such that $Q(X, Z)=P(X, Z-\lambda X)$ is irreducible and satisfies $\operatorname{deg} Q=\operatorname{deg}_{X} Q=d, \operatorname{deg}_{Z} Q=q$, and $h_{p}(Q) \leq h_{p}(P)+q \log 2$.

Proof. The proof is very similar to the proof of Lemma A.7, so we omit it.
Lemma B.5. Let $x, y \in \overline{\mathbf{Q}}$ with $P(x, y)=0$, then

$$
|q h(x, y)-d h(x)| \leq 110 d q \max \left\{d, h_{p}(P)\right\}^{1 / 2} \max \{1, h(x), h(y)\}^{1 / 2}
$$

Proof. Let $\lambda$ and $Q$ be as in Lemma B.4. For brevity we define $h=\max \left\{d, h_{p}(P)\right\}$ and $k=\max \{1, h(x), h(y)\}$. We set $z=\lambda x+y$ and note $Q(x, z)=0$. Let $K$ be a number field containing the coefficients of $Q$ and the algebraic numbers $\lambda, x$, and $y$. Let $v \in M_{K}$, the inequality

$$
\delta_{v}(2)^{-1} \leq \frac{\max \left\{1,|x|_{v},|y|_{v}\right\}}{\max \left\{1,|x|_{v},|z|_{v}\right\}} \leq \delta_{v}(2)
$$

implies

$$
\begin{equation*}
|h(x, y)-h(x, z)| \leq \log 2 \tag{B.3.4}
\end{equation*}
$$

We continue by comparing $h(x, z)$ with $\frac{d}{q} h(z)$. Say $Q=\sum_{i, j} q_{i j} X^{i} Y^{j}$, then $q_{d 0} \neq 0$. We claim

$$
\begin{equation*}
|x|_{v} \leq \delta_{v}\left(3 d^{2}\right) \frac{|Q|_{v}}{\left|q_{d 0}\right|_{v}} \max \left\{1,|z|_{v}\right\} \tag{B.3.5}
\end{equation*}
$$

Indeed, let us assume (B.3.5) is false. In particular $|x|_{v}>1$. Let $i+j \leq d$ with $i, j$ non-negative integers such that $(i, j) \neq(d, 0)$ and $q_{i j} \neq 0$. If $j=0$, then $d \geq i+1$ and so $\left|q_{d 0} x^{d}\right|_{v} \geq\left|q_{d 0} x^{i}\right|_{v}|x|_{v}>\delta_{v}\left(3 d^{2}\right)|Q|_{v}\left|x^{i}\right|_{v}$ by the negation of (B.3.5). If $j>0$, then
$\left|q_{d 0} x^{d}\right|_{v} \geq\left|q_{d 0}\right|_{v}|x|_{v}^{i}|x|_{v}^{j}>\delta_{v}\left(3 d^{2}\right)|Q|_{v}|x|_{v}^{i}|z|_{v}^{j}$, again using the negation of (B.3.5). In any case we have

$$
\left|q_{d 0} x^{d}\right|_{v}>\delta_{v}\left(3 d^{2}\right)\left|q_{i j} x^{i} z^{j}\right|_{v} \quad \text { if } \quad(i, j) \neq(d, 0) .
$$

But since $Q(x, z)=0$ and because $Q$ has no more than $\frac{1}{2}(d+1)(d+2) \leq 3 d^{2}$ non-zero coefficients we have a contradiction.

Therefore B.3.5 holds for all $v \in M_{K}$, and even with $|x|_{v}$ replaced by the possibly larger $\max \left\{1,|x|_{v},|z|_{v}\right\}$. Passing over to heights we have

$$
0 \leq h(x, z)-h(z) \leq \log \left(3 d^{2}\right)+h_{p}(Q),
$$

here the lower bounds is obvious. We combine this inequality with (B.3.4) and the bound for $h_{p}(Q)$ from Lemma B. 4 to obtain

$$
\begin{equation*}
|h(x, y)-h(z)| \leq \log \left(6 d^{2} 2^{q}\right)+h_{p}(P) \leq \log \left(6 d^{2} 2^{d}\right)+h_{p}(P) \leq 4 h . \tag{B.3.6}
\end{equation*}
$$

The last inequality used $\log \left(6 d^{2} 2^{d}\right) \leq 3 d$.
We have $\max \left\{d, h_{p}(Q)\right\} \leq(1+\log 2) h$ since $h_{p}(Q) \leq h_{p}(P)+q \log 2$. Furthermore, since $h(z) \leq h(x)+h(y)+\log 2$ by (1.1.6) in chapter 1 we conclude $\max \{1, h(x), h(z)\} \leq$ $(2+\log 2) k$. By Theorem A. 1 applied to $Q$ we get $|d h(x)-q h(z)| \leq 109 d q h^{1 / 2} k^{1 / 2}$. This inequality and (B.3.6) together imply

$$
|q h(x, y)-d h(x)| \leq 109 d q(h k)^{1 / 2}+4 q h .
$$

The lemma now follows easily if $k \geq 16 h$. If $k<16 h$, then

$$
|q h(x, y)-d h(x)| \leq 3 d k \leq 12 d(h k)^{1 / 2}
$$

completes the proof.
Lemma B.6. Let $P(x, y)=0$ with $x, y \in \overline{\mathbf{Q}}$ not both zero, then

$$
|(d-\mathrm{e}(P)) h(x)-q h([x: y])| \leq 73 d q \max \left\{d, h_{p}(P)\right\}^{1 / 2} \max \{1, h(x), h(y)\}^{1 / 2} .
$$

Proof. We may assume $x \neq 0$ and in this case we have $h([x: y])=h(y / x)$ by the product formula. Let $e=\mathrm{e}(P) \leq d$. If $e=d$, then by irreducibility $P$ must be homogeneous of degree 1. The lemma holds in this case as then $h_{p}(P)=h([x: y]) \leq$ $h(x)+h(y)$. So let us assume $e<d$.

We define $F(U, V)=U^{-e} P(U, U V) \in \mathbf{Q}[U, V]$, then $F$ is irreducible with $\operatorname{deg}_{U} F=$ $d-e, \operatorname{deg}_{V} F=q$, and $h_{p}(F)=h_{p}(P)$. We have $F(x, y / x)=0$ and so by Theorem A.1:

$$
|(d-e) h(x)-q h(y / x)| \leq 51 d q \max \left\{d, h_{p}(P)\right\}^{1 / 2} \max \{1, h(x), h(y / x)\}^{1 / 2} .
$$

The lemma now follows from $h(y / x) \leq h(x)+h(y)$.
Proof of Theorem B.3: Let $P(x, y)=0$ with $x, y \in \overline{\mathbf{Q}}$ not both zero. As an immediate consequence of Lemmas B.5, B.6, and (B.3.1) we get

$$
\left|\operatorname{lgcd}(x, y)-\frac{\mathrm{e}(P)}{q} h(x)\right| \leq 183 d \max \left\{d, h_{p}(P)\right\}^{1 / 2} \max \{1, h(x), h(y)\}^{1 / 2}
$$

This inequality bounds the first quantity on the left in (B.3.2). The bound for the second quantity follows by considering $Q(X, Y)=P(Y, X)$; indeed we have $\mathrm{e}(P)=\mathrm{e}(Q)$.
Proof of Corollary B.1: By symmetry we may assume $h(x) \geq h(y)$ and by (B.3.3) also $h(x) \geq 1$. Theorem B. 3 and $q \leq d$ imply

$$
h(x) \leq \frac{d}{\mathrm{e}(P)} \operatorname{lgcd}(x, y)+183 \frac{d^{2}}{\mathrm{e}(P)} \max \left\{d, h_{p}(P)\right\}^{1 / 2} h(x)^{1 / 2} .
$$

The upper bound for $h(x)$ in (B.3.3) follows from (B.2.6) with $T=h(x), B=$ $183 \frac{d^{2}}{\mathrm{e}(P)} \max \left\{d, h_{p}(P)\right\}^{1 / 2}$, and $C=\frac{d}{\mathrm{e}(P)} \operatorname{lgcd}(x, y)$. The same upper bound holds for $h(y)$ since $h(y) \leq h(x)$.

## 4. On a Theorem of Sprindzhuk

Let $P \in \mathbf{Q}[X, Y]$ be an irreducible polynomial with $\operatorname{deg}_{Y} P>0$. A famous theorem of Hilbert states that $P(x, Y) \in \mathbf{Q}[Y]$ is irreducible for infinitely many integers $x$.

In $[\mathbf{S p r} \mathbf{7 9 b}]$ and $[\mathbf{S p r} 79 \mathbf{a}]$ Sprindzhuk proved that if $P(0,0)=0$ and $\frac{\partial P}{\partial Y}(0,0) \neq 0$ then $P(l, Y) \in \mathbf{Q}[Y]$ is irreducible for a sufficiently large prime $l$. His Theorem is effective and even holds if $l$ is allowed to be a prime power. In [BM06] Bilu and Masser gave a quick proof of a more advanced version of this result, originally also due to Sprindzhuk.

In this section we prove a quantitative version of Sprindzhuk's result using our Quasi-equivalence Theorem and its consequence Theorem B.3.

Theorem B.4. Let $P \in \mathbf{Q}[X, Y]$ be irreducible with $\operatorname{deg}_{Y} P>0$ and $\mathrm{e}(P)=1$. If $d=\operatorname{deg} P$ and $l \in \mathbf{N}$ is a prime with

$$
\begin{equation*}
\log l \geq 7.10^{4} d^{6} \max \left\{d, h_{p}(P)\right\} \tag{B.4.1}
\end{equation*}
$$

then $P(l, Y) \in \mathbf{Q}[Y]$ is irreducible.
The condition $\mathrm{e}(P)=1$ is equivalent to $P(0,0)=0$ and $\left(\frac{\partial P}{\partial X}, \frac{\partial P}{\partial Y}\right)(0,0) \neq 0$. Our hypothesis is thus slightly weaker than Sprindzhuk's: he assumes the non-vanishing of $\frac{\partial P}{\partial Y}$ at $(0,0)$.

In the proof of Theorem B. 4 we need the following simple remark: let $l \in \mathbf{N}$ be a prime and $y \in \overline{\mathbf{Q}}$ such that $\operatorname{lgcd}(l, y)>0$, then

$$
\begin{equation*}
[K: \mathbf{Q}] \operatorname{lgcd}(l, y) \geq \log l, \tag{B.4.2}
\end{equation*}
$$

with $K=\mathbf{Q}(y)$. Indeed, by definition we have

$$
\begin{equation*}
[K: \mathbf{Q}] \operatorname{lgcd}(l, y)=\sum_{v \in M_{K}}\left[K_{v}: \mathbf{Q}_{v}\right] \log \frac{\max \left\{1,|l|_{v},|y|_{v}\right\}}{\max \left\{|l|_{v},|y|_{v}\right\}} \tag{B.4.3}
\end{equation*}
$$

One of the terms on the right side of the expression above must be positive. Therefore $|l|_{v}<1$ and $|y|_{v}<1$ for some $v \in M_{K}$. In particular this $v$ is a finite place. Since [ $K_{v}: \mathbf{Q}_{v}$ ] is the product of ramification index and rest-class residue of the prime ideal corresponding to $v$ we have $-\left[K_{v}: \mathbf{Q}_{v}\right] \log \max \left\{|l|_{v},|y|_{v}\right\} \geq \log l$. So (B.4.2) follows since all terms of the sum in (B.4.3) are non-negative.

Proof of Theorem B.4: The assumption $\mathrm{e}(P)=1$ and $P \in \mathbf{Q}[X, Y]$ irreducible imply that $P$ is irreducible in $\overline{\mathbf{Q}}[X, Y]$. Indeed otherwise $P$ would be the product of 2 polynomials both vanishing at $(0,0)$, therefore $\frac{\partial P}{\partial X}$ and $\frac{\partial P}{\partial Y}$ would both vanish there too.

Say for brevity $p=\operatorname{deg}_{X} P$ and $q=\operatorname{deg}_{Y} P$. Clearly we may assume $p>0$. Let $l$ be as in the hypothesis, we note $\log l \geq 1$. We first show that $P(l, Y) \notin \mathbf{Q}$. Indeed this follows easily for example by Lemma A.1(iii). We fix $y \in \overline{\mathbf{Q}}$ with $P(l, y)=0$. We must show $D=[\mathbf{Q}(y): \mathbf{Q}]=q$. The inequality $D \leq q$ holds trivially so it suffices to show $D \geq q$.

By Corollary B. 1 and the hypothesis (B.4.1) we conclude $\operatorname{lgcd}(l, y)>0$ and so

$$
\begin{equation*}
D \operatorname{lgcd}(l, y) \geq \log l \tag{B.4.4}
\end{equation*}
$$

by (B.4.2).
By Theorem B. 3 and $\mathrm{e}(P)=1$ we obtain

$$
\begin{equation*}
\operatorname{lgcd}(l, y)-\frac{1}{q} h(l) \leq 183 d \max \left\{d, h_{p}(P)\right\}^{1 / 2} \max \{1, h(l), h(y)\}^{1 / 2} . \tag{B.4.5}
\end{equation*}
$$

Furthermore, $h(l)=\log l$. In (B.4.5) we bound $\operatorname{lgcd}(l, y)$ from below with (B.4.4) and then multiply with $D q \leq q^{2}$ to get

$$
\begin{equation*}
(q-D) \log l \leq 183 d q^{2} \max \left\{d, h_{p}(P)\right\}^{1 / 2} \max \{1, \log l, h(y)\}^{1 / 2} . \tag{B.4.6}
\end{equation*}
$$

The proof follows by splitting up into two cases:
First say $\log l \geq h(y)$. Then (B.4.6) implies

$$
(q-D)^{2} \log l \leq 183^{2} d^{2} q^{4} \max \left\{d, h_{p}(P)\right\} .
$$

This inequality contradicts (B.4.1) if $q-D \geq 1$. Hence $q \leq D$ and we are done in this case.

Second say $\log l \leq h(y)$. By Corollary A. 1 and (B.4.1) we have $h(y) \leq 2 \frac{p}{q} \log l$. Therefore $\max \{1, \log l, h(y)\} \leq 2 \frac{p}{q} \log l$. We insert this inequality in (B.4.6) to conclude

$$
\begin{equation*}
(q-D)^{2} \log l \leq 7.10^{4} d^{2} p q^{3} \max \left\{d, h_{p}(P)\right\} \tag{B.4.7}
\end{equation*}
$$

As before, if $q-D \geq 1$, then (B.4.7) is incompatible with (B.4.1). We conclude $q \leq D$.
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