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## Summary

In the thesis at hand we discuss two problems of integral points in the moduli space of elliptic curves. The first problem can be described as follows. We fix an algebraic number $\alpha$ that is the $j$-invariant of an elliptic curve without complex multiplication. We prove that the number of $j$-invariants with complex multiplication such that $j-\alpha$ is an algebraic unit can be bounded by a computable number.

The second problem is of similar nature. For this we fix $j_{0}$ the $j$-invariant of an elliptic curve without complex multiplication defined over some number field. We show that there are only finitely many algebraic units $j$ such that elliptic curves with $j$-invariants $j$ and $j_{0}$ are isogenous. A slight modification shows that only finitely $j$-invariants exists such that $j$ and $j_{0}$ are isogenous and such that $j-\alpha$ is a unit, where $\alpha$ is an arbitrary but fixed $j$-invariant of an elliptic curve with complex multiplication.
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## Introduction

One aim of number theory is to describe the integral solutions of algebraic equations. One very important class of examples are diophantine equations, named after Diophantus of Alexandria, that are polynomial equations with integer coefficients. They have been studied since the ancient Greeks. General questions are if there are any solutions, and if, are there infinitely many? A first example are the linear diophantine equations. A general equation is given by $a X+b Y=c$, where $a, b \neq 0$ and $c$ are integers. It is well-known that such an equation has a solution if and only if the greatest common divisor of $a$ and $b$ divides $c$. Moreover, if there is a single solution, then there must be infinitely many.

Now that we have fully classified the linear case, we can consider polynomials in two variables of degree 2. Those are given by $a X^{2}+b X Y+c Y^{2}+d X+e Y+f=0$. Again the coefficients $a, b, c, d, e$, and $f$ are integers. An example of such an equation would be Pell's equation $X^{2}-n Y^{2}=1$, where $n$ is a positive integer. Obviously, $x= \pm 1$ and $y=0$ is a trivial solution. Amongst others, this has been studied by Fermat and Lagrange, who proved that there are $x$ and $y>0$ satisfying the equation if $n$ is not a perfect square. In addition, there are infinitely many solutions. If $n$ is a square, then there is only the trivial solution.

Next up would be integral equations in degree 3, e.g. Fermat equations $X^{3}+Y^{3}-Z^{3}=$ 0 or more general $X^{n}+Y^{n}-Z^{n}=0$ for $n \geq 3$. Fermat's last theorem says, that there are no integer solutions other then $X=Y=Z=0$. This was proven by Andrew Wiles and others in the 1990's and was an open problem for over 300 years. One very important ingredient to the proof is a conjecture by Gerhard Frey. It involves the so called Frey curves given by $y^{2}=x\left(x-a^{n}\right)\left(x+b^{n}\right)$. He conjectured that given a non-trivial solution to a Fermat equation would mean that the associated Frey curve is not modular. This was proved by Ribet. Later results show that Fermat's last theorem follows from the Shimura-Taniyama conjecture, today known as the Modularity Theorem. The Frey curves are a special type of elliptic curves, which more generally are given by equations of the form $y^{2}=x^{3}+A x+B$ with $-4 A^{3}-27 B^{2} \neq 0$.

## Elliptic Curves

Elliptic curves play a very important role in modern mathematics. They have been studied for over a century. In the modern world of technology, these curves are omnipresent and are for example used in cryptography. But they also played a very important role in the proof of Fermat's last theorem, monstrous moonshine and also are involved in the Birch and Swinnerton-Dyer conjecture. The interesting thing about these geometric objects is, that is possible to define a group structure by identifying the distinguished point at "infinty" with the neutral element of a group. This gives them a rich structure. The integers act on the points of an elliptic curve since they have a group structure. Most of the time the endomorphism ring of an elliptic curve is just $\mathbb{Z}$. Sometimes we have more complex endomorphisms and in that case an elliptic curve is said to have complex multiplication. Given an elliptic curve $E: y^{2}=x^{3}+A x+B$ we have $-16\left(4 A^{3}+27 B^{2}\right) \neq 0$. To such an equation we can associate $j=1728 \frac{4 A^{3}}{4 A^{3}+27 B^{2}}$. This is an invariant of the elliptic curve and is thus called the $j$-invariant. The $j$-invariants of elliptic curves with complex multiplication are called singular moduli.

A classical result by Kronecker states that singular moduli are algebraic integers. So the next natural question to ask is when are singular moduli algebraic units, i.e. units in the ring of algebraic integers. Indeed, David Masser asked at the AIM workshop on unlikely intersections in algebraic groups and Shimura varieties in Pisa in 2011, if there are only finitely many singular moduli that are algebraic units. His question was motivated by [BMZ13]. In 2014, Philipp Habegger gave an answer in [Hab15] to this question by proving

Theorem. At most finitely many singular moduli are algebraic units.
Thus, the next question to ask would be if there are any singular moduli that are algebraic units. His proof relies on Duke's equidistribution theorem which is not known to be effective. Hence, no bounds for the number of singular units were known. In his paper he also proved that there are only finitely many singular moduli $j$ such that $j+1$ is a unit. An example of such a $j$ would be the $j$-invariant of the curve $y^{2}=x^{3}+1$. In 2018, Yuri Bilu, Philipp Habegger, and Lars Kühne used different methods to prove
Theorem. There are no singular moduli that are algebraic units.
The idea of the proof is as follows. They give lower and upper bounds for the height of such singular moduli. The height of an algebraic number basically measures its complexity. The height of an algebraic number $\alpha$ is defined by

$$
h(\alpha)(\alpha)=\frac{1}{[K: \mathbb{Q}]} \sum_{\nu \in M_{K}}\left[K_{\nu}: \mathbb{Q}_{\nu}\right] \log \max \left\{1,|\alpha|_{\nu}\right\}
$$

Here $K$ is any field containing $\alpha$ and $M_{K}$ is a set of representatives of non-trivial absolute values extending the $p$-adic absolute values and the usual absolute value. Using the
height they prove that the absolute value of discriminant associated to the elliptic curve with $j$-invariant $j$ is bound from above by $10^{15}$. The rest of the discriminants can be checked by refining the arguments and by computer calculations.

In the work at hand we are going to investigate a similar problem. We have previously given an example such that $j+1$ is an algebraic unit. More generally one could look at $j-\alpha$ being a unit, and ask if there are finitely many singular moduli $j$ satisfying this. Recently, Yingkun Li proved in [Li18] that if $j$ and $\alpha$ are singular moduli with coprime fundamental discriminants, then $j-\alpha$ can not be a unit. His proof relies on different techniques based on the work of Gross-Zagier ([GZ84], [GZ86]) and Gross-Kohnen-Zagier ([GKZ87]).

We give a partial answer to the question when $\alpha$ is fixed as in the following theorem. We say $\Delta$ is the discriminant of a singular modulus if the endomorphism ring of the elliptic curve associated to the singular modulus has discriminant $\Delta$.

Theorem 2.1 Let $j$ be a singular modulus and let $\Delta$ be its discriminant. Let $\alpha$ be an algebraic number that is the $j$-invariant of an elliptic curve without complex multiplication. If we assume that $j-\alpha$ is an algebraic unit, then $|\Delta|$ is bounded from above by a computable constant that can be found on page 36. In particular, the set of singular moduli $j$ such that $j-\alpha$ is an algebraic unit is effectively computable.

The ideas come from [BHK18]. The sketch of the proof is as follows. Write $j(\xi)=$ $\alpha \in \overline{\mathbb{Q}}$ where the elliptic curve associated to $\alpha$ does not have complex multiplication. Here $j(\xi)$ denotes Klein's $j$-function evaluated at $\xi$. Also we can assume that $\xi$ is in the fundamental domain $\mathcal{F}$ of the standard upper half-plane. To a singular modulus $j$ we have attached an elliptic curve with complex multiplication. The endomorphism ring of this elliptic curve is an order of discriminant $\Delta$. We can write $\Delta=D f^{2}$ where $f$ is the conductor of the endomorphism ring in the full ring of integers of $\mathbb{Q}(\sqrt{\Delta})$, and $D$ is the discrimiant of that field. The Galois conjugates of $j$ form a full orbit of length the class number $\mathcal{C}(\Delta)$. We write $\mathcal{C}(\Delta ; \xi ; \varepsilon)$ for the number of singular moduli that can be written in the form $j(\tau)$ with $\tau \in \mathcal{F}$ and such that $|\tau-\xi|<\varepsilon$. We prove an explicit bound on $\mathcal{C}(\Delta ; \xi ; \varepsilon)$ which is given by

$$
\begin{equation*}
\mathcal{C}(\Delta ; \xi ; \varepsilon) \leq F(\Delta)\left(32|\Delta|^{1 / 2} \varepsilon^{2} \log \log \left(|\Delta|^{1 / 2}\right)+11|\Delta|^{1 / 2} \varepsilon+2\right) \tag{1}
\end{equation*}
$$

for $|\Delta| \geq 10^{14}$ and $0<\varepsilon<1 / 2$. Here

$$
F(\Delta)=\max \left\{2^{\omega(a)} ; a \leq|\Delta|^{1 / 2}\right\}
$$

and $\omega(n)$ is the number of distinct prime divisors of $n$. Now if $j-\alpha$ is an algebraic unit, the height can be bounded as

$$
\begin{equation*}
h(j-\alpha) \ll \frac{\mathcal{C}\left(\Delta ; \xi^{\prime} ; \varepsilon\right)}{\mathcal{C}(\Delta)}(\log |\Delta|)^{4}-\log \varepsilon \tag{2}
\end{equation*}
$$

for some $\xi^{\prime} \in \mathcal{F}$ associated to $\xi$. The constant in the inequality depends on $\alpha$. We put $E(\Delta)=F(\log |\Delta|)^{4}$ and roughly choose $\varepsilon$ to be

$$
\varepsilon=\frac{\mathcal{C}(\Delta)}{E(\Delta)|\Delta|^{1 / 2}}
$$

If we substitute this and (1) into (2) and use estimates for $\omega(n)$ by Robin [Rob83] we get

$$
\begin{equation*}
h(j-\alpha) \ll \frac{E(\Delta)}{\mathcal{C}(\Delta)}+\log \frac{E(\Delta)|\Delta|^{1 / 2}}{\mathcal{C}(\Delta)} \tag{3}
\end{equation*}
$$

To bound $|\Delta|$ from above we need lower bounds for the height of $j-\alpha$. One can prove

$$
h(j-\alpha) \gg \log |\Delta|
$$

and

$$
h(j-\alpha) \gg \frac{|\Delta|^{1 / 2}}{\mathcal{C}(\Delta)} .
$$

The first inequality is due to Colmez [Col98] and Nakkajima-Taguchi [NT91], and the second inequality is elementary. Again the bounds depend on $\alpha$. Combining the lower bounds with the upper bound from (3) we obtain

$$
\max \left\{\frac{|\Delta|^{1 / 2}}{\mathcal{C}(\Delta)}, \log |\Delta|\right\} \ll \frac{E(\Delta)}{\mathcal{C}(\Delta)}+\log \frac{|\Delta|^{1 / 2}}{\mathcal{C}(\Delta)}+\log E(\Delta)
$$

for large $|\Delta|$. Further analysis shows that $E(\Delta)|\Delta|^{-1 / 2}=|\Delta|^{o(1)}$ and $\log E(\Delta) / \log |\Delta|=$ $o(1)$. Thus the inequality can not hold for large values of $|\Delta|$. All constants in the above deductions can be made explicit, but some are very large.

We started this introduction with algebraic equations and integral solutions. Curves are special algebraic equations and integral solutions of these equations correspond to points with integral coordinates on the curves. Now the modular curve $Y(1)$ is defined as the quotient $\mathrm{SL}_{2}(\mathbb{Z}) \backslash \mathbb{H}$. This is nothing more than the affine line. The $j$-function gives a bijection from $Y(1)$ to the moduli space of isomorphism classes of complex elliptic curves, i.e. the space of isomorphism classes of complex elliptic curves parameterizes the modular curve. We can compactify this curve by adding a point at infinity to get $X(1)$, the projective line. This is a geometrically irreducible projective smooth curve defined over $\mathbb{Q}$.

The notion of integral points generalizes as follows. See [Ser89] for more details. Let $X$ be a geometrically irreducible projective smooth curve defined over a number field $L$. Let $C \subseteq X(\bar{L})$ be a finite set of $\bar{L}$-rational points on $X$ and write $\bar{L}[X \backslash C]$ for the set of rational functions that are regular on $X \backslash C$. A set $M \subseteq X(\bar{L}) \backslash C$ is called quasi-algebraic-integral with respect to $C$ if for every $f \in \bar{L}[X \backslash C]$ there is a $\beta \in \bar{L}^{\times}$
such that $f(M) \subseteq \beta \mathcal{O}_{\bar{L}}$, where $\mathcal{O}_{\bar{L}}$ is the ring of algebraic integers in $\bar{L}$. One can think of this as the coordinates of $M$ having a common denominator. It is always possible to add a finite set of rational points to a quasi-algebraic-integral set without loosing this property. So it is not a very useful concept to aim for effective results. The theorem of Habegger above can be reformulated in these terms: If $M \subseteq Y(1)(\overline{\mathbb{Q}})$ is a set of singular moduli that is quasi-algebraic-integral with respect to $\{0, \infty\}$, then $M$ is finite.

Now assume that $j$ is the $j$-invariant of an elliptic curve. Assume that $j$ is an algebraic unit. Then by the work of Bilu-Habegger-Kühne the elliptic curve does not have complex multiplication. Thus there are infinitely many $j$-invariants of elliptic curves without complex multiplication that are algebraic units. This is because we can construct an elliptic curve with a given $j$-invariant. To prove a similar result we must find a replacement for the absence of the discriminant. For this we fix the $j$-invariant $j_{0}$ of an elliptic curve without complex multiplication. We say that $j$ is isogenous to $j_{0}$ if the elliptic curves with $j$-invariant $j$ and $j_{0}$, respectively, are isogenous. We look at the set of all $j$ that are isogenous to $j_{0}$ such that $j$ is an algebraic unit. This set is finite and this is one of our main theorems.

Theorem 3.21 Let $j_{0}$ be the $j$-invariant of an elliptic curve without complex multiplication. Then there are at most finitely many $j$-invariants $j$ of elliptic curves that are isogenous to an elliptic curve corresponding to $j_{0}$ and such that $j$ is an algebraic unit.

This problem can again be reformulated in a problem in the moduli space. Let $j_{0} \in$ $Y(1)(\overline{\mathbb{Q}})$ be fixed, but assume that $j_{0}$ is not a singular modulus. Since the modular $j$ function is a surjective we can choose $\tau_{0}$ in the Poincaré upper half-plane with $j\left(\tau_{0}\right)=j_{0}$. If $M \subseteq Y(1)(\overline{\mathbb{Q}})$ is a set of points of the form $j\left(\left(\begin{array}{cc}m & l \\ 0 & n\end{array}\right) \cdot \tau_{0}\right)$ with $\operatorname{gcd}(m, n, l)=1$, $0 \leq l<m$, that is quasi-algebraic-integral with respect to $\{0, \infty\}$, then $M$ is finite. In other words, $M$ contains $j$-invariants isogenous to $j_{0}$.

The problem with this formulation is, that we can not give explicit bounds like the ones we will see shortly. We say that an isogeny between two elliptic curves is minimal if its degree is minimal amongst the isogenies between the curves. Assume we have fixed a model $E_{0}$ of an elliptic curve with $j$-invariant $j_{0}$ and that it is defined over $K$. Further assume $j\left(\tau_{0}\right)=j_{0}$. For an elliptic curve $E_{0}$ defined over $K$ we let $E_{0}^{\sigma}$ for an embedding $\sigma: K \hookrightarrow \mathbb{C}$ be the elliptic curve obtained by conjugating the coefficients. Note that in the following $\tau_{0}^{\sigma}$ is closely related to $\tau_{0}$. Attached to the elliptic curve $E_{0}$ we have a representation $\rho_{\infty}$ from the absolute Galois $\operatorname{group} G_{K}=\operatorname{Gal}(\bar{K} / K)$ of $K$ to $\mathrm{GL}_{2}(\hat{\mathbb{Z}})$. With this information the theorem above can be made explicit again and we have

Theorem 3.22 Let $E_{0}: y^{2}=4 x^{3}-g_{2} x-g_{3}$ be an elliptic curve without complex multiplication defined over a number field $K$ of degree $D$. Let $j_{0}$ be its $j$-invariant with $j\left(\tau_{0}\right)=j_{0}$ and $\tau_{0} \in \mathcal{F}$. We choose $\omega_{1}$ and $\omega_{2}$ with $\omega_{2} / \omega_{1}=\tau_{0}$ and $E_{0}(\mathbb{C}) \simeq$ $\mathbb{C} /\left(\omega_{1} \mathbb{Z}+\omega_{2} \mathbb{Z}\right)$ and similarly for $E_{0}^{\sigma}, \sigma: K \hookrightarrow \mathbb{C}$. Define $h=\max \left\{1, h\left(1, g_{2}, g_{3}\right), h\left(j_{0}\right)\right\}$.

If $j$ is the $j$-invariant of an elliptic curve isogenous to $E_{0}$ such that $j$ is a unit, then the degree of the minimal isogeny between $j_{0}$ and $j$ is bounded by

$$
\max \left\{10^{180}\left(C c_{1}\right)^{20},\left(C c_{2}\right)^{10}, e^{C c_{1}+C c_{2}+c_{3}}, e^{120^{2}\left[G L_{2}(\hat{\mathbb{Z}}): \rho_{\infty}\left(G_{K}\right)\right]^{2}}, e^{18 \pi h}, D\right\}
$$

where the constants are given by

$$
\begin{aligned}
& C=6 \cdot 10^{7} \cdot h \cdot D\left[\mathrm{GL}_{2}(\hat{\mathbb{Z}}): \rho_{\infty}\left(G_{K}\right)\right], \\
& c_{1}=2 \cdot 10^{51} D^{6} \cdot \max \left\{h, 6 \pi\left|\tau_{0}\right|\right\}^{2} \geq 1, \\
& c_{2}=14+3 \log \left(\max _{\sigma}\left\{1,\left|\omega_{0,1}^{\sigma}\right|,\left|\omega_{0,2}^{\sigma}\right|\right\}\right) \text { and } \\
& c_{3}=20-h\left(j_{0}\right)+6 \log \left(1+h\left(j_{0}\right)\right) .
\end{aligned}
$$

For a fixed singular modulus $\alpha$ we can again look at the set of $j$-invariants $j$ such that $j-\alpha$ is a unit and such that $j$ is isogenous to $j_{0}$. In this case similar results hold and the statement goes as follows.

Theorem 3.25 Assume $\alpha$ is the $j$-invariant of an elliptic curve with CM. Let $j_{0}$ be the $j$-invariant of an elliptic curve without CM. Then there are at most finitely many $j$-invariants $j$ of elliptic curves that are isogenous to an elliptic curve corresponding to $j_{0}$ and such that $j-\alpha$ is an algebraic unit.

A similar bound for the minimal isogeny as in the case when $\alpha=0$ can be obtained. The idea of the proof is related to the previous one. Given a minimal isogeny of degree $N$ between $j$ and $j_{0}$ we give lower and upper bounds for the height of $j-\alpha$ in terms of $N$. The bounds contradict each other for large values of $N$.

We discuss a couple of differences. Instead of counting CM-points in the fundamental domain we count points isogenous to a fixed point that lie in a neighborhood of a point in the fundamental domain. To do this we look at all the isogenous points of the fixed one and then translate them to the fundamental domain. If a resulting point is close to a fixed point $\xi$ in the fundamental domain, then the entries of the matrix in $\mathrm{SL}_{2}(\mathbb{Z})$ must be close to an ellipse. We then count the possible matrices using a result of Davenport. We can then compare the isogeny orbit to the Galois orbit to estimate the number of embeddings contributing most to the height of $j-\alpha$. To get an explicit lower bound for $h(j-\alpha)$ we use a result by Autissier [Aut03] together with a classical result that relates the $j$-invariant of an elliptic curve with the Faltings height. One of the main ingredients for the upper bound are a result on linear forms in logarithms by Sinnou David [Dav95] and a result by Lombardo that gives an explicit upper bound for Serre's open image theorem. This bound is very big so that our result only gives big bounds.

## Outline

A reader is supposed to know basic algebraic number theory, abstract algebra and complex analysis usually taught in undergraduate level. Moreover, some knowledge on quadratic forms is useful. A good understanding of elliptic curves and Klein's $j$ function are a plus. Nevertheless, we shall give a short introduction to those topics but we will omit one or two proofs. References can be found in the introductory chapter. We will state the necessary definitions and theorems in the first chapter. This will also include a section on heights in the projective space.

The second chapter is devoted to the proof of Theorem 2.1. We will workout all the details and the constants to get explicit bounds. One can also consult [BHK18] for more details or different perspectives.

The third chapter is a bit longer and includes a proof of Theorem 3.25 and Theorem 3.26 . The chapter is split into two parts. We proof the case when $\alpha=0$ for the sake of simplicity first and then do the general case. The first section contains some computations on the isogenous points. The argument reduces to counting lattice points.

## Notation and terminology

We introduce some basic notation. For two sets $A$ and $B$ we write $A \subseteq B$ if A is a subset of $B$. We denote by $\mathbb{Z}$ the set of (rational) integers, and by $\mathbb{N}:=\{1,2,3, \ldots\}$ the positive integers. The sets $\mathbb{Q}, \mathbb{R}$ and $\mathbb{C}$ are the fields of rational, real and complex numbers, respectively. The elements of $\mathbb{C}$ will be of the form $x+i y$ with $x, y \in \mathbb{R}$ and $i^{2}=-1$. Throughout this exposition $\zeta$ will be the complex number $e^{2 \pi i / 6}$. For $z \in \mathbb{C}$ we will denote its complex conjugate by $\bar{z}$. We use $\operatorname{Re}(z)$ and $\operatorname{Im}(z)$ to indicate the real and imaginary part, respectively, of a complex number $z$. The letter $\mathbb{H}$ is reserved for the complex upper half-plane, i.e. all complex numbers satisfying $\operatorname{Im}(z)>0$. We fix once and for all one embedding of $\overline{\mathbb{Q}}$ into the complex numbers. For any field $K$ the $n$-dimensional projective space will be denoted by $\mathbb{P}_{K}^{n}$, and an element in there will be written as $\left[x_{0}: \ldots: x_{n}\right]$.

For a finite field extension $L$ over $K$ we denote by $[L: K]$ the degree of the extension. By $N_{L / K}$ we denote the norm of $L$ over $K$.

For a finite set $M$ we denote the number of elements in $M$ by $\# M$. For integers $a$ and $b$ we write $a \mid b$ if $a$ divides $b$, and we denote the greatest common divisor of $a$ and $b$ by $\operatorname{gcd}(a, b)$ or $(a, b)$. The number $\sqrt{a}, a \geq 0$, is the unique positive solution of the polynomial $X^{2}-a$. Moreover, $\sqrt{-a}$ is defined to be $i \sqrt{a}$. The function log denotes the $\operatorname{logarithm}$ defined for positive real numbers with $\log e=1$. Throughout the text, we will use $q:=e^{2 \pi i \tau}$ for $\tau$ in the complex upper half-plane. As usual, $\Gamma$ denotes the gamma function.

If $k$ is a positive integer and $R$ is a ring, we define the set of invertible $k$-by- $k$ matrices with entries in $R$ by $\mathrm{GL}_{k}(R)$, and write $\mathrm{SL}_{k}(R)$ for the subset of matrices with
xviii
determinant 1. For a group or module $M$ we write $\operatorname{Aut}(M)$ for the set of automorphisms on $M$. For $\gamma \in \mathrm{SL}_{2}(\mathbb{Z})$ and $\tau \in \mathbb{H}$ we write $\gamma \cdot \tau$ or $\gamma \tau$ for the usual action of $\mathrm{SL}_{2}(\mathbb{Z})$ on the upper half-plane by möbius transformations, also known as fractional linear transformations. For $\gamma=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$ the action is given by $(a \tau+b) /(c \tau+d)$. If $G$ is a group and $H$ is a subgroup of $G$, then the index of $H$ in $G$ is denoted by $[G: H]$. If $R$ is a ring, then we denote by $R^{\times}$the set of invertible elements.

## 1 Preliminaries

The aim of this chapter is to give some preliminaries for later chapters. Getting all of the details goes beyond the scope of this work and we will thus refer to different text books. See each section for more details. For the basics of algebraic number theory we refer to [Neu06] or [Rib01]. In this text $K$ will be a field extension of $\mathbb{Q}$.

### 1.1 Quadratic forms

We want to list some of the important properties of quadratic forms since they are closely related to elliptic curves with complex multiplication. Details can be found in [Cox11].

Let $Q(x, y)=a x^{2}+b x y+c y^{2}$ be a (binary) quadratic form. We call $Q$ primitive if the coefficients $a, b, c$ are coprime.

Two quadratic forms $Q(x, y)$ and $Q^{\prime}(x, y)$ are said to be equivalent if there exists $\gamma \in \mathrm{GL}_{2}(\mathbb{Z})$ with

$$
Q(x, y)=Q^{\prime}((x, y) \gamma)
$$

where $(x, y) \gamma$ denotes the usual matrix multiplication. This is obviously an equivalence relation.

The discriminant of a quadratic form $Q(x, y)=a x^{2}+b x y+c y^{2}$ is defined by $\Delta=$ $\Delta_{Q}=b^{2}-4 a c$. If $Q$ and $Q^{\prime}$ are equivalent as before, then it is easy to see that $\Delta_{Q}=(\operatorname{det} \gamma)^{2} \Delta_{Q^{\prime}}=\Delta_{Q^{\prime}}$.

A quadratic form $Q(x, y)$ is called positive definite if $Q(x, y)>0$ for all $(x, y) \neq 0$. It is called negative definite if $Q(x, y)<0$. If $Q$ is positive definite, then the polynomial $Q(x, 1)$ does not have any roots in $\mathbb{R}$, so that we must have $\Delta<0$.

We say that a primitive positive definite quadratic form $Q(x, y)=a x^{2}+b x y+c y^{2}$ is reduced if

$$
\begin{equation*}
-a<b \leq a<c \text { or } 0 \leq b \leq a=c . \tag{1.1}
\end{equation*}
$$

It was Gauß who showed in Disquisitiones Arithmeticae that every primitive positive definite form is equivalent to exactly one reduced form. There is a simple algorithm to determine this representative.

Let $Q(x, y)$ be a reduced positive definite quadratic form. By $\alpha_{Q}$ we denote the unique (complex) solution in the upper half-plane of the polynomial $Q(x,-1)$. We claim that
$\alpha_{Q}$ is in the fundamental domain

$$
\mathcal{F}=\{z \in \mathbb{H} ;|z|>1 \text { and }|\operatorname{Re}(z)|<1 / 2\} \cup\{z \in \mathbb{H} ;|z| \geq 1 \text { and } 0 \leq \operatorname{Re}(z) \leq 1 / 2\}
$$

Lemma 1.1 We have $\alpha_{Q} \in \mathcal{F}$. Moreover, $a \leq|\Delta / 3|^{1 / 2}$.
Proof. By the inequalities in (1.1) we have $|b| \leq a$ and thus

$$
\left|\operatorname{Re}\left(\alpha_{Q}\right)\right|=\frac{|b|}{2 a} \leq \frac{1}{2}
$$

with equality only if $|b|=a$ and hence $b=a>0$ by (1.1). The last condition means $\operatorname{Re}\left(\alpha_{Q}\right)=1 / 2$ since $\operatorname{Re}\left(\alpha_{Q}\right)=b /(2 a)$. In addition, the modulus of $\alpha_{Q}$ is given by

$$
\left|\alpha_{Q}\right|=\sqrt{\frac{b^{2}}{4 a^{2}}+\frac{|\Delta|}{4 a^{2}}}=\sqrt{\frac{c}{a}} .
$$

This is equal to 1 if and only if $c=a$ which again implies $b \geq 0$ and $\operatorname{Re}\left(\alpha_{Q}\right) \geq 0$. The second claim also easily follows from (1.1) as

$$
a=\sqrt{\left(4 a^{2}-a^{2}\right) / 3} \leq \sqrt{\left(4 a c-b^{2}\right) / 3}=\sqrt{|\Delta| / 3}
$$

Define the set $\mathcal{Q}(\Delta)$ to be the set of equivalence classes of primitive positive definite quadratic forms. The previous lemma shows that for fixed $\Delta$ the set $\mathcal{Q}(\Delta)$ is finite. This is because $a \leq|\Delta / 3|^{1 / 2}$ and $b$ satisfies $-a<b \leq a$ by equation (1.1). Thus, there are only finitely many values for $a$ and $b$ but $c$ is determined by $a$ and $b$, since $\Delta=b^{2}-4 a c$. We will denote the number of elements in $\mathcal{Q}(\Delta)$ by $\mathcal{C}(\Delta)$ and call it the class number. Note that we do not use the usual notation $h(\Delta)$ for the class number, because $h$ will be reserved for the height.
We finish with an example. If $\Delta=-4$, then $a=1$ which again implies $b=0$ and $c=1$. Thus, $\mathcal{C}(-4)=1$ and $x^{2}+y^{2}$ is a representative of that class.

### 1.2 Heights

In this section we want to give some background on heights on projective varieties. We will skip most of the proofs and refer to [BG07] as a good source for the material covered. Another reference is [Wal13].

### 1.2.1 Absolute values

We want to give a brief overview on the theory of valuations on number fields. This is also discussed in [Neu06] or in [Rib12]. In this section, $K$ will be a number field.

Definition. By an absolute value on $K$ we mean a multiplicative function $|\cdot|: K \rightarrow$ $\mathbb{R}_{\geq 0}$ satisfying:
(i) $|a|=0$ if and only if $a=0$.
(ii) $|a b|=|a||b|$ for all $a, b \in K$.
(iii) $|a+b| \leq|a|+|b|$ for all $a, b \in K$.

Furthermore, if it satisfies the ultrametric triangle inequality
(iv) $|a+b| \leq \max \{|a|,|b|\}$ for all $a, b \in K$,
then then it is called non-archimedean absolute value. Otherwise, we say it is archimedean or infinite.

Any rational number $a \neq 0$ can be written as a product of primes $\pm p_{1}^{\nu_{p_{1}}(a)} \cdots p_{n}^{\nu_{p_{n}}(a)}$, where the $\nu_{p_{i}}(a)$ are uniquely determined integers. Fixing a prime $p$, and defining $|a|_{p}=$ $p^{-\nu_{p}(a)}$ defines an absolute value on $\mathbb{Q}$ called the $p$-adic absolute value. We say two absolute values $|\cdot|_{1}$ and $|\cdot|_{2}$ are equivalent, if and only if there is a positive real number $s$ such that

$$
|x|_{1}=|x|_{2}^{s}
$$

for all $x \in K$. Obviously, for two different prime numbers $p$ and $q$ the absolute values are not equivalent. Moreover, none of the $p$-adic absolute values is equivalent to the standard absolute value on $\mathbb{Q}$. We will also write $|\cdot|_{\infty}$ for the standard absolute value. The trivial absolute value is equal to 1 except at 0 .

By a place $\nu$ of $K$ we mean an equivalence class of non-trivial absolute values on $K$. We define $M_{\mathbb{Q}}$ to be the set of representatives of all non-trivial places on $\mathbb{Q}$ given by $\left\{|\cdot|_{p} ; p\right.$ rational prime $\} \cup\left\{|\cdot|_{\infty}\right\}$. Let $L$ be a finite extension of $K$ and $\omega, \nu$ be places of $L$ and $K$, respectively. We write $\omega \mid \nu$ and say $\omega$ divides $\nu$, if the restriction of any element in $\omega$ is equal to some element of $\nu$. We can also say that $\omega$ extends $\nu$ or that $\omega$ lies above $\nu$. Any $\nu$ of $K$ can be extended to a place $\omega$ of $L$. The set $M_{K}$ will denote a set of representatives of places on $K$ that restrict to an element of $M_{\mathbb{Q}}$. The set $M_{K}^{\infty}$ is the subset of $M_{K}$ that contains all the infinite places.

The $p$-adic numbers $\mathbb{Q}_{p}$ are the completion of $\mathbb{Q}$ with respect to the $p$-adic absolute value. If we have $\omega \mid \nu$ then we can look at the completions $L_{\omega}$ and $K_{\nu}$. The degree $d_{\nu}$ of $L_{\omega}$ over $K_{\nu}$ is called the local degree of $L / K$ in $\omega$. We have the following lemma.

Lemma 1.2 The degree $\left[L_{\omega}: K_{\nu}\right]$ is finite and we have

$$
\sum_{\omega \mid \nu}\left[L_{\omega}: K_{\nu}\right]=[L: K]
$$

where the sum runs over all $\omega \in M_{L}$ extending $\nu$.
The infinite places can be described well. We have the following result

Lemma 1.3 Assume $L / K$ is a Galois extension and $\operatorname{Gal}(L / K)$ its Galois group. Let $|\cdot|_{\omega_{0}}$ and $|\cdot|_{\omega}$ be absolute values of $L$ extending $\nu$. Then there is a $\sigma \in \operatorname{Gal}(L / K)$ with

$$
|x|_{\omega_{0}}=|\sigma(x)|_{\omega}
$$

for all $x \in L$.

In fact, if we look at $K / \mathbb{Q}$, every infinite place of $K$ is represented by $|\sigma(\cdot)|$ for some $\sigma: K \hookrightarrow \mathbb{C}$. For a fixed $\sigma$ with $\sigma(K) \nsubseteq \mathbb{R}, \sigma$ and the complex conjugate $\bar{\sigma}$ define the same absolute value.

The set $M_{K}$ defined above satisfies the product formula given by

$$
\prod_{\nu \in \mathcal{M}_{K}}|x|_{\nu}^{d_{\nu}}=1
$$

for all $x \in K^{\times}$. This will later be important for the definition of the height. We will in particular be interested in the equality obtained by taking the log.

If $\mathcal{O}_{K}$ is the ring of integers of $K$, then the non-zero prime ideals are in bijection with the non-archimedean absolute values on $K$. We define the valuation ring of $\nu$ as

$$
R_{\nu}:=\left\{x \in K ;|x|_{\nu} \leq 1\right\} .
$$

We have the following equality

$$
\begin{equation*}
\mathcal{O}_{K}=\bigcap_{\nu \text { finite }} R_{\nu} \tag{1.2}
\end{equation*}
$$

where the intersection runs over all finite places of $K$.

### 1.2.2 Heights of algebraic numbers

We are now able to define the height of an algebraic number. The height of an algebraic number basically measures its arithmetic complexity. We first start with the simplest of them, i.e. the elements of $\mathbb{Q}$. Let $\frac{a}{b} \in \mathbb{Q}$ be a rational number with coprime integers $a$ and $b$ different from 0 . The height is defined by

$$
H\left(\frac{a}{b}\right)=\max \{|a|,|b|\}
$$

The height of 0 is defined to be 1 . One can immediately see, that there are only finitely many rational numbers of bounded height.

Definition. The logarithmic (Weil) height of an algebraic number $\alpha$ is given by

$$
h(\alpha)(\alpha)=\frac{1}{[K: \mathbb{Q}]} \sum_{\nu \in M_{K}} d_{\nu} \log \max \left\{1,|\alpha|_{\nu}\right\},
$$

where $K$ is any field containing $\alpha$ and $d_{\nu}=\left[K_{\nu}: \mathbb{Q}_{\nu}\right]$ denotes the local degree.
If $x=\left[x_{0}: \ldots: x_{n}\right] \in \mathbb{P}_{\overline{\mathbb{Q}}}^{n}$ and $K$ is a number field containing all coordinates of $x$, then the height of $x$ is defined by

$$
h(x)=\frac{1}{[K: \mathbb{Q}]} \sum_{\nu \in M_{K}} d_{\nu} \log \max _{i}\left\{1,\left|x_{i}\right|_{\nu}\right\} .
$$

One can show, that the definition is independent of $K$ and together with the product formula, one can see that the definition is independent of the choice of representatives of $x$. Occasionally, we will write $\log ^{+}|\alpha|_{\nu}$ for $\log \max \left\{1,|\alpha|_{\nu}\right\}$. We will write $H(\alpha)$ for $H(\alpha)=e^{h(\alpha)}$. We have the following simple inequality for the height.
Lemma 1.4 Let $\alpha, \beta$ be algebraic numbers. Then

$$
h(\alpha \beta) \leq h(\alpha)+h(\beta)
$$

and

$$
h(\alpha+\beta) \leq h(\alpha)+h(\beta)+\log 2 .
$$

Proof. Let $x, y \geq 1$. Then $x+y \leq x y+x y=2 x y$. Hence

$$
\begin{equation*}
\max \{1, a\}+\max \{1, b\} \leq 2 \max \{1, a\} \max \{1, b\} \tag{1.3}
\end{equation*}
$$

for all $a, b \geq 0$. Assume $K$ is a number field containing $\alpha$ and $\beta$, and let $\nu$ be a place of $K$. Then

$$
\max \left\{1,|\alpha+\beta|_{\nu}\right\} \leq \max \left\{1,|\alpha|_{\nu}\right\}+\max \left\{1,|\beta|_{\nu}\right\} \leq 2 \max \left\{1,|\alpha|_{\nu}\right\} \max \left\{1,|\beta|_{\nu}\right\} .
$$

Moreover, we have

$$
|\alpha \beta|_{\nu}=|\alpha|_{\nu}|\beta|_{\nu} \leq \max \left\{1,|\alpha|_{\nu}\right\} \max \left\{1,|\beta|_{\nu}\right\}
$$

and therefore

$$
\begin{equation*}
\max \left\{1,|\alpha \beta|_{\nu}\right\} \leq \max \left\{1,|\alpha|_{\nu}\right\} \max \left\{1,|\beta|_{\nu}\right\} . \tag{1.4}
\end{equation*}
$$

Taking the logarithm on both sides of equations (1.3) and (1.4), multiplying by $d_{\nu} /[K$ : $\mathbb{Q}]$ and taking the sum over all $v \in M_{K}$ shows the desired statement.

Note that this can be generalized to $r$ numbers by replacing $\log 2$ with $\log r$. Moreover, the bound is sharp. We will later need the following result.

Proposition 1.5 Let $\alpha$ be an algebraic number and $\sigma \in \operatorname{Gal}(\overline{\mathbb{Q}} / \mathbb{Q})$. Then $h(\sigma(\alpha))=$ $h(\alpha)$.

The same is true for points in the projective space. The following is a well-known theorem about algebraic numbers of height 0 .

## Theorem 1.6 (Kronecker's theorem)

For $\mu \in \overline{\mathbb{Q}}^{\times}$we have $h(\mu)=0$ if and only if $\mu$ is a root of unity.
The definition of the logarithmic height extends the definition of the height of a rational number when taking the logarithm. We have a similar well-known result.

## Theorem 1.7 (Northcott)

Let $K$ be a number field. Then there are only finitely many $\alpha \in K$ of bounded height $h(\alpha) \leq B, B \in \mathbb{R}$.

We can split the sum of the height into the finite and infinite places and obtain

$$
h(\alpha)=\frac{1}{[K: \mathbb{Q}]}\left(\sum_{\sigma} \log \max \{1,|\sigma(\alpha)|\}+\sum_{\nu} d_{\nu} \log \max \left\{1,|\alpha|_{\nu}\right\}\right)
$$

where $\sigma$ runs over all field embeddings $\sigma: K \hookrightarrow \mathbb{C}$ and $\nu$ runs over all finite places of $K$.
By equation (1.2), if $\alpha$ is an algebraic integer, then $|\alpha|_{\nu} \leq 1$ for all finite places $\nu$. Thus the height of an algebraic integer is given by

$$
\begin{equation*}
h(\alpha)=\frac{1}{[K: \mathbb{Q}]} \sum_{|\sigma(\alpha)|>1} \log |\sigma(\alpha)| . \tag{1.5}
\end{equation*}
$$

The height also has the following symmetry. This will be important since we are going to use units in the ring of algebraic integers.

Lemma 1.8 For any $\alpha \in K^{\times}$we have $h(\alpha)=h\left(\alpha^{-1}\right)$.
Proof. We have $\log |\alpha|_{\nu}=\log ^{+}|\alpha|_{\nu}-\log ^{+}\left|\alpha^{-1}\right|_{\nu}$ for all $\nu$. We multiply this by the local degree $d_{\nu}$ and take the sum over all $\nu$. Then the left-hand side is 0 because of the product formula and the right-hand side is equal to $h(\alpha)-h\left(\alpha^{-1}\right)$.

Assume $\alpha$ is a unit in the ring of integers. Using (1.5) the height amounts to

$$
\begin{equation*}
h(\alpha)=h\left(\alpha^{-1}\right)=\frac{1}{[K: Q]} \sum_{\left|\sigma\left(\alpha^{-1}\right)\right|>1} \log \left|\sigma\left(\alpha^{-1}\right)\right|=-\frac{1}{[K: Q]} \sum_{|\sigma(\alpha)|<1} \log |\sigma(\alpha)| . \tag{1.6}
\end{equation*}
$$

We will use this equality in later chapters.

### 1.3 Elliptic Curves

The theory of elliptic curves is explained in [Sil86b], [Sil86a] or [ST92]. Deeper results can be found in [Sil99]. Diamond and Shurman give a quick introduction of complex tori and modular curves in [DS05]. Let $A, B$ be in $K$ such that $-\left(A^{3}+27 B^{2}\right) \neq 0$. Then the equation

$$
E: y^{2}=4 x^{3}+A x+B
$$

defines an elliptic curve. This is a special case of a cubic curve. The defining equation is called Weierstrass equation. Adding a "point at infinity" it is possible to define a group structure. The following picture illustrates the example $y^{2}=x^{3}-2 x+6$. Note that multiplying this equation by 4 and substituting $y^{\prime}=2 y$ gives a Weierstrass equation $y^{2}=4 x^{3}-8 x+24$.


By a lattice $\Lambda$ in $\mathbb{C}$ we mean a discrete subgroup of rank 2 . If $K \subseteq \mathbb{C}$ then we can see an elliptic curve $E$ as a complex torus $\mathbb{C} / \Lambda$ by taking the quotient of the complex plane by a lattice $\Lambda$. This connection is via the Weierstrass $\wp-$ function

$$
\wp(z)=\frac{1}{z^{2}}+\sum_{\omega \in \Lambda \backslash\{0\}}\left(\frac{1}{(z-\omega)^{2}}-\frac{1}{\omega^{2}}\right), z \in \mathbb{C} \backslash \Lambda .
$$

The sum converges absolutely and uniformly on all compact subsets not intersecting $\Lambda$, and hence the derivative is given by

$$
\wp^{\prime}(z)=-2 \sum_{\omega \in \Lambda} \frac{1}{(z-\omega)^{3}} .
$$

It is well known that the Weierstrass $\wp$-function satisfies the differential equation

$$
\begin{equation*}
\wp^{\prime}(z)^{2}=4 \wp(z)^{3}-g_{2}(\Lambda) \wp(z)-g_{3}(\Lambda) . \tag{1.7}
\end{equation*}
$$

Here $g_{2}(\Lambda)=60 G_{4}(\Lambda)$ and $g_{3}(\Lambda)=140 G_{6}(\Lambda)$ with $G_{k}(\Lambda)=\sum_{\omega \in \Lambda \backslash\{0\}} \omega^{-k}$. The functions $G_{k}$ are so-called Eisenstein series. The affine algebraic curve defined by equation (1.7) gives the complex torus $\mathbb{C} / \Lambda$ the structure of an algebraic curve of genus 1 defined over $\mathbb{C}$.

The discriminant of a lattice can be defined as $\Delta(\Lambda)=\left(g_{2}(\Lambda)\right)^{3}-27\left(g_{3}(\Lambda)\right)^{2}$. We get a function $\Delta: \mathbb{H} \rightarrow \mathbb{C}$ by $\Delta(\tau)=\Delta\left(\Lambda_{\tau}\right)$ with $\Lambda_{\tau}=\mathbb{Z}+\tau \mathbb{Z}$. This function is called the (modular) discriminant.

Recall that $\mathrm{SL}_{2}(\mathbb{Z})$ acts on $\mathbb{H}$ by fractional linear transformations and the fundamental domain is defined by

$$
\mathcal{F}=\{\tau \in \mathbb{H} ;-1 / 2<\operatorname{Re}(\tau) \leq 1 / 2 \text { and }|\tau|>1 \text { or }|\tau|=1 \text { and } 0 \leq \operatorname{Re}(\tau) \leq 1 / 2\}
$$

This also allows us to define the modular function

$$
j(\tau): \mathbb{H} \rightarrow \mathbb{C}, j(\tau)=1728 \frac{\left(g_{2}(\tau)\right)^{3}}{\Delta(\tau)}
$$

which is holomorphic on $\mathbb{H}$. Note that we could also define $j$ for a lattice as $g_{2}$ and $\Delta$ are. This function is $\mathrm{SL}_{2}(\mathbb{Z})$-invariant, i.e.

$$
j(\gamma(\tau))=j(\tau)
$$

for all $\gamma \in \mathrm{SL}_{2}(\mathbb{Z})$ and $\tau \in \mathbb{H}$. We therefore can restrict $j$ to the fundamental domain $\mathcal{F}$. Writing $q=e^{2 \pi i \tau}$ we can expand $j$ as

$$
j(\tau)=\frac{1}{q}+744+196884 q+21493760 q^{4}+\cdots
$$

with all coefficients non-negative integers as mentioned for example in [Leh42].
As shown above the $j$-function is connected to elliptic curves, but also has well known connections to class field theory and moonshine. We will shortly present the connection to the former.

### 1.3.1 Isogenies

The notion of an isogeny is very important for the rest of the work. We will write down important known facts which can be found in most books. In this section we are going to treat elliptic functions over the complex numbers.

Definition. A nonzero morphism (of varieties) $\varphi$ between two elliptic curves $E_{1}$ and $E_{2}$ is called isogeny if it maps the point at infinity of $E_{1}$ to the point at infinity of $E_{2}$, i.e. $\varphi(O)=O$. In this case, $E_{1}$ and $E_{2}$ are called isogenous.

With this definition, it is possible to show that an isogeny is also a group homomorphism. It is well known that the kernel of such a map is finite, and that the map is surjective. The degree $\operatorname{deg} \varphi$ of an isogeny is defined to be the cardinality of the kernel.

When we think about $E_{1}, E_{2}$ being the quotient of the complex plane by lattices $\Lambda_{1}, \Lambda_{2}$, the definition amounts to saying that an isogeny is a nonzero holomorphic homomorphism between complex tori. Those are of the form $\varphi\left(z+\Lambda_{1}\right)=m z+\Lambda_{2}$ for some $m \in \mathbb{C} \backslash\{0\}$ with $m \Lambda_{1} \subseteq \Lambda_{2}$. The degree is equal to the index $\left[\Lambda_{2}: m \Lambda_{1}\right]$. The map $\varphi$ is an isomorphism if and only if $m \Lambda_{1}=\Lambda_{2}$. Isomorphic elliptic curves have the same $j$-invariant.

By this definition, the maps

$$
[N]: \mathbb{C} / \Lambda \rightarrow \mathbb{C} / \Lambda, z+\Lambda \mapsto N z+\Lambda
$$

define isogenies for non-zero integers $N$. The isogeny $[N]$ is called multiplication-by- $N$ map. The elements of the kernel of $[N]$ are called the $N$-torsion points of the elliptic curve, and are denoted by $E[N]$.

Definition. An isogeny is called cyclic if its kernel is a cyclic subgroup. We call a cyclic isogeny of degree $N$ an $N$-isogeny.

The following lemma can be found in [MW90]. We will need it in later sections, so we will give a short proof.

Lemma 1.9 An isogeny of minimal degree between two elliptic curves over $\mathbb{C}$ is cyclic.
Proof. Assume $\Phi: \mathbb{C} / \Lambda \rightarrow \mathbb{C} / \Lambda^{\prime}, z+\Lambda \mapsto m z+\Lambda^{\prime}$ with $m \Lambda \subseteq \Lambda^{\prime}$ is non-cyclic. Write $\Lambda=\omega_{1} \mathbb{Z}+\omega_{2} \mathbb{Z}$. Let $K$ be the kernel of $\Phi$ and $N$ the order of $K$. Since $K$ is a subgroup of the $N$-torsion points, the theory of finite abelian groups implies that $K$ is isomorphic to $\mathbb{Z} / n \mathbb{Z} \times \mathbb{Z} / n n^{\prime} \mathbb{Z}$ for positive integers $n^{\prime}$ and $n$. Note that $n>1$ otherwise $K$ would be a cyclic subgroup. We have $(m / n) \Lambda \subseteq \Lambda^{\prime}$ because for $z=a \omega_{1}+b \omega_{2} \in \Lambda$ we see $\frac{m}{n} z=m\left(\frac{a}{n} \omega_{1}+\frac{n^{\prime} b}{n n^{\prime}} \omega_{2}\right) \in m \tilde{K} \subseteq \Lambda^{\prime}$ with $\tilde{K}=\cup_{z \in K} z$. A similar argument shows that

$$
\varphi: \mathbb{C} / \Lambda \rightarrow \mathbb{C} / \Lambda^{\prime}, z+\Lambda \mapsto \frac{m}{n} z+\Lambda^{\prime}
$$

is well-defined.
Now $\Phi$ factors as $\varphi \circ[n]$ where $[n]$ is the multiplication-by- $n$ map on $\mathbb{C} / \Lambda$. (This is a special case of Corollary 4.11 in Chapter III of [Sil86b].) Now we have an isogeny $\varphi$ from $\mathbb{C} / \Lambda$ to $\mathbb{C} / \Lambda^{\prime}$ with degree less than the degree of $\Phi$. Thus the degree of $\Phi$ was not minimal amongst the isogenies between $\mathbb{C} / \Lambda$ and $\mathbb{C} / \Lambda^{\prime}$. This proves the claim.

Note that the lemma is also true for two elliptic curves defined over a number field $K$ when considering only isogenies defined over $K$. See Corollary 4.11 and page 74 in [Sil86b] or [MW90] for a detailed proof.

It is easy to describe an $N$-isogeny, by the action of integral 2 -by- 2 matrices on the lattice. Such an isogeny is related by a matrix of the form

$$
\left(\begin{array}{ll}
a & b \\
0 & d
\end{array}\right)
$$

with $0 \leq b<d$ and $N=a d$ with $\operatorname{gcd}(a, b, d)=1$. The number of such matrices is given by the Dedekind $\psi$-function

$$
\psi(N)=N \prod_{p \mid N}\left(1+\frac{1}{p}\right)
$$

running over all prime divisors of $N$. This is a multiplicative function. For details see for example Chapter 5 of [Lan87] or Lemma 11.24 in [Cox11].

For two elliptic curves $E$ and $E^{\prime}$ we define

$$
\operatorname{Hom}\left(E, E^{\prime}\right)=\left\{\text { isogenies from } E_{1} \text { to } E_{2}\right\} \cup\{[0]\}
$$

and

$$
\operatorname{End}(E)=\operatorname{Hom}(E, E)
$$

called the endomorphism ring of $E$. As mentioned before, if we consider a lattice $\Lambda$ then $\operatorname{End}(\mathbb{C} / \Lambda)=\{\alpha \in \mathbb{C} \backslash\{0\} ; \alpha \Lambda \subseteq \Lambda\}$. We have already seen that $\mathbb{Z} \subseteq \operatorname{End}(E)$. The question now is, if there can be more endomorphisms. This brings us to the next part.

### 1.3.2 Complex Multiplication

Let $E: y^{2}=4 x^{3}-g_{2} x-g_{3}$ be an elliptic curve. We can associate a lattice to it which we assume is generated by $\omega_{1}$ and $\omega_{2}$. One can show that either $\operatorname{End}(E)=\mathbb{Z}$ or $\mathbb{Q}\left(\omega_{1} / \omega_{2}\right)$ is an imaginary quadratic extension of $\mathbb{Q}$ and $\operatorname{End}(E)$ is an order in that field. To see that $\operatorname{End}(E)$ lies in a quadratic field we pick $a, b, c, d \in \mathbb{Z}$ such that $\alpha \omega_{1}=a \omega_{1}+b \omega_{2}$ and $\alpha \omega_{2}=c \omega_{1}+d \omega_{2}$ where $\alpha$ represents an element of $\operatorname{End}(E)$. Hence $\alpha$ is a zero of the quadratic characteristic polynomial of $\left(\begin{array}{cc}a & b \\ c & d\end{array}\right)$. Dividing $\alpha \omega_{2}$ by $\omega_{1}$ we get $\alpha=c \tau+d$ with $\tau=\omega_{1} / \omega_{2}$. Since $\omega_{1}$ and $\omega_{2}$ span a lattice we can not have $\tau \in \mathbb{R}$. Thus if $\alpha$ is not an integer, then we must have $c \neq 0$ and $\mathbb{Q}(\alpha)=\mathbb{Q}(\tau)$. Conversely, if $\tau$ is imaginary quadratic and $\mathcal{O}$ an order in $\mathbb{Q}(\tau)$, then $E=\mathbb{C} / \mathcal{O}$ is an elliptic curve and $\operatorname{End}(E)=\mathcal{O}$.

Definition. An elliptic curve $E$ is said to have complex multiplication, or CM for short, if $\operatorname{End}(E)$ is strictly larger than $\mathbb{Z}$.

One example is the elliptic curve associated to the lattice $\mathbb{Z}[i]$. The endomorphism ring is equal to $\mathbb{Z}[i]$. Note that $\mathbb{Z}[i]=i \mathbb{Z}[i]$ so that $g_{3}(Z[i])=g_{3}(i \mathbb{Z}[i])=i^{6} g_{3}(\mathbb{Z}[i])=$ $-g_{3}(\mathbb{Z}[i])$ and hence $g_{3}(\mathbb{Z}[i])=0$. This implies $j(i)=j(\mathbb{Z}[i])=1728$. Giving the elliptic curve as an equation $E: y^{2}=x^{3}+x$ we see that it has complex multiplication because we can define

$$
[i](x, y)=(-x, i y)
$$

Another interesting example is given by $y^{2}=x^{3}+1$. Here we have

$$
\left[\zeta^{2}\right](x, y)=\left(\zeta^{2} x, y\right)
$$

where $\zeta=e^{2 \pi i / 6}$. This curve is isomorphic to the one corresponding to the lattice $\mathbb{Z}[\zeta]$ and a similar argument as before shows $g_{2}(\mathbb{Z}[\zeta])=0$. This implies $j(\zeta)=j(\mathbb{Z}[\zeta])=0$.

So the $j$-invariants of the elliptic curves we have seen are both in $\mathbb{Q}$. This of course can not be for all elliptic curves but we might ask for which elliptic curves the $j$-invariant is in $\overline{\mathbb{Q}}$.

Definition. A singular modulus is the $j$-invariant of an elliptic curve with complex multiplication.

Now the question is, whether or not, having complex multiplication changes under isogeny. If we have two isogenous elliptic curves $E_{1} \simeq \mathbb{C} / \Lambda_{1}$ and $E_{1} \simeq \mathbb{C} / \Lambda_{1}$, then $E_{1}$ has complex multiplication if and only if $E_{2}$ has complex multiplication as the following argument shows. Let $\varphi: \mathbb{C} / \Lambda_{1} \rightarrow \mathbb{C} / \Lambda_{2}$ be an isogeny between the elliptic curves given by $z+\Lambda_{1} \mapsto m z+\Lambda_{2}$. Then there exists an isogeny $\hat{\varphi}: \mathbb{C} / \Lambda_{2} \rightarrow \mathbb{C} / \Lambda_{1}$ called the dual-isogeny and can be constructed as follows. We have $\Lambda_{1} \subseteq \frac{1}{m} \Lambda_{2}$ by the definition of the isogeny. Write $\Lambda_{2}=\omega_{1} \mathbb{Z}+\omega_{2} \mathbb{Z}$. By the theory of finite abelian groups there are positive integers $n_{1}$ and $n_{2}$ such that $\Lambda_{1}=\frac{n_{1}}{m} \omega_{1} \mathbb{Z}+\frac{n_{2}}{m} \omega_{2} \mathbb{Z}$. Then $\frac{n_{1} n_{2}}{m} \Lambda_{2}=\frac{n_{1}}{m} \omega_{1} n_{2} \mathbb{Z}+\frac{n_{2}}{m} \omega_{2} n_{1} \mathbb{Z} \subseteq \Lambda_{1}$, and the dual isogeny is defined by $z+\Lambda_{2} \mapsto \frac{n_{1} n_{2}}{m} z+\Lambda_{1}$. Now if $E_{1}$ has complex multiplication and $\alpha$ is a complex number representing a non-integer in $\operatorname{End}\left(E_{1}\right)$, then

$$
m \alpha \frac{n_{1} n_{2}}{m} \Lambda_{2} \subseteq m \alpha \Lambda_{1} \subseteq m \Lambda_{1} \subseteq \Lambda_{2}
$$

Thus, the map $\alpha \mapsto m \alpha \frac{n_{1} n_{2}}{m}$ defines a group homomorphism from $\operatorname{End}\left(E_{1}\right)$ to $\operatorname{End}\left(E_{2}\right)$. This map is injective since the composition of isogenies is again an isogeny, i.e. a non-zero map.

Theorem 1.10 Singular moduli are algebraic integers. If $\Delta$ is attached to the endomorphism ring of the elliptic curve associated to a singular modulus, then the degree of the singular modulus is the class number $\mathcal{C}(\Delta)$. Moreover, if $Q_{1}, \ldots, Q_{\mathcal{C}(\Delta)}$ is a full set of representatives of reduced positive definite forms, then $j\left(\alpha_{Q_{1}}\right), \ldots, j\left(\alpha_{Q_{\mathcal{C}(\Delta)}}\right)$ is a full orbit of Galois conjugates.

Proof. See for example [Sil99, Chapter II, Theorem 4.3].
In other words, the $j$-invariants of elliptic curves with complex multiplication are not only algebraic but they are algebraic integers. In fact we have the following converse. If $\omega_{1} / \omega_{2}$ is in the upper half-plane and an algebraic number of degree at least 3 , then the $j$-invariant of the elliptic curve associated to the lattice $\omega_{1} \mathbb{Z}+\omega_{2} \mathbb{Z}$ is transcendental. A proof of this can be found in Corollaire 3.2.4 of [Wal79].

### 1.3.3 Heights: Part II

For more details about this section see [HS13] for example. In the first section we introduced heights on the projective space. We can consider the points of $E(K)$ as points in $\mathbb{P}_{K}^{2}$. There is also a canonical height associated to points on elliptic curves. For $0 \neq P \in E(\bar{K})$ we define

$$
h_{x}(P)=h([x(P): 1]),
$$

where $x(P) \in K$ denotes the $x$-coordinate of $P$ and $h_{x}(O)=0$.
Definition. The Néron-Tate height of a point $P$ on an elliptic curve $E / K$ is defined as

$$
\hat{h}(P):=\lim _{n \rightarrow \infty} \frac{h_{x}\left(\left[2^{n}\right] P\right)}{4^{n}},
$$

where $\left[2^{n}\right]$ denotes the multiplication-by $-2^{n}$ isogeny on $E$. Note that the limit exists. See for example [Mil06].

One can show that $x$ may be replaced by any nonconstant even function $f$ in the function field $K(E)$ after dividing the limit by $\operatorname{deg}(f)$. Clearly, the height of the neutral element of $E$ is 0 .

This gives a height for the points on an elliptic curve. We can also define the height of an elliptic curve. One way to define the height for an elliptic curve $E$ with $j$-invariant $j$ is $h(j)$ since it is an invariant. This is called the modular height of $E$. Another definition was given by Faltings in [Fal83]. Again, this is actually the height of a point when we treat elliptic curves as points on modular curves. In his paper he defined the nowadays called Faltings height for abelian varieties. Elliptic curves are the simplest example of abelian varieties.

For an elliptic curve $E / K$ and $\sigma: K \hookrightarrow \mathbb{C}$ we define $E^{\sigma}$ by applying $\sigma$ on the coefficients of $E$. Then $E^{\sigma}$ is defined over $\sigma(K)$. If $j$ is the $j$-invariant of $E$, then the $j$-invariant of $E^{\sigma}$ is $\sigma(j)$. We choose $\tau_{\sigma} \in \mathcal{F}$ such that $\sigma(j)=j\left(\tau_{\sigma}\right)$. Recall that every infinite place of $M_{K}^{\infty}$ gives rise to a $\sigma: K \hookrightarrow \mathbb{C}$.

The minimal discriminant of $E / K$ is defined as

$$
\mathfrak{D}_{E / K}=\prod_{\mathfrak{p} \in M_{K} \backslash M_{K}^{\infty}} \mathfrak{p}^{\operatorname{ord}_{p} \Delta_{\mathfrak{p}}},
$$

where $\Delta_{\mathfrak{p}}$ is the minimal discriminant of $E$ at $\mathfrak{p}$.
Definition. Let $E / K$ be an elliptic curve. We assume that $E$ has everywhere semistable reduction over $K$. (Such a number field exists.) We define the (stable) Faltings height of $E$ by

$$
h(E):=\frac{1}{12[K: \mathbb{Q}]}\left(\log \left|N_{K / \mathbb{Q}}\left(\mathfrak{D}_{E / K}\right)\right|-\sum_{\sigma: K \hookrightarrow \mathbb{C}} \log \left(\left|\Delta\left(\tau_{\sigma}\right)\right| \operatorname{Im}\left(\tau_{\sigma}\right)^{6}\right)\right)+\frac{1}{2} \log \pi .
$$

The definition is independent of $K$ as long as $E$ has everywhere semi-stable reduction. Note that in Faltings' original definition the term $\frac{1}{2} \log \pi$ was not present. We use the symbol $h$ instead of $h_{F}$ since there should be no ambiguity in the text. The Faltings height of an abelian variety can be defined as follows. Let $A / K$ be an abelian variety of dimension $g$ defined over a field $K$ that admits semi-stable reduction and let $\mathcal{A} \rightarrow$ $\operatorname{Spec} \mathcal{O}_{K}$ be the Neŕon model, where $\mathcal{O}_{K}$ is the ring of integers of $K$. Let $s: ~ S p e c \mathcal{O}_{K} \rightarrow$ $\mathcal{A}$ be the zero section. We denote by $\omega_{\mathcal{A} / \mathcal{O}_{K}}$ the pullback $s^{*} \Omega_{\mathcal{A} / \mathrm{Spec} \mathcal{O}_{K}}$ of the sheaf of differential $g$-forms on $\mathcal{A}$. This can be made into a metrized line bundle $\bar{\omega}_{\mathcal{A} / \mathcal{O}_{K}}$ and the Faltings height $h(A)$ of $A$ is defined as the normalized Arakelov degree of $\bar{\omega}_{\mathcal{A} / \mathcal{O}_{K}}$. Again, the original definition by Faltings is $h(A)-\frac{g}{2} \log \pi$.

## 2 The CM case

We fix a singular modulus $j$. Elliptic curves with $j$-invariant $j$ have the same endomorphism ring. Let $\Delta$ denote the discriminant of this ring. We want to prove the following result.

Theorem 2.1 Let $j$ be a singular modulus and let $\Delta$ be its discriminant. Let $\alpha$ be an algebraic number that is the $j$-invariant of an elliptic curve without complex multiplication. If we assume that $j-\alpha$ is an algebraic unit, then $|\Delta|$ is bounded from above by

$$
|\Delta| \leq e^{15 C}
$$

Thus there are only finitely many singular moduli $j$ such that $j-\alpha$ is an algebraic unit. Here $C$ is a computable constant and can be found on page 36.

### 2.1 Bounding points in the fundamental domain

Let $\mathcal{Q}(\Delta)$ be the set ( $\subseteq \mathbb{Z}^{3}$ ) of coefficients representing reduced primitive, positive definite quadratic forms with discriminant $\Delta$ and let $\mathcal{C}(\Delta)$ be the class number defined in Chapter 1. We will write $\Delta=D f^{2}$ throughout this exposition, where $D$ is the discriminant of the imaginary quadratic field $\mathbb{Q}(\sqrt{\Delta})$ and $f \in \mathbb{N}$ is called the conductor. For $\xi \in \mathcal{F}$ and $\varepsilon>0$ we define

$$
\mathcal{C}(\Delta ; \xi ; \varepsilon)=\#\left\{(a, b, c) \in \mathcal{Q}(\Delta) ;\left|\frac{-b+\Delta^{1 / 2}}{2 a}-\xi\right|<\varepsilon\right\} .
$$

We also define the function $F$ of $\Delta$ by

$$
F=F(\Delta)=\max \left\{2^{\omega(a)} ; a \leq|\Delta|^{1 / 2}\right\},
$$

where $\omega(n)$ is the number of distinct prime divisors of $n$. We also define the modified conductor by

$$
\tilde{f}= \begin{cases}f & D \equiv 1 \bmod 4 \\ 2 f & D \equiv 0 \bmod 4\end{cases}
$$

Then $\Delta / \tilde{f}^{2}$ is square-free.
Let $\sigma_{k}(n)=\sum_{d \mid n} d^{k}$. We are now ready to state the first lemma that gives a bound on the $\tau$ in a neighborhood of a fixed point such that $j(\tau)$ is a singular modulus of fixed discriminant. While this is a generalization of Theorem 2.1 in [BHK18], the constants are not as good as in that very paper.

Lemma 2.2 Let $\Delta$ be a negative integer, $y=\operatorname{Im}(\xi) \geq \sqrt{3} / 2$ and $0<\varepsilon<1 / 4$. Then

$$
\mathcal{C}(\Delta ; \xi ; \varepsilon) \leq F(\Delta)\left(32 \frac{\sigma_{1}(\tilde{f})}{\tilde{f}} \frac{|\Delta|^{1 / 2}}{4 y^{2}-1} \varepsilon^{2}+8 \sigma_{0}(\tilde{f})\left|\frac{\Delta}{3}\right|^{1 / 4} \varepsilon+8 \frac{|\Delta|^{1 / 2}}{4 y^{2}-1} \varepsilon+2\right)
$$

Proof. We start with $|\tau-\xi|<\varepsilon$. This implies that the real and imaginary parts satisfy

$$
\begin{aligned}
& \operatorname{Im}(\tau) \in(\operatorname{Im}(\xi)-\varepsilon, \operatorname{Im}(\xi)+\varepsilon) \\
& \operatorname{Re}(\tau) \in(\operatorname{Re}(\xi)-\varepsilon, \operatorname{Re}(\xi)+\varepsilon) .
\end{aligned}
$$

Now $\tau$ is of the form $(-b+\sqrt{\Delta}) / 2 a$ and thus $\operatorname{Im}(\tau)=|\Delta|^{1 / 2} / 2 a$ and $\operatorname{Re}(\tau)=-b / 2 a$. This amounts to

$$
y-\varepsilon<\frac{|\Delta|^{1 / 2}}{2 a}<y+\varepsilon
$$

or equivalently

$$
a \in\left(\frac{|\Delta|^{1 / 2}}{2 y+2 \varepsilon}, \frac{|\Delta|^{1 / 2}}{2 y-2 \varepsilon}\right)=: I
$$

For $b$ we obtain

$$
\begin{equation*}
2 a(\operatorname{Re}(\xi)-\varepsilon)<-b<2 a(\operatorname{Re}(\xi)+\varepsilon) \tag{2.1}
\end{equation*}
$$

so $b$ lies in an interval of length $4 a \varepsilon$. For two integers $m$ and $n$ we denote by $\operatorname{gcd}_{2}(m, n)$ the greatest common divisor $d$ of $m$ and $n$ such that $d^{2} \mid m$ and $d^{2} \mid n$. We have $\Delta=b^{2}-4 a c$, so in particular $b^{2} \equiv \Delta \bmod a$. Thus, the residue classes modulo $a / \operatorname{gcd}_{2}(a, \Delta)$ of $b \in \mathbb{Z}$ satisfying $b^{2} \equiv \Delta \bmod a$ is at most $2^{\omega(a / \operatorname{gcd}(a, \Delta))+1}$ by Lemma 2.4 in [BHK18]. Note that we have $\omega(a / \operatorname{gcd}(a, \Delta)) \leq \omega(a)$. But $b$ also lies in the interval given in equation (2.1), so that by Lemma 2.5 of [BHK18] there are at most

$$
\begin{equation*}
\left(\frac{2 a(\operatorname{Re}(\xi)+\varepsilon)-2 a(\operatorname{Re}(\xi)-\varepsilon)}{a / \operatorname{gcd}_{2}(a, \Delta)}+1\right) 2^{\omega(a)+1}=\left(4 \varepsilon \operatorname{gcd}_{2}(a, \Delta)+1\right) 2^{\omega(a)+1} \tag{2.2}
\end{equation*}
$$

possible $b$ 's for any fixed $a$. Recall that $a \leq|\Delta / 3|^{1 / 2}$ by Lemma 1.1 , so that $2^{\omega(a)} \leq F$. Using the equality in (2.2) and applying Lemma 2.6 of [BHK18] in the second inequality
we get

$$
\begin{aligned}
\mathcal{C}(\Delta ; \xi ; \varepsilon) & \leq 8 \varepsilon \sum_{a \in I \cap \mathbb{Z}} \operatorname{gcd}_{2}(a, \Delta) 2^{\omega(a)}+2 \sum_{a \in I \cap \mathbb{Z}} 2^{\omega(a)} \\
& \leq 8 \varepsilon F \sum_{\substack{a \in I \cap \mathbb{Z}}} \operatorname{gcd}_{2}(a, \Delta)+2 F \#(I \cap \mathbb{Z}) \\
& \leq 8 \varepsilon F \sum_{\substack{d^{2}\left|\Delta \\
a \leq|\Delta / 3|^{1 / 4}\right.}} d \cdot \#\left(I \cap d^{2} \mathbb{Z}\right)+2 F \#(I \cap \mathbb{Z}) .
\end{aligned}
$$

Here we used Lemma 1.1 in the last step again. But since $\Delta / \tilde{f}^{2}$ is square-free we obtain

$$
\mathcal{C}(\Delta ; \xi ; \varepsilon) \leq 8 \varepsilon F \sum_{\substack{d\left|\tilde{f} \\ d \leq|\Delta / 3|^{1 / 4}\right.}} d\left(\frac{|I|}{d^{2}}+1\right)+2 F(|I|+1)
$$

where $|I|$ is the length of $I$. This can be further simplified to

$$
\begin{aligned}
\mathcal{C}(\Delta ; \xi ; \varepsilon) & \leq 8 \varepsilon F|I| \sum_{\substack{d\left|\tilde{f} \\
d \leq|\Delta / 3|^{1 / 4}\right.}} d^{-1}+8 \varepsilon F \sum_{\substack{d\left|\tilde{f} \\
d \leq|\Delta / 3|^{1 / 4}\right.}} d+2 F(|I|+1) \\
& \leq 8 \varepsilon F|I| \frac{\sigma_{1}(\tilde{f})}{\tilde{f}}+8 \varepsilon F\left|\frac{\Delta}{3}\right|^{1 / 4} \sigma_{0}(\tilde{f})+2 F(|I|+1) .
\end{aligned}
$$

The length of $I$ can be estimated by

$$
\frac{|\Delta|^{1 / 2}}{2 y-2 \varepsilon}-\frac{|\Delta|^{1 / 2}}{2 y+2 \varepsilon}=|\Delta|^{1 / 2} \frac{2 y+2 \varepsilon-(2 y-2 \varepsilon)}{4 y^{2}-4 \varepsilon^{2}} \leq|\Delta|^{1 / 2} \frac{4 \varepsilon}{4 y^{2}-1}
$$

This gives the desired inequality.

The next corollary gives a bound on $\mathcal{C}(\Delta ; \xi ; \varepsilon)$ just in terms of $\Delta$ and $\varepsilon$.
Corollary 2.3 For $|\Delta| \geq 10^{14}$ and $0<\varepsilon<1 / 4$ we have

$$
\mathcal{C}(\Delta ; \xi ; \varepsilon) \leq F(\Delta)\left(32|\Delta|^{1 / 2} \varepsilon^{2} \log \log \left(|\Delta|^{1 / 2}\right)+11|\Delta|^{1 / 2} \varepsilon+2\right) .
$$

Proof. For $|\Delta| \geq 10^{14}$ we can find the following results as Lemma 2.8 in [BHK18]

$$
\begin{gathered}
\sigma_{0}(\tilde{f}) \leq|\Delta|^{0.192} \leq|\Delta|^{1 / 4} \\
\sigma_{1}(\tilde{f}) / \tilde{f} \leq 1.842 \log \log \left(|\Delta|^{1 / 2}\right)
\end{gathered}
$$

Moreover, we have $y \geq \sqrt{3} / 2$ and thus $4 y^{2}-1 \geq 2$. Hence

$$
\frac{\sigma_{1}(\tilde{f})}{\tilde{f}} \frac{|\Delta|^{1 / 2}}{4 y^{2}-1} \varepsilon^{2} \leq|\Delta|^{1 / 2} \varepsilon^{2} \log \log \left(|\Delta|^{1 / 2}\right)
$$

and

$$
\begin{aligned}
8 \sigma_{0}(\tilde{f})\left|\frac{\Delta}{3}\right|^{1 / 4} \varepsilon+8 \frac{|\Delta|^{1 / 2}}{4 y^{2}-1} \varepsilon & \leq \frac{8}{3^{1 / 4}}|\Delta|^{1 / 2} \varepsilon+4|\Delta|^{1 / 2} \varepsilon \\
& \leq 7|\Delta|^{1 / 2} \varepsilon+4|\Delta|^{1 / 2} \varepsilon
\end{aligned}
$$

which gives the claimed statement.

### 2.2 Height bounds

From now on $\alpha$ will be the $j$-invariant of an elliptic curve without complex multiplication. As a preparation we will start with some properties of the $j$-function.

Lemma 2.4 The function $j(1 / 2+i y)$ as a function of $y$ on the interval $[\sqrt{3} / 2, \infty)$ is real and decreasing. The function $j\left(e^{i \theta}\right)$ on the interval $[\pi / 3, \pi / 2]$ is real and increasing, and we have $j\left(e^{i \pi / 2}\right)=j(i)=1728$. The function $j(i y)$ on the interval $[1, \infty)$ is real and increasing.

Proof. Recall $q=e^{2 \pi i \tau}$. For $\tau=\frac{1}{2}+i y$ with $y \geq \sqrt{3} / 2$ we have $q=e^{\pi i} e^{-2 \pi y}=-e^{-2 \pi y}$. Thus $j(\tau)$ is real since all non-zero coefficients of $j$ are positive integers. We have $j(1 / 2+i \sqrt{3} / 2)=0$ and from page 227 of [Cox11] we know $j(1 / 2+\sqrt{-7} / 2)=-15^{3}$. But the map $y \mapsto j(1 / 2+i y)$ is continuous and injective because $j$ is continuous and injective as a function on $\mathcal{F}$. Thus, it is monotonically decreasing.

Similarly, if $\tau=i y$ with $y \geq 1$, then $q=e^{-2 \pi y}$. We know $j(i)=1728=12^{3}$ and again from page 227 of [Cox11] we know $j(i \sqrt{2})=20^{3}$. The same argument as before shows the claim for the map $y \mapsto j(i y)$.

It remains to show that $j\left(e^{i \theta}\right)$ is real because in that case $j\left(e^{i \pi / 3}\right)=0$ and $j\left(e^{i \pi / 2}\right)=$ 1728 imply the monotonicity. Write $\tau=e^{i \theta}$. We have $\bar{q}=e^{2 \pi i(-\bar{\tau})}$ and

$$
\overline{j(\tau)}=(\bar{q})^{-1}+\sum_{n=0}^{\infty} c_{n}(\bar{q})^{n}=j(-\bar{\tau}) .
$$

But $j$ is $\mathrm{SL}_{2}(\mathbb{Z})$-invariant so that $\overline{j(\tau)}=j(-\bar{\tau})=j(\tau)$ since $|\tau|=1$. Therefore, $j(\tau)$ must be real. This completes the proof.

The next two statements tell us something about the growth of $j(\tau)$ as $|\tau|$ goes to infinity.

Proposition 2.5 If $\tau$ is in $\mathcal{F}$, then $\left||j(\tau)|-e^{2 \pi \operatorname{Im}(\tau)}\right| \leq 2079$.
This result can be found in Lemma 1 of [BMZ13]. We are going to prove the following result, which is of similar nature.

Lemma 2.6 Let $\tau$ be complex with $\operatorname{Im}(\tau) \geq 1 / 2$. Then

$$
\left||j(\tau)|-e^{2 \pi \operatorname{Im}(\tau)}\right| \leq 287473
$$

Proof. We have $j(\tau)=q^{-1}+c_{0}+c_{1} q+\cdots$, where as usual $q=e^{2 \pi i \tau}$. Recall from Chapter 1 that the coefficients of the $q$-expansion of $j$ are all non-negative integers. Then $\left||j|-\left|q^{-1}\right|\right| \leq \sum_{n=0}^{\infty} c_{n}|q|^{n} \leq \sum_{n=0}^{\infty} c_{n} q_{0}^{n}$ with $q_{0}=e^{2 \pi i \tau_{0}}=e^{-\pi}$ and $\tau_{0}=i / 2$. The right-hand side of the inequality is equal to $j\left(\tau_{0}\right)-q_{0}^{-1}=66^{3}-e^{\pi} \leq 287473$. Note that we have used $j\left(\tau_{0}\right)=j\left(-1 / \tau_{0}\right)$ since the $j$-function is $\mathrm{SL}_{2}(\mathbb{Z})$-invariant, and that $j\left(-1 / \tau_{0}\right)=j(2 i)=66^{3}$ by Table 12.20 in [Cox11].

In Lemma 2.4 we proved that the $j$-function is real on the vertical and unit circle geodesics of the fundamental domain and on the imaginary axis. We can even say that the $j$-function is not real outside of this set, as the following statement shows.

Corollary 2.7 If $\tau \in \mathcal{F}$ with $\operatorname{Re}(\tau) \neq 0, \pm \frac{1}{2}$ and $|\tau|>1$, then $\operatorname{Im}(j(\tau)) \neq 0$. Moreover, $\operatorname{Im}(j(\tau))<0$ for $0<\operatorname{Re}(\tau)<1 / 2$ and $\operatorname{Im}(j(\tau))>0$ for $-1 / 2<\operatorname{Re}(\tau)<0$.

Proof. The proof is just an application of the intermediate value theorem. We use that $j$ is injective on $\mathcal{F}$. Assume $j(\tau)=R$ real with $|\tau|>1$ and $-1 / 2<\operatorname{Re}(\tau)<0$ or $0<\operatorname{Re}(\tau)<1 / 2$. If $0 \leq R \leq 1728$, then $j\left(e^{i \theta}\right)=R$ for some $\pi / 3 \leq \theta \leq \pi / 2$ by the intermediate value theorem applied to the real function $t \mapsto j\left(e^{i t}\right)$. This is a contradiction to the injectivity of $j$ on $\mathcal{F}$ since $|\tau|>1$.

Assume $R \geq 1728$. By Lemma $2.4 j(i R) \geq 1728$ and applying Proposition 2.5 we have $j(i R) \geq e^{2 \pi R}-2079$. Thus $j(i R) \geq R$ and applying the intermediate value theorem again gives a $t \geq 1$ with $j(i t)=R$. This is a contradiction since $0<\tau<1 / 2$. The case when $R<0$ follows similarly.

To show $\operatorname{Im}(j(\tau))<0$ for $0<\operatorname{Re}(\tau)<1 / 2$ and $|\tau|>1$ we assume we have $\tau_{0}, \tau_{1}$ in the interior of the fundamental domain $\mathcal{F}^{\circ}$ with positive real part and such that $\operatorname{Im}\left(j\left(\tau_{0}\right)\right)<0$ and $\operatorname{Im}\left(j\left(\tau_{1}\right)\right)>0$. Choose a path in $\mathcal{F}^{\circ}$, parametrized by $\gamma:[0,1] \rightarrow \mathcal{F}$, such that $\gamma(0)=\tau_{0}, \gamma(1)=\tau_{1}$ and such that every point in $\gamma([0,1])$ is in the interior of $\mathcal{F}$ and has positive real part. The function $t \mapsto \operatorname{Im}(j(\gamma(t)))$ is continuous and satisfies $\operatorname{Im}(j(\gamma(0)))=\operatorname{Im}\left(j\left(\tau_{0}\right)\right)<0$ and $\operatorname{Im}(j(\gamma(1)))=\operatorname{Im}\left(j\left(\tau_{1}\right)\right)>0$. By the intermediate value theorem we have a $0<t<1$ with $\operatorname{Im}(j(\gamma(t)))=0$ which is impossible by the
choice of $\gamma$ and the first claim of the corollary. So it suffices to give a value of $j(\tau)$ with $0<\operatorname{Re}(\tau)<1 / 2$ and $\operatorname{Im}(j(\tau))<0$. We have

$$
j\left(\frac{1+5 i}{4}\right)=-1728(\sqrt{5}-2)^{20}(3-2 \sqrt{\sqrt{5}} i)^{6}\left(238 \sqrt{5}+\frac{861}{2}+60 \sqrt{\sqrt{5}} i\right)^{3}
$$

by page 17 of [Ad114]. A computation with Sage shows $\operatorname{Im}\left(j\left(\frac{1+5 i}{4}\right)\right)<0$. We must have $\operatorname{Im}(j(\tau))>0$ for $-1 / 2<\operatorname{Re}(\tau)<0$ by the same argument and the fact that $j: \mathcal{F} \rightarrow \mathbb{C}$ is surjective. This completes the proof.

The following two lemmas for $h(j)$ can be found in [BHK18]. The proofs follow directly from the statements in that very paper with the inequality $h(j-\alpha) \geq h(j)-h(\alpha)-\log 2$. For details see Proposition 4.1 and Proposition 4.3 in [BHK18].
Lemma 2.8 We have $[\mathbb{Q}(j): \mathbb{Q}]=\mathcal{C}(\Delta)$, and if $|\Delta| \geq 16$, then

$$
h(j-\alpha) \geq \frac{\pi|\Delta|^{1 / 2}-0.01}{\mathcal{C}(\Delta)}-h(\alpha)-\log 2
$$

Proof. The first statement is a classical result, see for example Chapter 13 in [Cox11]. By Theorem 1.10 one of the conjugates of $j$ is $j(\tau)$ with $\tau=\frac{\Delta+i \sqrt{|\Delta|}}{2}$. So one of the terms in the height of $h(j)$ is $\log \max \{1,|j(\tau)|\}$. We can forget about the other terms and get

$$
h(j) \geq \frac{1}{\mathcal{C}(\Delta)} \log \max \{1,|j(\tau)|\}
$$

Proposition 2.5 implies $|j(z)| \geq-2079+e^{2 \pi \operatorname{Im}(z)} \geq 0.992 e^{2 \pi \operatorname{Im}(z)}$ for all $z \in \mathcal{F}$ with $\operatorname{Im}(z) \geq 2$. Since $|\Delta| \geq 16$ this is the case for $\tau$, and thus

$$
\begin{aligned}
h(j) & \geq \frac{1}{\mathcal{C}(\Delta)} \log \max \{1,|j(\tau)|\} \geq \frac{1}{\mathcal{C}(\Delta)} \log \left(0.992 e^{\pi \sqrt{|\Delta|}}\right) \\
& \geq \frac{\pi|\Delta|^{1 / 2}-0.01}{\mathcal{C}(\Delta)}
\end{aligned}
$$

The claim now follows from Lemma 1.4 since $h(j)=h(j-\alpha+\alpha) \leq h(j-\alpha)+h(\alpha)+$ $\log 2$.
Lemma 2.9 We have

$$
h(j-\alpha) \geq \frac{3}{\sqrt{5}} \log |\Delta|-9.79-h(\alpha)-\log 2 .
$$

This lemma is more delicate and follows from work of Colmez [Col98] and NakkajimaTaguchi [NT91]. The two previous lemmas bound the height of $j-\alpha$ from below. Next
we want to bound the height of $j-\alpha$ from above when $j-\alpha$ is an algebraic unit.
The following lemma says that if two points in the fundamental domain are close together, then the difference of the images under the $j$-function can be bound from below in terms of the difference of the points. Recall that $\zeta=e^{2 \pi i / 6}$.

Lemma 2.10 Let $\zeta, \zeta^{2} \neq \xi \in \overline{\mathcal{F}}$. Put $B=4 \cdot 10^{5} \max \{1,|j(\xi)|\}$ and $A=\left|j^{\prime \prime}(i)\right|$ in the case when $\xi=i$ and $A=\left|j^{\prime}(\xi)\right|$ otherwise. For $|\tau-\xi| \leq \frac{A}{12 A+108 B} \leq \frac{1}{3}$ we have

$$
|j(\tau)-j(\xi)| \geq \frac{A}{4}|\tau-\xi|^{2}
$$

If $\xi \neq i$ we even have

$$
|j(\tau)-j(\xi)| \geq \frac{A}{2}|\tau-\xi|
$$

for $|\tau-\xi| \leq \frac{A}{6 A+18 B}$.

Note that we can write $j^{\prime \prime}(i)=-2 \cdot 3^{4} \Gamma(1 / 4)^{8} / \pi^{4}$ as Kühne shows in the appendix of [Wüs14]. Since $\Gamma(1 / 4)=3.6256 \ldots>3$ we could further estimate the first of the two bounds in the lemma by

$$
|j(\tau)-1728| \geq 12413|\tau-i|^{2}
$$

Proof. This is a special case of Lemma 2.4 in [BLP16]. We take $f(\tau)=j(\tau)-j(\xi)$. Assume $|\tau-\xi| \leq 1 / 3$. Then by Lemma 2.6

$$
\begin{aligned}
|f(\tau)| & \leq|j(\tau)|+|j(\xi)| \leq|j(\xi)|+e^{2 \pi \operatorname{Im}(\tau)}+287473 \\
& \leq|j(\xi)|+e^{2 \pi(\operatorname{Im}(\xi)+1 / 3)}+287473 .
\end{aligned}
$$

We have $e^{2 \pi / 3}<9$ so applying Proposition 2.5 we obtain

$$
\begin{aligned}
|f(\tau)| & \leq|j(\xi)|+e^{2 \pi(\operatorname{Im}(\xi)+1 / 3)}+287473 \\
& \leq|j(\xi)|+9|j(\xi)|+9 \cdot 2079+287473 \\
& \leq 10|j(\xi)|+306184 \\
& \leq 4 \cdot 10^{5} \max \{1,|j(\xi)|\} .
\end{aligned}
$$

We treat the two cases $\xi=i$ and $\xi \neq i$ separately and start with the latter. By [BLP16] we have

$$
|j(\tau)-j(\xi)|-A|\tau-\xi| \geq-\frac{A / 3+B}{(1 / 3)^{2}}|\tau-\xi|^{2}=-(3 A+9 B)|\tau-\xi|^{2}
$$

where $A=\left|j^{\prime}(\xi)\right|$. In the smaller disc $|\tau-\xi| \leq \frac{A}{2 \cdot(3 A+9 B)}$ we then obtain

$$
|j(\tau)-j(\xi)| \geq \frac{A}{2}|\tau-\xi| .
$$

Now assume $\xi=i$ and put $A=\left|j^{\prime \prime}(i)\right|$. By [BLP16] we conclude

$$
|j(\tau)-j(\xi)|-\frac{A}{2}|\tau-\xi|^{2} \geq-\frac{A / 9+B}{(1 / 3)^{3}}|\tau-\xi|^{3}=-(3 A+27 B)|\tau-\xi|^{3}
$$

and thus

$$
|j(\tau)-j(\xi)| \geq \frac{A}{4}|\tau-\xi|^{2}
$$

in the smaller disc $|\tau-\xi| \leq \frac{A}{4 \cdot(3 A+27 B)}$.

We can also bound the $j$-invariants outside of a neighborhood of $\xi$ as the following lemma shows. We write

$$
\mathcal{F}_{+}=\{\tau \in \mathcal{F} ; 0 \leq \operatorname{Re}(\tau) \leq 1 / 2\}
$$

and

$$
\mathcal{F}_{-}=\{\tau \in \mathcal{F} ;-1 / 2 \leq \operatorname{Re}(\tau) \leq 0\}
$$

Lemma 2.11 Let $\zeta \neq \xi, \tau \in \mathcal{F}_{+}$and put $A=\left|j^{\prime \prime}(i)\right|$ if $\xi=i$ and $A=\left|j^{\prime}(\xi)\right|$ otherwise. Also define $B=4 \cdot 10^{5} \max \{1,|j(\xi)|\}$. Assume $|\tau-\xi| \geq \delta$, where $\delta$ is defined as the minimum of $\frac{A}{12 A+108 B}$ and half the (euclidean) distance of $\xi$ to any geodesic of $\partial \mathcal{F}_{+}$ (i.e. the vertical line segments with real part 0 and $1 / 2$ and the part of the unit circle between those lines) not containing $\xi$. Then

$$
|j(\tau)-j(\xi)| \geq c(\xi)
$$

where $c(\xi)>0$ is an absolute constant depending on $\xi$ and is given by

$$
c(\xi)= \begin{cases}A \delta / 2 & \text { if } \xi \in \partial \mathcal{F}_{+} \backslash\{i\} \\ A \delta^{2} / 4 & \text { if } \xi=i \\ \min \{|\operatorname{Im}(j(\xi))|, A \delta / 2\} & \text { otherwise }\end{cases}
$$

Proof. We want to apply the maximum modulus principle. To do this we will give lower bounds on the boundary of $\mathcal{F}_{+}$, see Figure 2.1. By the previous lemma we have

$$
|j(\tau)-j(\xi)| \geq \frac{A}{2} \delta
$$



Figure 2.1: Application of the maximum modulus principle to the blue area.
or

$$
|j(\tau)-j(i)| \geq \frac{A}{4} \delta^{2}
$$

on the circle $|\tau-\xi|=\delta$. Also $\operatorname{Im}(\tau) \geq 6 \operatorname{Im}(\xi)$ implies $\operatorname{Im}(\tau) \geq \operatorname{Im}(\xi)+1$, so we obtain by applying Proposition 2.5 twice

$$
\begin{aligned}
|j(\xi)| & \leq 2079+e^{2 \pi \operatorname{Im}(\xi)}=2079-20 e^{2 \pi \frac{\sqrt{3}}{2}}+20 e^{2 \pi \frac{\sqrt{3}}{2}}+e^{2 \pi \operatorname{Im}(\xi)} \\
& <-2079+20 e^{2 \pi \frac{\sqrt{3}}{2}}+e^{2 \pi \operatorname{Im}(\xi)} \leq-2079+20 e^{2 \pi \operatorname{Im}(\xi)}+e^{2 \pi \operatorname{Im}(\xi)} \\
& \leq-2079+21 e^{2 \pi \operatorname{Im}(\xi)}<-2079+e^{2 \pi} e^{2 \pi \operatorname{Im}(\xi)} \\
& \leq-2079+e^{2 \pi \operatorname{Im}(\tau)} \\
& \leq|j(\tau)| .
\end{aligned}
$$

Thus, by using Proposition 2.5 twice we get

$$
\begin{aligned}
|j(\tau)-j(\xi)| & \geq|j(\tau)|-|j(\xi)| \\
& \geq-2079+e^{2 \pi \operatorname{Im}(\tau)}-\left(2079+e^{2 \pi \operatorname{Im}(\xi)}\right) \\
& \geq-2 \cdot 2079+e^{2 \pi \operatorname{Im}(\tau)}-e^{2 \pi \operatorname{Im}(\xi)} .
\end{aligned}
$$

Now we use $\operatorname{Im}(\tau) \geq 6 \operatorname{Im}(\xi)$ to get

$$
|j(\tau)-j(\xi)| \geq-2 \cdot 2079+e^{12 \pi \operatorname{Im}(\xi)}-e^{2 \pi \operatorname{Im}(\xi)}
$$

We have $e^{2 x} \geq 2 e^{x}$ for any $x \geq \log 2$ and $2 \pi \operatorname{Im}(\xi) \geq 1$ so that

$$
\begin{aligned}
|j(\tau)-j(\xi)| & \geq-2 \cdot 2079+e^{4 \pi \operatorname{Im}(\xi)}+e^{2 \pi \operatorname{Im}(\xi)}+e^{4 \pi \operatorname{Im}(\xi)}-e^{2 \pi \operatorname{Im}(\xi)} \\
& =-2 \cdot 2079+e^{4 \pi \operatorname{Im}(\xi)}+e^{4 \pi \operatorname{Im}(\xi)} .
\end{aligned}
$$

But also because of $\operatorname{Im}(\xi) \geq \sqrt{3} / 2$ we get

$$
\begin{equation*}
|j(\tau)-j(\xi)| \geq e^{4 \pi \operatorname{Im}(\xi)} \tag{2.3}
\end{equation*}
$$

We have $\delta \leq 1 / 12$ by definition and Lemme 1 of [FP87] gives for $\xi \neq i$

$$
\begin{aligned}
\frac{A}{2} \delta & \leq \frac{A}{24} \leq \frac{8 \pi}{24} e^{2(\pi+1) \max \left\{\operatorname{Im}(\xi), \operatorname{Im}(\xi)^{-1}\right\}} \\
& \leq \frac{8 \pi}{24} e^{3 \pi \max \left\{\operatorname{Im}(\xi), \operatorname{Im}(\xi)^{-1}\right\}}
\end{aligned}
$$

So if $\operatorname{Im}(\xi) \geq 1$, then

$$
|j(\tau)-j(\xi)| \geq \frac{A}{2} \delta
$$

If $\sqrt{3} / 2 \leq \operatorname{Im}(\xi) \leq 1$, then

$$
\frac{A}{2} \delta \leq \frac{8 \pi}{24} e^{3 \pi \operatorname{Im}(\xi)^{-1}} \leq \frac{8 \pi}{24} e^{2 \pi / \sqrt{3}} \leq e^{4 \pi \cdot \sqrt{3} / 2} \leq e^{4 \pi \operatorname{Im}(\xi)}
$$

So in any case

$$
|j(\tau)-j(\xi)| \geq \frac{A}{2} \delta
$$

for $\xi \neq i$. If $\xi=i$, then as described after Lemma 2.10 we get

$$
\frac{A}{4} \delta^{2} \leq 12414 \delta^{2} \leq 87
$$

which together with (2.3) gives

$$
|j(\tau)-j(i)| \geq \frac{A}{4} \delta^{2}
$$

So we have treated all the $\tau$ with large imaginary part. Now we have to go through the different cases for $\xi$ to bound the boundary. We start with $\operatorname{Re}(\xi)=1 / 2$ so that we are in the case of Figure 2.2.

For the remainder of the proof we will be using that $j$ is monotonically increasing or decreasing on the boundary as shown in Lemma 2.4. If $\tau$ is on the same boundary component as $\xi$, then $\operatorname{Im}(\tau) \geq \operatorname{Im}(\xi)+\delta$ or $\operatorname{Im}(\tau) \leq \operatorname{Im}(\xi)-\delta$. Therefore, by monotonicity


Figure 2.2: $\xi$ with real part $1 / 2$.
either $|j(\tau)|>|j(\xi)|$ which implies

$$
|j(\tau)-j(\xi)| \geq j(\xi)-j(\tau) \geq j(\xi)-j(\xi+i \delta)=|j(\xi)-j(\xi+i \delta)| \geq \frac{A}{2} \delta
$$

or $|j(\tau)|<|j(\xi)|$ and

$$
|j(\tau)-j(\xi)| \geq|j(\xi)|-|j(\tau)| \geq j(\xi-i \delta)-j(\xi)=|j(\xi)-j(\xi-i \delta)| \geq \frac{A}{2} \delta
$$

Note that the last inequality of both displays follows from Lemma 2.10 on the boundary $|\tau-\xi|=\delta$. If $|\tau|=1$ or $\operatorname{Re}(\tau)=0$, then $j(\tau) \geq 0$ and $j(\xi)<0$, so that

$$
\begin{aligned}
|j(\tau)-j(\xi)| & =j(\tau)-j(\xi) \geq-j(\xi) \\
& \geq j(\xi-i \delta)-j(\xi)=|j(\xi)-j(\xi-i \delta)| \\
& \geq \frac{A}{2} \delta
\end{aligned}
$$

Here we have used Lemma 2.10 for the last estimate. Altogether, if $\operatorname{Re}(\xi)=1 / 2$ we get by the minimum modulus principle

$$
|j(\tau)-j(\xi)| \geq \frac{A}{2} \delta
$$

as desired.

The second case is when $\operatorname{Re}(\xi)=0$ and $\xi \neq i$. We have $j(\tau) \leq 0$ if $\operatorname{Re}(\tau)=1 / 2$, and
thus

$$
\begin{aligned}
|j(\xi)-j(\tau)| & \geq j(\xi) \geq j(\xi)-j(\xi-i \delta) \\
& =|j(\xi)-j(\xi-i \delta)| \\
& \geq \frac{A}{2} \delta
\end{aligned}
$$

If $|\tau|=1$, then again by monotonicity and Lemma 2.10

$$
\begin{aligned}
|j(\xi)-j(\tau)| & \geq j(\xi)-j(\tau) \geq j(\xi)-j(\xi-i \delta) \\
& =|j(\xi)-j(\xi-i \delta)| \\
& \geq \frac{A}{2} \delta .
\end{aligned}
$$

For the case when $\operatorname{Re}(\tau)=0$ we have two subcases. When $\operatorname{Im}(\tau) \geq \operatorname{Im}(\xi)+\delta$, it follows $j(\tau)>j(\xi)$ and hence

$$
\begin{equation*}
|j(\xi)-j(\tau)| \geq j(\xi+i \delta)-j(\xi) \geq \frac{A}{2} \delta \tag{2.4}
\end{equation*}
$$

Or we have $\operatorname{Im}(\tau) \leq \operatorname{Im}(\xi)-\delta$ and we get

$$
|j(\xi)-j(\tau)| \geq j(\xi)-j(\xi-i \delta) \geq \frac{A}{2} \delta
$$

In sum, by applying the minimum modulus principle we obtain

$$
\begin{equation*}
|j(\tau)-j(\xi)| \geq \frac{A}{2} \delta \tag{2.5}
\end{equation*}
$$

The third case is $|\xi|=1$ and $\xi \neq i$. Write $\xi=e^{i \theta}$. Again we have three subcases. If $\operatorname{Re}(\tau)=1 / 2$, then $j(\tau) \leq 0$ and

$$
\begin{align*}
|j(\xi)-j(\tau)| & \geq j(\xi)-j(\tau) \geq j(\xi) \\
& \geq j(\xi)-j\left(e^{i(\theta-2 \arcsin (\delta / 2))}\right) \\
& =\left|j(\xi)-j\left(e^{i(\theta-2 \arcsin (\delta / 2))}\right)\right|  \tag{2.6}\\
& \geq \frac{A}{2} \delta .
\end{align*}
$$

Note that $e^{i(\theta-2 \arcsin (\delta / 2))}$ is one of the two points where the circle of radius $\delta$ and the
unit circle intersect. If $\operatorname{Re}(\tau)=0$, then $j(\tau) \geq 1728>j\left(e^{i(\theta+2 \arcsin (\delta / 2))}\right)>j(\xi)$ and

$$
\begin{aligned}
|j(\xi)-j(\tau)| & \geq j(\tau)-j(\xi) \geq j\left(e^{i(\theta+2 \arcsin (\delta / 2))}\right)-j(\xi) \\
& =\left|j(\xi)-j\left(e^{i(\theta+2 \arcsin (\delta / 2))}\right)\right| \\
& \geq \frac{A}{2} \delta
\end{aligned}
$$

If $|\tau|=1$, then $j(\tau)<j(\xi)$ or $j(\tau)>j(\xi)$ and Lemma 2.10 tells us

$$
\begin{equation*}
|j(\xi)-j(\tau)| \geq\left|j(\xi)-j\left(e^{i(\theta \pm 2 \arcsin (\delta / 2))}\right)\right| \geq \frac{A}{2} \delta \tag{2.7}
\end{equation*}
$$

By applying the minimum modulus principle we obtain the same result as in equation (2.5).

If $\xi=i$, then the estimates in equations (2.4) and (2.7) hold with $A \delta / 2$ replaced by $A \delta^{2} / 4$. Also equation (2.6) holds with $\xi$ replaced by $i$ and $A \delta / 2$ replaced by $A \delta^{2} / 4$, and thus by the minimum modulus principle

$$
|j(\tau)-j(i)| \geq \frac{A}{4} \delta^{2}
$$

The last case is $0<\operatorname{Re}(\xi)<1 / 2$ and $|\xi|>1$. Let $\tau \in \partial \mathcal{F}_{+}$. Then $j(\tau)$ is real and we have

$$
|j(\xi)-j(\tau)| \geq|\operatorname{Im}(j(\xi))-\operatorname{Im}(j(\tau))|=|\operatorname{Im}(j(\xi))|
$$

This is the case shown in Figure 2.1. Applying the minimum modulus principle gives the desired result.

Note that the same claim holds for $\mathcal{F}_{-}$since we have the symmetry $\operatorname{Re}(j(x+i y))=$ $\operatorname{Re}(j(-x+i y))$ and $\operatorname{Im}(j(x+i y))=-\operatorname{Im}(j(-x+i y))$ which directly follows from the $q$-expansion. If $j(\tau)$ and $j(\xi)$ are close we want $\left|\tau_{\sigma}-\xi_{\sigma}\right|$ to be small too, but we can not get this in general as Figure 2.3 shows.

Lemma 2.12 In the same setting as in the previous lemma, if $|j(\tau)-j(\xi)|<c(\xi)$, then $|\tau-M \xi|<\delta$ with $M \xi \in \overline{\mathcal{F}}$ for some $M \in \mathcal{T}$ where $\mathcal{T}=\left\{\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right),\left(\begin{array}{cc}1 & \pm 1 \\ 0 & 1\end{array}\right),\left(\begin{array}{cc}0 & -1 \\ 1 & 0\end{array}\right)\right\}$.

Proof. If $\xi, \tau$ are both in $\mathcal{F}_{+}$or both in $\mathcal{F}_{-}$, then $|\tau-\xi| \leq \delta$ by Lemma 2.11. We now can assume without loss of generality $\operatorname{Re}(\xi)<0$ and $\operatorname{Re}(\tau)>0$. If $\xi$ is on the boundary of $\mathcal{F}$, then $\operatorname{Re}(\xi)=-1 / 2$. Then we can apply Lemma 2.11 to $\tau$ and $\left(\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right) \xi$ and use $j(\xi)=j(\xi+1)$. If $|\xi|=1$ and $\operatorname{Re}(\xi)<0$, then we can again apply Lemma 2.11 to $\tau$ and $\left(\begin{array}{cc}0 & -1 \\ 1 & 0\end{array}\right) \xi$ and use $j(\xi)=j\left(\left(\begin{array}{cc}0 & -1 \\ 1 & 0\end{array}\right) \xi\right)$. If $-1 / 2<\operatorname{Re}(\xi)<0$ and $\tau \in \mathcal{F}_{+}$, then by


Figure 2.3: Neighborhoods of points on the boundary

Corollary 2.7

$$
\begin{aligned}
|j(\xi)-j(\tau)| & \geq|\operatorname{Im}(j(\xi))-\operatorname{Im}(j(\tau))|=\operatorname{Im}(j(\xi))-\operatorname{Im}(j(\tau)) \\
& =\operatorname{Im}(j(\xi))+|\operatorname{Im}(j(\tau))| \\
& \geq \operatorname{Im}(j(\xi)) \\
& \geq c(\xi)
\end{aligned}
$$

contrary to the assumption.
The following lemma can be found in [Hab15] as Lemma 5.
Lemma 2.13 Let $\sigma: \overline{\mathbb{Q}} \hookrightarrow \mathbb{C}$ and let $\tau$ be imaginary quadratic. Let $\tau_{\sigma}$ satisfy $j\left(\tau_{\sigma}\right)=$ $\sigma(j(\tau))$ with $\tau_{\sigma} \in \mathcal{F}$. If $\Delta$ is the discriminant of the endomorphism ring associated to $j(\tau)$, then $\tau_{\sigma}$ is imaginary quadratic and $h\left(\tau_{\sigma}\right) \leq \log \sqrt{|\Delta|}$.

Proof. Write $\Delta=D f^{2}$ where $f$ is the conductor and $D$ a fundamental discriminant. The endomorphism ring of $j(\tau)$ can be described by $\mathbb{Z}+\omega f \mathbb{Z}$ with $\omega=(D+\sqrt{D}) / 2$. Thus $\omega f$ defines an endomorphism, i.e. $\omega f\left(\mathbb{Z}+\tau_{\sigma} \mathbb{Z}\right) \subseteq \mathbb{Z}+\tau_{\sigma} \mathbb{Z}$. Hence $\omega f=a+b \tau_{\sigma}$ and $\omega f \tau_{\sigma}=c+d \tau_{\sigma}$ with $a, b, c, d \in \mathbb{Z}$ and $b \neq 0$. Replacing $\omega f$ in the second equality gives

$$
b \tau_{\sigma}^{2}+(a-d) \tau_{\sigma}-c=0,
$$

so $\tau_{\sigma}$ is imaginary quadratic. The number $\omega f$ satisfies the polynomial equation $X^{2}-$ $(a+d) X+a d-b c=0$. This polynomial has the same discriminant as the polynomial
$P=b X^{2}+(a-d) X-c$. If we compute the discriminant of $X^{2}-(a+d) X+a d-b c$ we get $(a+d)^{2}-4(a d-b c)=(\omega f-\overline{\omega f})^{2}=(\omega-\bar{\omega})^{2} f^{2}=\Delta$. Since $P\left(\tau_{\sigma}\right)=0$ we must have

$$
\tau_{\sigma}=\frac{-(a-d) \pm i \sqrt{|\Delta|}}{2 b} .
$$

This implies $\left|\operatorname{Re}\left(\tau_{\sigma}\right)\right| \leq 1 / 2$ and thus $|a-d| \leq|b|$. Then $\left|\tau_{\sigma}\right|^{2}=\left((a-d)^{2}+|\Delta|\right) /(2 b)^{2} \leq$ $\left(b^{2}+|\Delta|\right) /(2 b)^{2}$. Proposition 1.6.6 in [BG07] says that $2 h\left(\tau_{\sigma}\right)$ is at most the logarithmic Mahler measure of $P$, i.e.

$$
2 h\left(\tau_{\sigma}\right) \leq \log \left(|b|\left|\tau_{\sigma}\right|^{2}\right) \leq \log \left(\frac{|b|}{4}+\frac{|\Delta|}{4|b|}\right) .
$$

We have $\operatorname{Im}\left(\tau_{\sigma}\right)=\sqrt{|\Delta|} /(2|b|) \geq \sqrt{3} / 2$ because $\tau_{\sigma} \in \mathcal{F}$. Thus $|b| \leq \sqrt{|\Delta| / 3} \leq|\Delta|$. This implies

$$
2 h\left(\tau_{\sigma}\right) \leq \log \left(\frac{|\Delta|}{4}+\frac{|\Delta|}{4|b|}\right) \leq \log \left(\frac{|\Delta|}{4}+\frac{|\Delta|}{4}\right) \leq \log |\Delta| .
$$

This is the desired inequality.
With these lemmas we are now able to bound the height from above using linear forms in logarithms. Specifically we are going to use a result by David Masser. For the following, if $\tau \in \mathcal{F}$ with $j(\tau)$ algebraic and a field embedding $\sigma: \mathbb{Q}(\alpha) \hookrightarrow \mathbb{C}, \alpha \in \overline{\mathbb{Q}}$, are given, then $\tau_{\sigma} \in \mathcal{F}$ is defined by $\sigma(j(\tau))=j\left(\tau_{\sigma}\right)$. Note that for fixed $\xi \in \mathcal{F}$ different from $\zeta, \zeta^{2}, i$ we have $j^{\prime}\left(\xi_{\sigma}\right) \neq 0$. Suppose that $j(\xi)=\alpha$ is algebraic. We define the function

$$
\begin{equation*}
\mathcal{P}(\xi)=\log \max _{\sigma}\left\{1, c\left(\xi_{\sigma}\right)^{-1}\right\} \tag{2.8}
\end{equation*}
$$

where $\sigma$ runs over all embeddings $\sigma: \mathbb{Q}(\alpha) \hookrightarrow \mathbb{C}$, and $c\left(\xi_{\sigma}\right)$ is defined as in Lemma 2.11 Note that the expression in the maximum is larger than 12 since $\delta_{\sigma} \leq 1 / 12$, and hence $\mathcal{P}(\xi)>0$. The function is large when some $\xi_{\sigma}$ is close to one of the three points $i, \zeta, \zeta^{2}$ or $\xi_{\sigma}$ is close to the boundary of $\mathcal{F}$ or to the vertical imaginary axis.
Proposition 2.14 Assume $j$ is a singular modulus. Let $\alpha=j(\xi), \xi \in \mathcal{F}$, be an algebraic number that is the $j$-invariant of an elliptic curve without complex multiplication. Each embedding $\sigma: \mathbb{Q}(\alpha) \hookrightarrow \mathbb{C}$ gives a $\delta_{\sigma}$ as in Lemma 2.11. Assume that $j-\alpha$ is an algebraic unit and let $0<\varepsilon<1 / 4$. We can bound the height by

$$
h(j-\alpha) \leq c_{2} \frac{\sum_{\sigma: \mathbb{Q}(j, \alpha) \rightarrow \mathbb{C}} \sum_{M \in \mathcal{T}} \mathcal{C}\left(\Delta ; M \xi_{\sigma} ; \varepsilon\right)}{16 \cdot \mathcal{C}(\Delta)}(\log |\Delta|)^{4}+5 \mathcal{P}(\xi)+|\log \varepsilon|
$$

where $\mathcal{T}=\left\{\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right),\left(\begin{array}{cc}1 & \pm 1 \\ 0 & 1\end{array}\right),\left(\begin{array}{cc}0 & -1 \\ 1 & 0\end{array}\right)\right\}$. The constant $c_{2} \geq 1$ is the one appearing in [Mas06, Theorem I] and it only depends on $\alpha$.

Proof. Let $j(\xi)=\alpha$. Since $j-\alpha$ is an algebraic unit the height can be computed by

$$
\begin{equation*}
h(j-\alpha)=\frac{1}{[\mathbb{Q}(j, \alpha): \mathbb{Q}]} \sum_{\sigma} \log \max \left\{1,\left|\sigma(j-\alpha)^{-1}\right|\right\}, \tag{2.9}
\end{equation*}
$$

where $\sigma$ runs over all field embeddings $\sigma: \mathbb{Q}(j, \alpha) \rightarrow \mathbb{C}$.
Let

$$
\varepsilon_{0}=\varepsilon \cdot \min _{\sigma: \mathbb{Q}(\alpha) \rightarrow \mathbb{C}}\left\{1, c\left(\xi_{\sigma}\right)\right\} .
$$

We split the sum (2.9) into terms for which $|\sigma(j-\alpha)|<\varepsilon_{0}$ and those for which $1 \geq$ $|\sigma(j-\alpha)| \geq \varepsilon_{0}$.
Assume $|\sigma(j-\alpha)|<\varepsilon_{0}$. Thus $|\sigma(j-\alpha)|<c\left(\xi_{\sigma}\right)$. We want to show $\left|\tau_{\sigma}-M \xi_{\sigma}\right|<\varepsilon$ for some $M \in \mathcal{T}$. We can apply Lemma 2.12 to get $\left|\tau_{\sigma}-M \xi_{\sigma}\right|<\delta_{\sigma}$ for some $M \in \mathcal{T}$. By definition of $\delta_{\sigma}$ we have $\delta_{\sigma} \leq \frac{\left|j^{\prime}\left(\xi_{\sigma}\right)\right|}{6\left[j^{\prime}\left(\xi_{\sigma}\right) \mid+72 \cdot 10^{5} \max \left\{1,\left|j\left(\xi_{\sigma}\right)\right|\right\}\right.}$, so that we can apply Lemma 2.10 and $j\left(\xi_{\sigma}\right)=j\left(M \xi_{\sigma}\right)$ to get

$$
\frac{\left|j^{\prime}\left(\xi_{\sigma}\right)\right|}{2}\left|\tau_{\sigma}-M \xi_{\sigma}\right| \leq\left|j\left(\tau_{\sigma}\right)-j\left(\xi_{\sigma}\right)\right|<\varepsilon_{0} \leq \varepsilon c\left(\xi_{\sigma}\right) \leq \varepsilon \frac{\left|j^{\prime}\left(\xi_{\sigma}\right)\right|}{2} \delta_{\sigma} \leq \varepsilon \frac{\left|j^{\prime}\left(\xi_{\sigma}\right)\right|}{2}
$$

which implies $\left|\tau_{\sigma}-M \xi_{\sigma}\right|<\varepsilon$. But we also get from this

$$
\left|j\left(\tau_{\sigma}\right)-j\left(\xi_{\sigma}\right)\right| \geq \frac{\left|j^{\prime}\left(\xi_{\sigma}\right)\right|}{2} \min \left\{\left|\tau_{\sigma}-M \xi_{\sigma}\right| ; M \in \mathcal{T}\right\}
$$

Note that the right-hand side is not 0 since $j\left(\xi_{\sigma}\right)$ does not have complex multiplication but $j\left(\tau_{\sigma}\right)$ does. The same argument tells us $j^{\prime}\left(\xi_{\sigma}\right) \neq 0$. By [Mas06, Theorem I] we obtain

$$
\log \left|j\left(\tau_{\sigma}\right)-j\left(\xi_{\sigma}\right)\right| \geq \log \frac{\left|j^{\prime}\left(\xi_{\sigma}\right)\right|}{2}-c_{2} h^{\prime}\left(\tau_{\sigma}\right)^{4}
$$

where $h^{\prime}\left(\tau_{\sigma}\right)$ denotes the maximum of 1 and the height of $\tau_{\sigma}$. Here $c_{2} \geq 1$ is the constant from [Mas06] that depends on $\xi$ (and the $\xi_{\sigma}$.) We now use Lemma 2.13 to get

$$
\begin{align*}
\log |\sigma(j-\alpha)|=\log \left|j\left(\tau_{\sigma}\right)-j\left(\xi_{\sigma}\right)\right| & \geq \log \frac{\left|j^{\prime}\left(\xi_{\sigma}\right)\right|}{2}-c_{2}\left(\log |\Delta|^{1 / 2}\right)^{4} \\
& \geq \log \frac{\left|j^{\prime}\left(\xi_{\sigma}\right)\right|}{2}-\frac{c_{2}}{16}(\log |\Delta|)^{4} . \tag{2.10}
\end{align*}
$$

Since with $|\sigma(j-\alpha)|<\varepsilon_{0}$ we also have $\left|\tau_{\sigma}-M \xi_{\sigma}\right|<\varepsilon$ for some matrix $M \in \mathcal{T}$ as mentioned before, we obtain that $\tau_{\sigma}$ corresponds to a form in $\mathcal{C}\left(\Delta ; M \xi_{\sigma} ; \varepsilon\right)$. We have

$$
c\left(\xi_{\sigma}\right) \leq \frac{\left|j^{\prime}\left(\xi_{\sigma}\right)\right|}{2} \delta \leq \frac{\left|j^{\prime}\left(\xi_{\sigma}\right)\right|}{2}
$$

so that

$$
\log \max \left\{1, \frac{2}{\left|j^{\prime}\left(\xi_{\sigma}\right)\right|}\right\} \leq \mathcal{P}(\xi)
$$

Thus, if use (2.10) we get

$$
\begin{aligned}
h(j-\alpha) & \leq-\frac{1}{[\mathbb{Q}(j, \alpha): \mathbb{Q}]} \sum_{|\sigma(j-\alpha)|<\varepsilon_{0}} \log |\sigma(j-\alpha)|+\left|\log \varepsilon_{0}\right| \\
& \leq c_{2} \frac{\sum_{\sigma: \mathbb{Q}(\alpha) \hookrightarrow \mathbb{C}} \sum_{M \in \mathcal{T}} \mathcal{C}\left(\Delta ; M \xi_{\sigma} ; \varepsilon\right)}{16 \cdot[\mathbb{Q}(j, \alpha): \mathbb{Q}]}(\log |\Delta|)^{4}+4 \mathcal{P}(\xi)+\left|\log \varepsilon_{0}\right| .
\end{aligned}
$$

If we plug in the definition for $\varepsilon_{0}$ we obtain

$$
\begin{aligned}
h(j-\alpha) \leq & c_{2} \frac{\sum_{\sigma: \mathbb{Q}(\alpha) \hookrightarrow \mathbb{C}} \sum_{M \in \mathcal{T}} \mathcal{C}\left(\Delta ; M \xi_{\sigma} ; \varepsilon\right)}{16 \cdot \mathcal{C}(\Delta)}(\log |\Delta|)^{4}+4 \mathcal{P}(\xi) \\
& -\log \min _{\sigma}\left\{1, c\left(\xi_{\sigma}\right)\right\}+|\log \varepsilon| \\
= & c_{2} \frac{\sum_{\sigma: \mathbb{Q}(\alpha) \hookrightarrow \mathbb{C}} \sum_{M \in \mathcal{T}} \mathcal{C}\left(\Delta ; M \xi_{\sigma} ; \varepsilon\right)}{16 \cdot \mathcal{C}(\Delta)}(\log |\Delta|)^{4}+5 \mathcal{P}(\xi)+|\log \varepsilon|,
\end{aligned}
$$

where we also used the first claim of Lemma 2.8 for the inequality.
The following lemmas can be found in Section 3 of [BHK18] as Lemmas 3.5 and 3.6.
Lemma 2.15 Assume that $|\Delta| \geq 10^{14}$. Then we have $F(\Delta) \geq|\Delta|^{0.34 / \log \log \left(|\Delta|^{1 / 2}\right)}$ and $F(\Delta) \geq 18 \log \log \left(|\Delta|^{1 / 2}\right)$.
Lemma 2.16 For $\Delta \neq-3,-4$ we have $\mathcal{C}(\Delta) \leq \pi^{-1}|\Delta|^{1 / 2}(2+\log |\Delta|)$.
Proof. Theorem 10.1 in [Hua12] says $\mathcal{C}(\Delta) \leq \frac{\omega|\Delta|^{1 / 2}}{2 \pi} K(d)$ where $K(d)$ can be bounded by $2+\log |\Delta|$ according to Theorem 14.3 in [Hua12] and $\omega$ is the number of roots of unity in the imaginary quadratic order of discriminant $\Delta$. But since $\Delta \neq-3,-4$ we have $\omega=2$ and the result follows.

We define $E:=E(\Delta)=F(\Delta)(\log |\Delta|)^{4}$.
Corollary 2.17 Assume $j-\alpha$ is a unit and $\alpha=j(\xi)$ with $\xi \in \mathcal{F}$ and such that $\alpha$ is algebraic but not a singular modulus. For $|\Delta| \geq 10^{14}$ we have

$$
h(j-\alpha) \leq c_{2}[\mathbb{Q}(\alpha): \mathbb{Q}] \frac{E(\Delta)}{2 \mathcal{C}(\Delta)}+\log \frac{E(\Delta)|\Delta|^{1 / 2}}{\mathcal{C}(\Delta)}+C^{\prime}
$$

where $C^{\prime}$ is a constant depending on $\alpha$ and is given by

$$
C^{\prime}=4[\mathbb{Q}(\alpha): \mathbb{Q}] c_{2}+5 \mathcal{P}(\xi)
$$

Proof. We can use the previous results together with the bound for $\mathcal{C}\left(\Delta ; \xi_{\sigma} ; \varepsilon\right)$ to bound the height $h(j-\alpha)$. Put $\varepsilon=\frac{\mathcal{C}(\Delta)}{F(\Delta)(\log |\Delta|)^{4}|\Delta|^{1 / 2}}$. Since we assume that $|\Delta| \geq 10^{14}$ we have $F(\Delta) \geq 256$ and we obtain together with Lemma 2.16

$$
\varepsilon \leq \frac{\pi^{-1}|\Delta|^{1 / 2}(2+\log |\Delta|)}{256(\log |\Delta|)^{4}|\Delta|^{1 / 2}} \leq \frac{1}{256 \pi} \frac{2+\log 10^{14}}{\log 10^{14}}<2 \cdot 10^{-3} .
$$

Thus we can apply Proposition 2.14 together with Corollary 2.3 and obtain

$$
\begin{aligned}
h(j-\alpha) \leq & {[\mathbb{Q}(\alpha): \mathbb{Q}] c_{2} \frac{4 F(\Delta)\left(32|\Delta|^{1 / 2} \varepsilon^{2} \log \log \left(|\Delta|^{1 / 2}\right)+11|\Delta|^{1 / 2} \varepsilon+2\right)}{16 \cdot \mathcal{C}(\Delta)}(\log |\Delta|)^{4} } \\
& +5 \mathcal{P}(\xi)+|\log \varepsilon| \\
= & {[\mathbb{Q}(\alpha): \mathbb{Q}] c_{2} E \frac{128|\Delta|^{1 / 2} \log \log \left(|\Delta|^{1 / 2}\right)}{16 \cdot \mathcal{C}(\Delta)}\left(\frac{\mathcal{C}(\Delta)}{F(\Delta)(\log |\Delta|)^{4}|\Delta|^{1 / 2}}\right)^{2} } \\
& +[\mathbb{Q}(\alpha): \mathbb{Q}] c_{2} E \frac{44|\Delta|^{1 / 2}}{16 \cdot \mathcal{C}(\Delta)} \frac{\mathcal{C}(\Delta)}{F(\Delta)(\log |\Delta|)^{4}|\Delta|^{1 / 2}} \\
& +[\mathbb{Q}(\alpha): \mathbb{Q}] c_{2} \frac{E}{2 \mathcal{C}(\Delta)} \\
& +5 \mathcal{P}(\xi)+\log \left(\frac{F(\Delta)(\log |\Delta|)^{4}|\Delta|^{1 / 2}}{\mathcal{C}(\Delta)}\right) .
\end{aligned}
$$

We continue the estimate by simplifying the terms to get

$$
\begin{aligned}
h(j-\alpha) \leq & {[\mathbb{Q}(\alpha): \mathbb{Q}] c_{2} \frac{8 \log \log \left(|\Delta|^{1 / 2}\right)}{F(\Delta)} \frac{\mathcal{C}(\Delta)}{(\log |\Delta|)^{4}|\Delta|^{1 / 2}} } \\
& +3[\mathbb{Q}(\alpha): \mathbb{Q}] c_{2}+[\mathbb{Q}(\alpha): \mathbb{Q}] c_{2} \frac{E}{2 \mathcal{C}(\Delta)} \\
& +5 \mathcal{P}(\xi)+\log \left(\frac{E|\Delta|^{1 / 2}}{\mathcal{C}(\Delta)}\right)
\end{aligned}
$$

Now we apply Lemma 2.15 to see

$$
\begin{aligned}
h(j-\alpha) \leq & {[\mathbb{Q}(\alpha): \mathbb{Q}] c_{2} \frac{1}{2} \frac{\mathcal{C}(\Delta)}{(\log |\Delta|)^{4}|\Delta|^{1 / 2}} } \\
& +3[\mathbb{Q}(\alpha): \mathbb{Q}] c_{2}+[\mathbb{Q}(\alpha): \mathbb{Q}] c_{2} \frac{E}{2 \mathcal{C}(\Delta)} \\
& +5 \mathcal{P}(\xi)+\log \left(\frac{E|\Delta|^{1 / 2}}{\mathcal{C}(\Delta)}\right) .
\end{aligned}
$$

We continue the estimate using Lemma 2.16

$$
\begin{aligned}
h(j-\alpha) \leq & {[\mathbb{Q}(\alpha): \mathbb{Q}] c_{2} \frac{1}{2 \pi} \frac{|\Delta|^{1 / 2}(2+\log |\Delta|)}{(\log |\Delta|)^{4}|\Delta|^{1 / 2}} } \\
& +3[\mathbb{Q}(\alpha): \mathbb{Q}] c_{2}+[\mathbb{Q}(\alpha): \mathbb{Q}] c_{2} \frac{E}{2 \mathcal{C}(\Delta)} \\
& +5 \mathcal{P}(\xi)+\log \left(\frac{E|\Delta|^{1 / 2}}{\mathcal{C}(\Delta)}\right) .
\end{aligned}
$$

Simplifying again results into

$$
\begin{aligned}
h(j-\alpha) \leq & {[\mathbb{Q}(\alpha): \mathbb{Q}] c_{2} \frac{1}{2 \pi} \frac{(2+\log |\Delta|)}{(\log |\Delta|)^{4}} } \\
& +3[\mathbb{Q}(\alpha): \mathbb{Q}] c_{2}+[\mathbb{Q}(\alpha): \mathbb{Q}] c_{2} \frac{E}{2 \mathcal{C}(\Delta)} \\
& +5 \mathcal{P}(\xi)+\log \left(\frac{E|\Delta|^{1 / 2}}{\mathcal{C}(\Delta)}\right)
\end{aligned}
$$

The function $x \mapsto \frac{2+\log x}{(\log x)^{4}}$ is decreasing for $x>1$. Thus we can substitute $x=10^{14}$ to continue the bound and get

$$
\begin{aligned}
h(j-\alpha) \leq & {[\mathbb{Q}(\alpha): \mathbb{Q}] c_{2} \frac{1}{2 \pi} \frac{35}{32^{4}} } \\
& +3[\mathbb{Q}(\alpha): \mathbb{Q}] c_{2}+[\mathbb{Q}(\alpha): \mathbb{Q}] c_{2} \frac{E}{2 \mathcal{C}(\Delta)} \\
& +5 \mathcal{P}(\xi)+\log \left(\frac{E|\Delta|^{1 / 2}}{\mathcal{C}(\Delta)}\right) .
\end{aligned}
$$

This gives the desired inequality.

### 2.3 Proof of the main theorem in the CM case

We now want to bound $\Delta$ to complete the main proof. We will do this by using the lower and upper bounds we derived in the last section. Throughout this section we assume $|\Delta| \geq 10^{30}$.

Put

$$
\begin{equation*}
C=C^{\prime}+h(\alpha)+\log 2+0.01 \tag{2.11}
\end{equation*}
$$

Combining the lower bounds for $h(j-\alpha)$ from Lemmas 2.8 and 2.9 with the upper
bound from Corollary 2.17 we obtain the inequality

$$
L:=\max \left\{\pi \frac{|\Delta|^{1 / 2}}{\mathcal{C}(\Delta)}, \frac{3}{\sqrt{5}} \log |\Delta|-10\right\} \leq[\mathbb{Q}(\alpha): \mathbb{Q}] c_{2} \frac{E(\Delta)}{2 \mathcal{C}(\Delta)}+\log \frac{E(\Delta)|\Delta|^{1 / 2}}{\mathcal{C}(\Delta)}+C
$$

or equivalently

$$
1 \leq[\mathbb{Q}(\alpha): \mathbb{Q}] c_{2} \frac{E}{2 L \cdot \mathcal{C}(\Delta)}+\frac{\log E+C}{L}+\frac{\log \left(|\Delta|^{1 / 2} / \mathcal{C}(\Delta)\right)}{L}
$$

For the remainder we assume that $|\Delta|$ is large enough so that $\log E+C \geq 0$. By Lemma 2.15 this is the case when $|\Delta| \geq e^{e^{-C} / 18}$. This in turn is true whenever $|\Delta| \geq 3$. Since $\frac{3}{\sqrt{5}} \log |\Delta|-10>0$ for $|\Delta| \geq 10^{14}$ this allows us to replace $L$ by $\frac{3}{\sqrt{5}} \log |\Delta|-10$ in the middle term. Similarly we can replace $L$ in the first term by $\pi|\Delta|^{1 / 2} / \mathcal{C}(\Delta)$ and obtain

$$
\begin{align*}
1 & \leq[\mathbb{Q}(\alpha): \mathbb{Q}] c_{2} \frac{E}{2 \pi|\Delta|^{1 / 2}}+\frac{\log E+C}{\frac{3}{\sqrt{5}} \log |\Delta|-10}+\frac{\log \left(|\Delta|^{1 / 2} / \mathcal{C}(\Delta)\right)}{L} \\
& \leq[\mathbb{Q}(\alpha): \mathbb{Q}] c_{2} \frac{E}{2 \pi|\Delta|^{1 / 2}}+\frac{\log E}{\frac{3}{\sqrt{5}} \log |\Delta|-10}+\frac{\log \left(\pi^{-1} L\right)}{L}+\frac{C}{\frac{3}{\sqrt{5}} \log |\Delta|-10} \tag{2.12}
\end{align*}
$$

We want to show that the right-hand side is less than 1 for large enough $|\Delta|$. Before we start, we want to give a bound on $E(\Delta)=F(\Delta)(\log |\Delta|)^{4}$. To do this, we are going to bound $\log F(\Delta)$ and $\log E(\Delta)$. A bound for $\log F(\Delta)$ can be found in equation 5.7 of [BHK18] and is given by

$$
\frac{\log F(\Delta)}{\log 2} \leq \frac{1}{2} \frac{\log |\Delta|}{\log \log |\Delta|-c_{1}-\log 2}
$$

where $c_{1}<1.1713142$ is defined by

$$
\omega\left(N_{1}\right)=\frac{\log N_{1}}{\log \log N_{1}-c_{1}}
$$

and $N_{1}=2 \cdot 3 \cdot 5 \cdots 1129$ is the product of the first 189 prime numbers. Then the bound on $\log E(\Delta)$ is given by

$$
\log E(\Delta) \leq \frac{\log 2}{2} \frac{\log |\Delta|}{\log \log |\Delta|-c_{1}-\log 2}+4 \log \log |\Delta|
$$

Now we want to bound $E|\Delta|^{-1 / 2}$. Since the function

$$
u_{0}(x)=\frac{\log 2}{2} \frac{1}{\log \log x-c_{1}-\log 2}+\frac{4 \log \log x}{\log x}-\frac{1}{2}
$$

is decreasing for $x \geq 10^{10}$ we obtain

$$
\frac{\log \left(E|\Delta|^{-1 / 2}\right)}{\log |\Delta|} \leq u_{0}\left(10^{30}\right)<-0.1085
$$

for $|\Delta| \geq 10^{30}$. This in turn implies

$$
\begin{equation*}
E|\Delta|^{-1 / 2}<|\Delta|^{-0.1085} . \tag{2.13}
\end{equation*}
$$

The next step is to bound the second term of (2.12). The functions

$$
u_{1}(x)=\log 2 \frac{1}{\log \log x-c_{1}-\log 2}+4 \frac{\log \log x}{\log x}
$$

and

$$
u_{2}(x)=\left(\frac{3}{\sqrt{5}}-\frac{10}{\log x}\right)^{-1}
$$

are decreasing for $x \geq 10^{10}$. We have

$$
\begin{equation*}
\frac{\log E}{\frac{3}{\sqrt{5}} \log |\Delta|-10} \leq u_{1}(|\Delta|) u_{2}(|\Delta|) \leq u_{1}\left(10^{30}\right) u_{2}\left(10^{30}\right) \leq 0.4896 \tag{2.14}
\end{equation*}
$$

for $|\Delta| \geq 10^{30}$.
To bound the third term of (2.12) we remark that the function $x \mapsto x^{-1} \log \left(\pi^{-1} x\right)$ is decreasing for $x \geq e / \pi$. We have $L \geq \frac{3}{\sqrt{5}} \log |\Delta|-10 \geq e / \pi$ for $\Delta \geq 10^{15}$ and therefore

$$
\frac{\log \left(\pi^{-1} L\right)}{L} \leq \frac{\log \left(\pi^{-1}\left(\frac{3}{\sqrt{5}} \log |\Delta|-10\right)\right)}{\frac{3}{\sqrt{5}} \log |\Delta|-10}
$$

The function

$$
u_{3}(x):=\frac{\log \left(\pi^{-1}\left(\frac{3}{\sqrt{5}} \log x-10\right)\right)}{\frac{3}{\sqrt{5}} \log x-10}
$$

is decreasing for $x \geq 10^{15}$. Thus we obtain

$$
\begin{equation*}
\frac{\log \left(\pi^{-1} L\right)}{L} \leq u_{3}(|\Delta|) \leq u_{3}\left(10^{15}\right)<0.0674<\frac{1}{10} \tag{2.15}
\end{equation*}
$$

for $|\Delta| \geq 10^{30}$.
For $|\Delta| \geq e^{10 \frac{\sqrt{5}}{3}(C+1)}$ we have

$$
\begin{equation*}
\frac{C}{\frac{3}{\sqrt{5}} \log |\Delta|-10} \leq \frac{1}{10} \tag{2.16}
\end{equation*}
$$

By equation (2.13) we can bound the first term of (2.12) by

$$
\left(\frac{[\mathbb{Q}(\alpha): \mathbb{Q}] c_{2}}{2 \pi}\right)|\Delta|^{-0.1085} \leq \frac{1}{10}
$$

for $|\Delta| \geq\left(10[\mathbb{Q}(\alpha): \mathbb{Q}] c_{2} /(2 \pi)\right)^{10}$.
Using these two inequalities together with (2.14) and (2.15) we obtain that (2.12) is less than 1 for all

$$
\begin{equation*}
|\Delta| \geq \max \left\{10^{30}, e^{10 \frac{\sqrt{5}}{3}(C+1)},\left(10[\mathbb{Q}(\alpha): \mathbb{Q}] c_{2} /(4 \pi)\right)^{10}\right\} \tag{2.17}
\end{equation*}
$$

This contradicts the lower bound of (2.12).
The lower bound on $|\Delta|$ can be simplified. In equation (2.11) we have put $C=4[\mathbb{Q}(\alpha)$ : $\mathbb{Q}] c_{2}+5 \mathcal{P}(\xi)+h(\alpha)+\log 2+0.01$. Recall that $c_{2} \geq 1$. This implies $C \geq 4.7$ and hence

$$
e^{15 C} \geq e^{70} \geq 10^{30}
$$

Moreover, we have

$$
\begin{aligned}
15 C \geq 10 \frac{\sqrt{5}}{3}(C+1) & \geq 10 \frac{\sqrt{5}}{3} 2[\mathbb{Q}(\alpha): \mathbb{Q}] c_{2} \geq 10 \frac{5}{4 \pi} 2[\mathbb{Q}(\alpha): \mathbb{Q}] c_{2} \\
& \geq 10 \log \left(\frac{5}{4 \pi} 2[\mathbb{Q}(\alpha): \mathbb{Q}] c_{2}\right) .
\end{aligned}
$$

Therefore, the bound on $|\Delta|$ from equation (2.17) simplifies to

$$
\begin{equation*}
|\Delta| \geq e^{15 C} \tag{2.18}
\end{equation*}
$$

where $C>0$ is a computable constant

$$
C=2[\mathbb{Q}(\alpha): \mathbb{Q}] c_{2}+6 \mathcal{P}(\xi)+h(\alpha)+\log 2+0.01
$$

## 3 The non-CM case

We fix an elliptic curve without complex multiplication, and denote by $j_{0}$ its $j$-invariant. Assume that the curve is defined over a number field $K$ contained in $\mathbb{C}$. Our aim is to prove the following result.

Theorem 3.1 Let $j_{0}$ be the $j$-invariant of an elliptic curve without complex multiplication. Then there are at most finitely many $j$-invariants $j$ of elliptic curves that are isogenous to an elliptic curve corresponding to $j_{0}$ and such that $j$ is an algebraic unit.

Assume $j\left(\tau_{0}\right)=j_{0}$ for $\tau_{0} \in \mathcal{F}$. For any embedding $\sigma: K \hookrightarrow \mathbb{C}$ there is a $\tau_{0}^{\sigma} \in \mathcal{F}$ such that $j\left(\tau_{0}^{\sigma}\right)=\sigma\left(j_{0}\right)$.

For $\xi \in \overline{\mathcal{F}}$ and $\tau \in \mathbb{H}$ such that the curves corresponding to $j_{0}$ and $j(\tau)$ are isogenous we define the sets

$$
\Sigma(\xi, \varepsilon)=\{\tau \in \mathcal{F} ;|j(\tau)-j(\xi)|<\varepsilon\}
$$

and

$$
\Gamma(\xi, \varepsilon)=\left\{\sigma: K \rightarrow \mathbb{C} ; \tau^{\sigma} \in \Sigma(\xi, \varepsilon)\right\} .
$$

We will write $\Sigma_{\varepsilon}$ and $\Gamma_{\varepsilon}$ for $\Sigma(\zeta, \varepsilon)$ and $\Gamma(\zeta, \varepsilon)$, respectively, where $\zeta=e^{2 \pi i / 6}$. The set $\Sigma_{\varepsilon}$ is sketched in Figure 3.1.

To estimate the number of elements in $\Gamma_{\varepsilon}$ one can use of the following theorem, which is Théorème 1 in [Ric13]. Recall the hyperbolic probability measure $\mathrm{d} \mu=\frac{3}{\pi} \frac{\mathrm{~d} x \mathrm{~d} y}{y^{2}}$.

Theorem 3.2 Let $E_{1}, E_{2}, \ldots$ be pairwise isogenous elliptic curves without complex multiplication. Let $j_{n}$ be the $j$-invariant of $E_{n}$ and assume that the $j_{n}$ are pairwise distinct. Then the sequence of Dirac meassures $\left(\delta_{\operatorname{Aut}(\mathbb{C} / \mathbb{Q}) \cdot j_{n}}\right)$ converges to the hyperbolic probability measure $\mu$. This amounts to saying

$$
\frac{1}{\left[\mathbb{Q}\left(j_{n}\right): \mathbb{Q}\right]} \sum_{z \in \operatorname{Gal}\left(\mathbb{Q}\left(j_{n}\right) / \mathbb{Q}\right) \cdot j_{n}} f(z) \rightarrow \int_{\mathcal{F}} f \mathrm{~d} \mu
$$

as $n \rightarrow \infty$ for any bounded and continuous $f: \mathcal{F} \rightarrow \mathbb{R}$.
Lemma 3.3 We have $\# \Gamma_{\varepsilon} \leq c \varepsilon^{2 / 3} D_{n}$ for sufficiently large $D_{n}$ depending on $\varepsilon$ and some $c>0$, where $D_{n}=\left[\mathbb{Q}\left(j_{n}\right): \mathbb{Q}\right]$. Here $\Gamma_{\varepsilon}$ corresponds to the $\tau_{n}$ with $j\left(\tau_{n}\right)=j_{n}$.


Figure 3.1: Neighborhood of $\zeta$.

Proof. By the last theorem we have $\left|\# \Gamma_{\varepsilon} / D_{n}-\mu\left(\Sigma_{\varepsilon}\right)\right| \rightarrow 0$ as $n \rightarrow \infty$. The proof of Lemma 2 in [Hab15] gives the estimate $\mu\left(\Sigma_{\varepsilon}\right) \leq c \varepsilon^{2 / 3}$. The claim follows.

### 3.1 Isogenous points in the fundamental domain

We want to give an explicit bound for the number of elements in the Galois orbit of $j_{0}$ satisfying the condition above. First, we will bound the number of points in the Hecke orbit, and then use a result of Lombardo to estimate the total number. Two (equivalence classes of isomorphic) elliptic curves are in the same Hecke orbit if they are isogenous.

The following lemma is of similar nature to Lemma 2.2. We translate points in the upper half-plane into the fundamental domain with matrices in $\mathrm{SL}_{2}(\mathbb{Z})$, and thus get restrictions on then entries of the matrices.

Lemma 3.4 Let $\xi \in \overline{\mathcal{F}}$ and $\varepsilon \in\left(0, \frac{\sqrt{3}}{3|\xi|+2}\right]$. Let $\tau \in \mathbb{H}$ satisfy $|\tilde{\tau}-\xi| \leq \varepsilon$, where $\tilde{\tau} \in \mathcal{F}$ is in the $\mathrm{SL}_{2}(\mathbb{Z})$-orbit of $\tau$. Pick

$$
\gamma=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in \mathrm{SL}_{2}(\mathbb{Z})
$$

such that $\gamma \tau=\tilde{\tau}$. Then there exist $\nu \in\{ \pm 1\}$ such that

$$
\begin{equation*}
\left|a^{2}+\nu 2\right| \operatorname{Re}(\xi)\left|a c+|\xi|^{2} c^{2}-\frac{\operatorname{Im}(\xi)}{\operatorname{Im}(\tau)}\right| \leq 7 \frac{4|\xi|+1}{\sqrt{3}}|\xi|^{2} \frac{\varepsilon^{1 / 2}}{\operatorname{Im}(\tau)}, \tag{3.1}
\end{equation*}
$$



Figure 3.2: Neighborhood of ellipses
and

$$
\begin{equation*}
\max \left\{a^{2}, c^{2}\right\} \leq \frac{4|\xi|+1}{\sqrt{3}} \frac{1}{\operatorname{Im}(\tau)} \tag{3.2}
\end{equation*}
$$

Moreover, we have

$$
|d| \leq|c||\operatorname{Re}(\tau)|+\frac{4|\xi|+1}{\sqrt{3}}
$$

and

$$
|b| \leq|a||\operatorname{Re}(\tau)|+\frac{4|\xi|+1}{\sqrt{3}} .
$$

The lemma tells us, that the first column of $\gamma$, considered as a point in the plane, is close to a conic section. Since

$$
(2 \nu|\operatorname{Re}(\xi)|)^{2}-4|\xi|^{2}=4\left(\operatorname{Re}(\xi)^{2}-\operatorname{Re}(\xi)^{2}-\operatorname{Im}(\xi)^{2}\right)=-4 \operatorname{Im}(\xi)<0
$$

the equation actually defines an ellipse as pictured in Figure 3.2. The ellipse is defined in terms of $\xi$ and $\tau$.

Proof. Let $R=|\xi|$ and $A=\operatorname{Im}(\xi)$. Moreover write $\tau=x+i y$. We have

$$
\operatorname{Im}(\gamma \tau)=\frac{\operatorname{Im} \tau}{(c x+d)^{2}+c^{2} y^{2}} \geq A-\varepsilon \geq A-\frac{\sqrt{3}}{3 R+2} \geq \frac{\sqrt{3}}{4 R+1}
$$

by definition of $\varepsilon$ and $A \geq \frac{\sqrt{3}}{2}$. Define $\delta_{1}:=\operatorname{Im}(\gamma \tau)^{-1}$. Then $\delta_{1} \leq 1 /(A-\varepsilon)$ and

$$
\begin{equation*}
(c x+d)^{2}+c^{2} y^{2}=\delta_{1} y . \tag{3.3}
\end{equation*}
$$

This yields $c^{2} \leq \delta_{1} / y \leq(A-\varepsilon)^{-1} y^{-1}$, which implies the bound on $c^{2}$, and

$$
|c x+d \| c| y \leq \frac{1}{2}\left((c x+d)^{2}+c^{2} y^{2}\right)=\frac{1}{2} \delta_{1} y \leq \frac{1}{2(A-\varepsilon)} y .
$$

Further we get

$$
\begin{equation*}
|c x+d \| c| \leq \frac{1}{2(A-\varepsilon)} \leq \frac{4 R+1}{\sqrt{3}} \tag{3.4}
\end{equation*}
$$

and hence

$$
|d| \leq|c||\operatorname{Re}(\tau)|+\frac{4 R+1}{\sqrt{3}}
$$

if $c \neq 0$. Thus the inequality for $d$ in the statement is true in the case $c \neq 0$. But if $c=0$, then $d= \pm 1$, and $|d|=1 \leq \frac{5}{\sqrt{3}} \leq \frac{4 R+1}{\sqrt{3}}$. Thus, the inequality for $d$ holds in both cases.

$$
\begin{gather*}
\text { Put } \gamma^{\prime}=\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right) \gamma \text {. Then } \gamma^{\prime} \tau=-\frac{1}{\tilde{\tau}} . \text { Define } \delta_{2}:=\operatorname{Im}\left(\gamma^{\prime} \tau\right)^{-1} \text {, i.e. } \\
\qquad(a x+b)^{2}+a^{2} y^{2}=\delta_{2} y . \tag{3.5}
\end{gather*}
$$

We put $r=|\tilde{\tau}|$ and $B=\operatorname{Im}(\tilde{\tau})$. Now by the general rule of transformation of the imaginary part under fractional linear transformations

$$
\delta_{2}=\operatorname{Im}\left(\gamma^{\prime} \tau\right)^{-1}=\operatorname{Im}\left(-\frac{1}{\tilde{\tau}}\right)^{-1}=\left(\frac{\operatorname{Im}(\tilde{\tau})}{|\tilde{\tau}|^{2}}\right)^{-1}=\frac{r^{2}}{B}
$$

We remark that $B / r=\operatorname{Im}(\tilde{\tau} /|\tilde{\tau}|) \geq \sqrt{3} / 2$ since $\tilde{\tau} / r \in \overline{\mathcal{F}}$, and similarly $A / R \geq \sqrt{3} / 2$. This implies

$$
\delta_{2} \leq \frac{2}{\sqrt{3}} r \leq \frac{2}{\sqrt{3}}(R+\varepsilon) \leq \frac{2 R+1}{\sqrt{3}}
$$

We proceed as before with the bound on $d$ and $c^{2}$. From (3.5) we obtain $a^{2} \leq \delta_{2} / y \leq$ $(3 R+1) /(\sqrt{3} y)$, which is the desired inequality of the statement. Moreover, we obtain

$$
\begin{equation*}
|a x+b||a| \leq \delta_{2} / 2 \leq(R+1) / \sqrt{3} \tag{3.6}
\end{equation*}
$$

and hence

$$
|b| \leq|a||\operatorname{Re}(\tau)|+\frac{R+1}{\sqrt{3}}
$$

whenever $a \neq 0$. Again, if $a=0$, then $|b|=1 \leq \frac{4 R+1}{\sqrt{3}}$, as claimed.
It remains to prove (3.1). We deal with the case $c=0$ first. Then $a=d= \pm 1$ and
$y=\delta_{1}^{-1}=\operatorname{Im} \tilde{\tau}=\operatorname{Im} \tau$, and thus $|y-A| \leq|\tilde{\tau}-\xi| \leq \varepsilon$. This implies

$$
\left|\frac{1}{A}-\frac{1}{y}\right| \leq \frac{\varepsilon}{A y} \leq \frac{1}{A} \frac{\varepsilon^{1 / 2}}{y} .
$$

Multiplying by $A$ shows that Equation (3.1) is true for any value of $\nu$. Now assume $c \neq 0$. We want to prove $\left|\delta_{2}-\frac{|\xi|^{2}}{\operatorname{Im} \xi}\right|=\left|\delta_{2}-\frac{|\xi|^{2}}{A}\right| \ll \varepsilon$. We compute

$$
\begin{align*}
\left|\delta_{2}-\frac{R^{2}}{A}\right| & =\left|\frac{r^{2}}{B}-\frac{R^{2}}{A}\right|=\left|\frac{R^{2} B-r^{2} A}{A B}\right| \\
& =\left|\frac{R^{2} B-B R r+B R r-A R r+A R r-r^{2} A}{A B}\right| \\
& \leq R B\left|\frac{r-R}{A B}\right|+R r\left|\frac{A-B}{A B}\right|+r A\left|\frac{r-R}{A B}\right|  \tag{3.7}\\
& \leq \frac{2}{\sqrt{3}} \varepsilon+\frac{4}{3} \varepsilon+\frac{2}{\sqrt{3}} \varepsilon \\
& \leq 4 \varepsilon
\end{align*}
$$

where we have used $|R-r|=||\xi|-|\tilde{\tau}|| \leq|\xi-\tilde{\tau}| \leq \varepsilon$ and $|A-B|=|\operatorname{Im}(\xi)-\operatorname{Im}(\tilde{\tau})| \leq$ $|\xi-\tilde{\tau}| \leq \varepsilon$ in the second last inequality.

Suppose $a=0$ for now. Then $b=-c= \pm 1$ and $y=\delta_{2}^{-1}$. Multiplying (3.7) by $\operatorname{Im}(\xi)=A$ shows (3.1) as the following argument shows. We have $\delta_{2}^{-1}=\operatorname{Im}\left(\gamma^{\prime} \tau\right)=$ $\frac{\operatorname{Im}(\tau)}{|b|^{2}}=\operatorname{Im}(\tau)$ by the usual transformation formula for the imaginary part of the action of $\mathrm{SL}_{2}(\mathbb{Z})$ by fractional linear transformations. Thus

$$
\left|A \delta_{2}-R^{2}\right|=\left|R^{2}-\frac{A}{\operatorname{Im}(\tau)}\right|=\left||\xi|^{2}-\frac{\operatorname{Im}(\xi)}{\operatorname{Im}(\tau)}\right| \leq 4 A \varepsilon \leq 4 R \varepsilon^{1 / 2}
$$

We have $\operatorname{Im}(\tau) \leq 2 / \sqrt{3}$ since $a=0$ and $\gamma$ translates $\tau$ into the fundamental domain. Therefore, the inequality remains true after multiplying the right-hand side by $2 / \sqrt{3} \operatorname{Im}(\tau)^{-1}$. This shows equation (3.1).

Finally, assume $a c \neq 0$. Put $X:=x+d / c$ and $Y:=x+b / a$. Consider the difference of the two

$$
X-Y=\left(x+\frac{d}{c}\right)-\left(x+\frac{b}{a}\right)=\frac{1}{a c}
$$

If we divide (3.3) by $c^{2}$ and rewrite the result in terms of $Y$ we get

$$
0=X^{2}+y^{2}-\frac{\delta_{1} y}{c^{2}}=\left(Y+\frac{1}{a c}\right)^{2}+y^{2}-\frac{\delta_{1} y}{c^{2}}=Y^{2}+\frac{2}{a c} Y+\frac{1}{(a c)^{2}}+y^{2}-\frac{\delta_{1} y}{c^{2}}
$$

Similarly, if we divide (3.5) by $a^{2}$ we find

$$
0=Y^{2}+y^{2}-\frac{\delta_{2} y}{a^{2}}
$$

Computing the resultant of the last two displays as polynomials in $Y$, and multiplying the result by $(a c)^{4}$ to kill the denominators, gives us the expression

$$
\begin{equation*}
a^{4} y^{2} \delta_{1}^{2}-2 a^{2} c^{2} y^{2} \delta_{1} \delta_{2}+c^{4} y^{2} \delta_{2}^{2}+4 a^{2} c^{2} y^{2}-2 a^{2} y \delta_{1}-2 c^{2} y \delta_{2}+1=0 \tag{3.8}
\end{equation*}
$$

Now write $\delta_{1}=\frac{1}{A}+\varepsilon_{1}$ and $\delta_{2}=\frac{R^{2}}{A}+\varepsilon_{2}$. Then

$$
\left|\varepsilon_{1}\right|=\left|\delta_{1}-\frac{1}{A}\right|=\left|\frac{A-\operatorname{Im}(\tilde{\tau})}{A \operatorname{Im}(\tilde{\tau})}\right| \leq \frac{2}{\sqrt{3} A} \varepsilon
$$

since $\operatorname{Im}(\tilde{\tau}) \geq \sqrt{3} / 2$ and $|\operatorname{Im}(\xi)-\operatorname{Im}(\tilde{\tau})| \leq|\xi-\tilde{\tau}| \leq \varepsilon$. Also $\left|\varepsilon_{2}\right| \leq 4 \varepsilon$ by (3.7). Put $\sigma=\operatorname{Re}(\xi)$. If we substitute these expressions for $\delta_{1}$ and $\delta_{2}$ in (3.8) we obtain

$$
\begin{align*}
0= & a^{4} y^{2}\left(\frac{1}{A}+\varepsilon_{1}\right)^{2}-2 a^{2} c^{2} y^{2}\left(\frac{1}{A}+\varepsilon_{1}\right)\left(\frac{R^{2}}{A}+\varepsilon_{2}\right) \\
& +c^{4} y^{2}\left(\frac{R^{2}}{A}+\varepsilon_{2}\right)^{2}+4 a^{2} c^{2} y^{2}-2 a^{2} y\left(\frac{1}{A}+\varepsilon_{1}\right)-2 c^{2} y\left(\frac{R^{2}}{A}+\varepsilon_{2}\right)+1 \tag{3.9}
\end{align*}
$$

After multiplying the equation by $A^{2} / y^{2}$ the terms that do not include $\varepsilon_{1}$ and $\varepsilon_{2}$ are given by

$$
\begin{aligned}
a^{4}-2 a^{2} c^{2} A \frac{R^{2}}{A} & +c^{4} A^{2} \frac{R^{4}}{A^{2}}+4 a^{2} c^{2} A^{2}-2 a^{2} \frac{A}{y}-2 c^{2} \frac{R^{2}}{A} \frac{A^{2}}{y}+\frac{A^{2}}{y^{2}} \\
& =a^{4}-2 a^{2} c^{2} R^{2}+c^{4} R^{4}+4 a^{2} c^{2} A^{2}-2 a^{2} \frac{A}{y}-2 c^{2} R^{2} \frac{A}{y}+\frac{A^{2}}{y^{2}} \\
& =a^{4}-2 a^{2} c^{2} R^{2}+c^{4} R^{4}+4 a^{2} c^{2}\left(R^{2}-\sigma^{2}\right)-2 a^{2} \frac{A}{y}-2 c^{2} R^{2} \frac{A}{y}+\frac{A^{2}}{y^{2}} \\
& =\left(a^{2}-2 \sigma a c+R^{2} c^{2}-\frac{A}{y}\right)\left(a^{2}+2 \sigma a c+R^{2} c^{2}-\frac{A}{y}\right)
\end{aligned}
$$

The terms that involve $\varepsilon_{1}$ and $\varepsilon_{2}$ in (3.9) after multiplying it by $A^{2} / y^{2}$ are given by

$$
\begin{aligned}
A^{2}\left(\left(a^{4} \frac{2}{A}-2 a^{2} c^{2} \frac{R^{2}}{A}-2 a^{2} \frac{1}{y}\right) \varepsilon_{1}\right. & +\left(-2 a^{2} c^{2} \frac{1}{A}+2 c^{4} \frac{R^{2}}{A}-2 c^{2} \frac{1}{y}\right) \varepsilon_{2} \\
& \left.+\left(a^{4} \varepsilon_{1}^{2}-2 a^{2} c^{2} \varepsilon_{1} \varepsilon_{2}+c^{4} \varepsilon_{2}^{2}\right)\right) \\
=A^{2}\left(a^{2}\left(a^{2} \frac{2}{A}-2 c^{2} \frac{R^{2}}{A}-2 \frac{1}{y}\right) \varepsilon_{1}\right. & +c^{2}\left(-2 a^{2} \frac{1}{A}+2 c^{2} \frac{R^{2}}{A}-2 \frac{1}{y}\right) \varepsilon_{2} \\
& \left.+\left(a^{2} \varepsilon_{1}-c^{2} \varepsilon_{2}\right)^{2}\right) .
\end{aligned}
$$

Putting everything together in one equation again we obtain

$$
\begin{aligned}
& \left(a^{2}-2 \sigma a c+R^{2} c^{2}-\frac{A}{y}\right)\left(a^{2}+2 \sigma a c+R^{2} c^{2}-\frac{A}{y}\right) \\
& =-A^{2}\left(2 a^{2}\left(a^{2} \frac{1}{A}-c^{2} \frac{R^{2}}{A}-\frac{1}{y}\right) \varepsilon_{1}+2 c^{2}\left(-a^{2} \frac{1}{A}+c^{2} \frac{R^{2}}{A}-\frac{1}{y}\right) \varepsilon_{2}\right. \\
& \left.+\left(a^{2} \varepsilon_{1}-c^{2} \varepsilon_{2}\right)^{2}\right)
\end{aligned}
$$

We are now ready to prove (3.1). Choose $\nu \in\{ \pm 1\}$ such that

$$
\left|a^{2}+2 \nu\right| \sigma\left|a c+R^{2} c^{2}-\frac{A}{y}\right| \leq\left|a^{2}-2 \nu\right| \sigma\left|a c+R^{2} c^{2}-\frac{A}{y}\right| .
$$

Then

$$
\begin{align*}
\left|a^{2}+2 \nu\right| \sigma\left|a c+R^{2} c^{2}-\frac{A}{y}\right|^{2} \leq & \left|a^{2}-2 \sigma a c+R^{2} c^{2}-\frac{A}{y}\right|\left|a^{2}+2 \sigma a c+R^{2} c^{2}-\frac{A}{y}\right| \\
\leq & A^{2} \max \left\{a^{2}, c^{2}\right\}\left(2\left(a^{2} \frac{1}{A}+c^{2} \frac{R^{2}}{A}+\frac{1}{y}\right)\left|\varepsilon_{1}\right|\right.  \tag{3.10}\\
& +2\left(a^{2} \frac{1}{A}+c^{2} \frac{R^{2}}{A}+\frac{1}{y}\right)\left|\varepsilon_{2}\right| \\
& \left.+\max \left\{a^{2}, c^{2}\right\}\left(\left|\varepsilon_{1}\right|+\left|\varepsilon_{2}\right|\right)^{2}\right)
\end{align*}
$$

Note that $1 / A \leq 2 / \sqrt{3}$ and $R^{2} / A \leq 2 R / \sqrt{3}$ as remarked on page 40. We also have acquired a bound for $\max \left\{a^{2}, c^{2}\right\}$ in the beginning of the proof displayed in (3.2). There-
fore,

$$
\begin{aligned}
a^{2} \frac{1}{A}+c^{2} \frac{R^{2}}{A}+\frac{1}{y} & \leq \frac{4 R+1}{\sqrt{3}} \frac{1}{y} \frac{1}{A}+\frac{4 R+1}{\sqrt{3}} \frac{1}{y} \frac{R^{2}}{A}+\frac{1}{y} \\
& \leq \frac{4 R+1}{\sqrt{3}} \frac{1}{y}\left(\frac{1}{A}+\frac{R^{2}}{A}+\frac{2}{\sqrt{3}}\right) \\
& \leq \frac{4 R+1}{\sqrt{3}} \frac{6 R}{\sqrt{3}} \frac{1}{y} .
\end{aligned}
$$

Using the bounds for $\varepsilon_{1}$ and $\varepsilon_{2}$ we get

$$
\begin{aligned}
& 2\left(a^{2} \frac{1}{A}+c^{2} \frac{R^{2}}{A}+\frac{1}{y}\right)\left|\varepsilon_{1}\right| \leq 2 \frac{4 R+1}{\sqrt{3}} \frac{6 R}{\sqrt{3}} \frac{1}{y} \frac{2}{\sqrt{3} A} \varepsilon \leq 10 \frac{4 R+1}{\sqrt{3}} \frac{\varepsilon}{y}, \\
& 2\left(a^{2} \frac{1}{A}+c^{2} \frac{R^{2}}{A}+\frac{1}{y}\right)\left|\varepsilon_{2}\right| \leq 2 \frac{4 R+1}{\sqrt{3}} \frac{6 R}{\sqrt{3}} \frac{1}{y} 4 \varepsilon \leq 28 R \frac{4 R+1}{\sqrt{3}} \frac{\varepsilon}{y}
\end{aligned}
$$

and

$$
\left(\left|\varepsilon_{1}\right|+\left|\varepsilon_{2}\right|\right)^{2} \leq\left(\frac{1}{A} \frac{2}{\sqrt{3}} \varepsilon+4 \varepsilon\right)^{2} \leq \varepsilon^{2}\left(\frac{1}{A} \frac{2}{\sqrt{3}}+4\right)^{2} \leq \varepsilon^{2}\left(\frac{4}{3}+4\right)^{2} \leq 29 \varepsilon^{2} \leq 11 \varepsilon
$$

since $\varepsilon \leq \sqrt{3} / 5$. Using these inequalities for (3.10) and applying (3.2) again we obtain

$$
\begin{aligned}
\left|a^{2}+2 \nu\right| \sigma\left|a c+R^{2} c^{2}-\frac{A}{y}\right|^{2} & \leq A^{2} \max \left\{a^{2}, c^{2}\right\}\left(38 R \frac{4 R+1}{\sqrt{3}} \frac{\varepsilon}{y}+11 \max \left\{a^{2}, c^{2}\right\} \varepsilon\right) \\
& \leq 49 A^{2} R\left(\frac{4 R+1}{\sqrt{3}}\right)^{2} \frac{\varepsilon}{y^{2}}
\end{aligned}
$$

Taking the square-root on both sides gets us

$$
\left|a^{2}+2 \nu\right| \sigma\left|a c+R^{2} c^{2}-\frac{A}{y}\right| \leq 7 A R^{1 / 2}\left(\frac{4 R+1}{\sqrt{3}}\right) \frac{\varepsilon^{1 / 2}}{y}
$$

Using $A \leq R$ and $y=\operatorname{Im}(\tau)$ we get

$$
\left|a^{2}+2 \nu\right| \sigma\left|a c+R^{2} c^{2}-\frac{A}{y}\right| \leq 7 R^{2}\left(\frac{4 R+1}{\sqrt{3}}\right) \frac{\frac{1}{1 / 2}_{\operatorname{Im}(\tau)}^{.} . . ~}{\text {. }}
$$

This proves (3.1).
Note that the estimates might be improved slightly, especially when $\xi=\zeta$ or $\xi=\zeta^{2}$ with $\zeta=e^{2 \pi i / 6}$. We are going to look at those special cases eventually, so that $\operatorname{Im}(\zeta)=$
$\sqrt{3} / 2$.
We want to use the last lemma to prove the following proposition.
Proposition 3.5 Let $N$ be an integer, and let $E_{0}$ be an elliptic curve, and $\xi_{\overline{\mathcal{F}}} \in \overline{\mathcal{F}}$. Further, assume that $0 \leq \varepsilon \leq\left(100^{-1}|\xi|^{-3} \operatorname{Im}(\xi)\right)^{2}$. Then the number of $\tau \in \overline{\mathcal{F}}$ with $|\xi-\tau| \leq \varepsilon$ and such that $E_{0}$ is $N$-isogenous to a curve corresponding to $j(\tau)$ is bounded by

$$
10^{7}\left|\tau_{0} \| \xi\right|^{5}\left(\sqrt{N} \sigma_{0}(N)+\sqrt{\varepsilon} \psi(N)\right)
$$

For the remainder of the section we are going to prove this proposition.
For fixed $\tau \in \mathbb{H}$ with bounded real part we want to bound the number of matrices that satisfy the conditions in the lemma. For this we define

$$
\mathcal{M}(\xi ; x ; y ; \varepsilon)=\#\left\{\gamma \in \mathrm{SL}_{2}(\mathbb{Z}) ; \exists \tau=\tilde{x}+i y,|\tilde{x}| \leq|x|,|\gamma \tau-\xi| \leq \varepsilon \text { and } \gamma \tau \in \overline{\mathcal{F}}\right\}
$$

Note that the last lemma tells us that all $\tau$ on horizontal lines in the upper half-plane satisfy the same equation for $(a, c)$. Thus, if we look at horizontal line segments the number $\mathcal{M}(\xi ; x ; y ; \varepsilon)$ can be bounded independent in terms of $x$.

If $\gamma$ is as in the last lemma, then the first column $(a, c)$ is close to one of the two ellipses

$$
X^{2} \pm 2|\operatorname{Re}(\xi)| X Y+|\xi|^{2} Y^{2}=\frac{\operatorname{Im}(\xi)}{\operatorname{Im}(\tau)}
$$

More precisely, we have

$$
\begin{equation*}
\left|\lambda-\frac{\operatorname{Im}(\xi)}{\operatorname{Im}(\tau)}\right| \leq 50|\xi|^{3} \frac{\varepsilon^{1 / 2}}{\operatorname{Im}(\tau)}, \quad \text { where } \quad \lambda=a^{2} \pm 2|\operatorname{Re}(\xi)| a c+|\xi|^{2} c^{2} \tag{3.11}
\end{equation*}
$$

We need an upper bound for the number $N(\operatorname{Im}(\tau), \varepsilon)$ of lattice points $(a, c) \in \mathbb{Z}^{2}$ that satisfy (3.11). Each of these points lies in a neighborhood of an ellipse defined above. We are going to use a result by Davenport [Dav51]. The following theorem is a special case of the result of Davenport.

Theorem 3.6 Let $\mathcal{R}$ be a region in the two-dimensional plane with smooth boundary. If $V(\mathcal{R})$ denotes the volume of $\mathcal{R}$ and $N(\mathcal{R})$ the number of points with integral coordinates in $\mathcal{R}$, then

$$
|N(\mathcal{R})-V(\mathcal{R})|<4(L+1),
$$

where $L$ is the length of the boundary of $\mathcal{R}$.
Thus, we need to compute the volume and the circumference of the ellipses that bound the given neighborhood. Let us assume that

$$
\varepsilon \leq\left(\frac{\operatorname{Im}(\xi)}{100|\xi|^{3}}\right)^{2}
$$

is small enough. We consider the case when $\nu=1$. The ellipses are then given by

$$
E_{ \pm}: A a^{2}+B a b+C b^{2}=1
$$

with

$$
A=\frac{\operatorname{Im}(\tau)}{\operatorname{Im}(\xi) \pm 50|\xi|^{3} \varepsilon^{1 / 2}}, \quad B=\frac{2|\operatorname{Re}(\xi)| \operatorname{Im}(\tau)}{\operatorname{Im}(\xi) \pm 50|\xi|^{3} \varepsilon^{1 / 2}}, \quad C=\frac{|\xi|^{2} \operatorname{Im}(\tau)}{\operatorname{Im}(\xi) \pm 50|\xi|^{3} \varepsilon^{1 / 2}}
$$

The area of the bigger ellipse is then given by

$$
\operatorname{vol}\left(E_{+}\right)=\frac{2 \pi}{\sqrt{4 A C-B^{2}}}=\pi \frac{\operatorname{Im}(\xi)+50|\xi|^{3} \varepsilon^{1 / 2}}{\operatorname{Im}(\tau) \sqrt{|\xi|^{2}-\operatorname{Re}(\xi)^{2}}}=\pi \frac{\operatorname{Im}(\xi)+50|\xi|^{3} \varepsilon^{1 / 2}}{\operatorname{Im}(\tau) \operatorname{Im}(\xi)}
$$

Similarly, we have

$$
\operatorname{vol}\left(E_{-}\right)=\pi \frac{\operatorname{Im}(\xi)-50|\xi|^{3} \varepsilon^{1 / 2}}{\operatorname{Im}(\tau) \operatorname{Im}(\xi)}
$$

for the smaller ellipse.
We now want to bound the circumference of $E_{ \pm}$. For this we will use the following lemma.

Lemma 3.7 Let $E$ be an ellipse given by $A a^{2}+B a c+C c^{2}=1$. Then the circumference $L$ of $E$ is bounded by

$$
L \leq \sqrt{2(A+C)} \operatorname{vol}(E)
$$

Proof. To prove this we rotate the ellipse, so that the new equation becomes

$$
\begin{equation*}
A^{\prime} a^{2}+C^{\prime} b^{2}=1 \tag{3.12}
\end{equation*}
$$

The coefficients are given by

$$
A^{\prime}=\frac{A+C}{2}+\frac{A-C}{2} \cos (2 \theta)-\frac{B}{2} \sin (2 \theta)
$$

and

$$
C^{\prime}=\frac{A+C}{2}-\frac{A-C}{2} \cos (2 \theta)+\frac{B}{2} \sin (2 \theta),
$$

where $\theta$ satisfies $\cot 2 \theta=\frac{A-C}{B}$ or $\tan 2 \theta=\frac{B}{A-C}$. Note if $B=0$, we have $\theta=0$, so that $A^{\prime}=A$ and $C^{\prime}=C$. Now the circumference of an ellipse in the form of (3.12) can be estimated by

$$
L \leq \sqrt{2} \pi \sqrt{\frac{1}{A^{\prime}}+\frac{1}{C^{\prime}}} \leq \sqrt{2} \pi \sqrt{\frac{A^{\prime}+C^{\prime}}{A^{\prime} C^{\prime}}}=2 \sqrt{2} \pi \sqrt{\frac{A^{\prime}+C^{\prime}}{4 A^{\prime} C^{\prime}}}
$$

But if we put $B^{\prime}=0$, then $A^{\prime}+C^{\prime}=A+C$ and $4 A^{\prime} C^{\prime}=4 A^{\prime} C^{\prime}-B^{2}=4 A C-B^{2}$ since the discriminant is an invariant. Thus

$$
L \leq \sqrt{2} \sqrt{A+C} \frac{2 \pi}{4 A C-B^{2}}=\sqrt{2} \sqrt{A+C} \operatorname{vol}(E)
$$

as desired.

If $L_{+}$denotes the circumference of $E_{+}$, then we have by the previous lemma

$$
\begin{aligned}
L_{+} & \leq \sqrt{2} \pi \sqrt{\frac{\operatorname{Im}(\tau)+|\xi|^{2} \operatorname{Im}(\tau)}{\operatorname{Im}(\xi)+50|\xi|^{3} \varepsilon^{1 / 2}}} \frac{\operatorname{Im}(\xi)+50|\xi|{ }^{3} \varepsilon^{1 / 2}}{\operatorname{Im}(\tau) \operatorname{Im}(\xi)} \\
& \leq \sqrt{2} \pi \frac{\sqrt{1+|\xi|^{2}}}{\operatorname{Im}(\xi)} \sqrt{\frac{\operatorname{Im}(\xi)+50|\xi|^{3} \varepsilon^{1 / 2}}{\operatorname{Im}(\tau)}}
\end{aligned}
$$

Now we use the bound on $\varepsilon$ to get

$$
\begin{aligned}
L_{+} & \leq \sqrt{2} \pi \frac{\sqrt{1+|\xi|^{2}}}{\operatorname{Im}(\xi)} \sqrt{\frac{\operatorname{Im}(\xi)+\frac{1}{2} \operatorname{Im}(\xi)}{\operatorname{Im}(\tau)}} \\
& =\sqrt{3} \pi \sqrt{\frac{1+|\xi|^{2}}{\operatorname{Im}(\xi)}} \frac{1}{\sqrt{\operatorname{Im}(\tau)}}
\end{aligned}
$$

We have $\frac{|\xi|}{\operatorname{Im}(\xi)} \leq \frac{2}{\sqrt{3}}$ since $\xi$ is in the fundamental domain. Hence $\frac{|\xi|^{2}}{\operatorname{Im}(\xi)} \leq \frac{4}{3} \operatorname{Im}(\xi)$ and therefore

$$
\frac{1+|\xi|^{2}}{\operatorname{Im}(\xi)}=\frac{1}{\operatorname{Im}(\xi)}+\frac{|\xi|^{2}}{\operatorname{Im}(\xi)} \leq \frac{2}{\sqrt{3}}+\frac{4}{3} \operatorname{Im}(\xi) \leq \frac{8}{3} \operatorname{Im}(\xi) .
$$

Using this for the bound of $L_{+}$yields

$$
L_{+} \leq 2 \pi \frac{\sqrt{2 \operatorname{Im}(\xi)}}{\sqrt{\operatorname{Im}(\tau)}}
$$

Similarly, we obtain

$$
L_{-} \leq \sqrt{2} \pi \frac{\sqrt{1+|\xi|^{2}}}{\operatorname{Im}(\xi)} \sqrt{\frac{\operatorname{Im}(\xi)-50|\xi|^{3} \varepsilon^{1 / 2}}{\operatorname{Im}(\tau)}}
$$

where $L_{-}$is the circumference of $E_{-}$and thus

$$
\begin{aligned}
L_{-} & \leq \sqrt{2} \pi \frac{\sqrt{1+|\xi|^{2}}}{\operatorname{Im}(\xi)} \sqrt{\frac{\operatorname{Im}(\xi)}{\operatorname{Im}(\tau)}} \\
& =\sqrt{2} \pi \sqrt{\frac{1+|\xi|^{2}}{\operatorname{Im}(\xi)}} \frac{1}{\sqrt{\operatorname{Im}(\tau)}} \\
& \leq 2 \pi \frac{\sqrt{2 \operatorname{Im}(\xi)}}{\sqrt{\operatorname{Im}(\tau)}}
\end{aligned}
$$

Clearly this bound holds since $L_{-}$is the circumference of the smaller ellipse.
Let $N\left(E_{ \pm}\right)$denote the number of lattice points contained in $E_{ \pm}$as defined in Theorem 3.6. By this same theorem, the number of points contained in the elliptical annulus can be estimated by

$$
\begin{aligned}
N\left(E_{+}\right)-N\left(E_{-}\right) & =N\left(E_{+}\right)-\operatorname{vol}\left(E_{+}\right)-\left(N\left(E_{-}\right)-\operatorname{vol}\left(E_{-}\right)\right)+\operatorname{vol}\left(E_{+}\right)-\operatorname{vol}\left(E_{-}\right) \\
& \leq 4\left(L_{+}+1\right)+4\left(L_{-}+1\right)+\operatorname{vol}\left(E_{+}\right)-\operatorname{vol}\left(E_{-}\right) \\
& \leq 8\left(L_{+}+1\right)+\frac{100 \pi|\xi|^{3} \varepsilon^{1 / 2}}{\operatorname{Im}(\tau) \operatorname{Im}(\xi)} \\
& \leq 16 \pi \frac{\sqrt{2 \operatorname{Im}(\xi)}+\sqrt{\operatorname{Im}(\tau)}}{\sqrt{\operatorname{Im}(\tau)}}+\frac{100 \pi|\xi|^{3} \varepsilon^{1 / 2}}{\operatorname{Im}(\tau) \operatorname{Im}(\xi)} .
\end{aligned}
$$

Therefore, a bound for $N(\operatorname{Im}(\tau), \varepsilon)$ is given by twice this number since the ellipse for $\nu=-1$ gives the same bound.

To obtain a bound for the number of matrices satisfying the conditions in Lemma 3.4, we need to estimate the possible pairs $(b, d)$ when $(a, c)$ is fixed. Let $(a, c)$ be fixed, and assume that $(b, d)$ and $\left(b^{\prime}, d^{\prime}\right)$ satisfy $a d-b c=1$ and $a d^{\prime}-b^{\prime} c=1$, respectively. Then $\left(b-b^{\prime}, d-d^{\prime}\right)=(a k, c k)$ for some integer $k$. Lemma 3.4 now implies

$$
|k| \leq 2|\operatorname{Re}(\tau)|+2 \frac{4|\xi|+1}{\sqrt{3}} \leq 2|\operatorname{Re}(\tau)|+6|\xi| .
$$

Thus, $\mathcal{M}(\xi ; x ; y ; \varepsilon)$ is bounded by

$$
\begin{align*}
& N(y, \varepsilon) \cdot(2 \cdot(2 x+6|\xi|)+1) \leq N(y, \varepsilon) \cdot(4 x+13|\xi|) \\
& \quad \leq 2\left(16 \pi \frac{\sqrt{2 \operatorname{Im}(\xi)}+\sqrt{y}}{\sqrt{y}}+\frac{100 \pi|\xi|{ }^{3} \varepsilon^{1 / 2}}{y \operatorname{Im}(\xi)}\right)(4 x+13|\xi|) \tag{3.13}
\end{align*}
$$

We now want to apply this result to estimate the number of points close to a fixed


Figure 3.3: $\tau_{0}$ and all except one $\tau_{M}$ for $N=10$
point which are given by a cyclic isogeny of degree $N$. Let $\tau_{0} \in \mathbb{H}$ be fixed. Let $N \in \mathbb{N}$. We will be working with matrices $M$ of the form $\left(\begin{array}{cc}m & l \\ 0 & n\end{array}\right)$ with $N=m n$ and $0 \leq l<n$. We will denote $M . \tau_{0}$ by $\tau_{M}$. We want to bound the number of points $\tau_{M}$ satisfying $\left|\tilde{\tau}_{M}-\xi\right| \leq \varepsilon$ with $\tilde{\tau}_{M}$ in the $\mathrm{SL}_{2}(\mathbb{Z})$-orbit of $\tau_{M}$ and in $\overline{\mathcal{F}}$. For this we momentarily fix a divisor $n$ of $N$ with $n \geq \sqrt{N}$ and a matrix $M$ with $M=\left(\begin{array}{cc}m & l \\ 0 & n\end{array}\right)$ and $0 \leq l<n$. Then $y:=\operatorname{Im}\left(\tau_{M}\right)=\frac{m}{n} \operatorname{Im}\left(\tau_{0}\right)$ for any $0 \leq l<n$. Figure 3.1 shows an example with $\tau=1+i$ and $N=10$.

Since $y$ does not depend on $l$ and $\left|\operatorname{Re}\left(\tau_{M}\right)\right| \leq\left|\operatorname{Re}\left(\tau_{0}\right)\right|+1$, the bound for $\mathcal{M}\left(\xi ;\left|\operatorname{Re}\left(\tau_{0}\right)\right|+\right.$ $1 ; y ; \varepsilon)$ is independent of $l$. This number does not estimate all the $\tau_{M}$ that are translated close to $\xi$ as we will see later. The bound in (3.13) translates to

$$
\begin{aligned}
& \mathcal{M}\left(\xi ;\left|\operatorname{Re}\left(\tau_{0}\right)\right|+1 ; y ; \varepsilon\right) \leq 8\left(4 \pi \frac{\sqrt{2 \operatorname{Im}(\xi)}+\sqrt{\frac{m}{n} \operatorname{Im}\left(\tau_{0}\right)}}{\sqrt{\operatorname{Im}\left(\tau_{0}\right)}} \sqrt{\frac{n}{m}}+\frac{25 \pi|\xi|^{3} \varepsilon^{1 / 2}}{\operatorname{Im}\left(\tau_{0}\right) \operatorname{Im}(\xi)} \frac{n}{m}\right) \\
& \cdot\left(4\left|\operatorname{Re}\left(\tau_{0}\right)\right|+13|\xi|+4\right)
\end{aligned}
$$

But $\frac{m}{n} \leq 1$ since $n \geq \sqrt{N}$ and hence

$$
\begin{aligned}
& \mathcal{M}\left(\xi ;\left|\operatorname{Re}\left(\tau_{0}\right)\right|+1 ; y ; \varepsilon\right) \\
& \quad \leq 8\left(4\left|\operatorname{Re}\left(\tau_{0}\right)\right|+17|\xi|\right)\left(4 \pi \frac{\sqrt{2 \operatorname{Im}(\xi)}+\sqrt{\operatorname{Im}\left(\tau_{0}\right)}}{\sqrt{\operatorname{Im}\left(\tau_{0}\right)}} \sqrt{\frac{n}{m}}+\frac{25 \pi|\xi|^{3} \varepsilon^{1 / 2}}{\operatorname{Im}\left(\tau_{0}\right) \operatorname{Im}(\xi)} \frac{n}{m}\right) \\
& \quad \leq 8\left(4\left|\operatorname{Re}\left(\tau_{0}\right)\right|+17|\xi|\right)\left(8 \pi \frac{\sqrt{2 \operatorname{Im}(\xi)}+\sqrt{\operatorname{Im}\left(\tau_{0}\right)}}{\sqrt{\operatorname{Im}\left(\tau_{0}\right)}} \sqrt{\frac{n}{m}}+\frac{35 \pi|\xi|^{2} \varepsilon^{1 / 2}}{\operatorname{Im}\left(\tau_{0}\right)} \frac{n}{m}\right)
\end{aligned}
$$

if we also apply $|\xi|^{2} / \operatorname{Im}(\xi) \leq 4|\xi| / 3$. Further we get

$$
\begin{align*}
\mathcal{M}\left(\xi ;\left|\operatorname{Re}\left(\tau_{0}\right)\right|+1 ; y ; \varepsilon\right) \leq 64 \pi & \left(4\left|\operatorname{Re}\left(\tau_{0}\right)\right|+17|\xi|\right) \\
& \cdot \max \left\{\frac{\sqrt{2 \operatorname{Im}(\xi)}+\sqrt{\operatorname{Im}\left(\tau_{0}\right)}}{\sqrt{\operatorname{Im}\left(\tau_{0}\right)}}, 5 \frac{|\xi|^{2}}{\operatorname{Im}\left(\tau_{0}\right)}\right\}  \tag{3.14}\\
& \cdot\left(\sqrt{\frac{n}{m}}+\frac{n}{m} \varepsilon^{1 / 2}\right) .
\end{align*}
$$

Now different $\tau_{M}$ (entry $l$ different) can be translated close to $\xi$ by the same matrix, so we have to restrict those. So if $\tau_{M}$ is translated into the disc around $\xi$ by a matrix $\left(\begin{array}{lll}a & b \\ c & d\end{array}\right)$ then the real part $x$ of $\tau_{M}$ satisfies

$$
|c x+d||c| \leq 3|\xi| \quad \text { and } \quad|a x+b||a| \leq 3|\xi|
$$

by (3.4) and (3.6). Assume that $c \neq 0$. Then $|x+d / c| \leq 3|\xi| c^{-2}$, so that $x$ lies in an interval $I$ with center $-d / c$ and of length bounded by $6|\xi| c^{-2}$. This implies

$$
\left|\left\{l \in\{0, \ldots, n-1\}:\left(m \operatorname{Re}\left(\tau_{0}\right)+l\right) / n \in I\right\}\right| \leq n|I|+1 \leq 6|\xi| \frac{n}{c^{2}}+1
$$

A similar result is obtained if $a \neq 0$. So in any case

$$
\begin{equation*}
\left|\left\{l \in\{0, \ldots, n-1\}:\left(m \operatorname{Re}\left(\tau_{0}\right)+l\right) / n \in I\right\}\right| \leq 6|\xi| \frac{n}{\max \{|a|,|c|\}^{2}}+1 \tag{3.15}
\end{equation*}
$$

independent of whether the interval is centered around $-d / c$ or $-b / a$. Moreover, $\max \{|a|,|c|\}^{2}$ can be bounded by

$$
\begin{aligned}
3|\xi|^{2} \max \{|a|,|c|\}^{2} & \geq a^{2}+\nu 2|\operatorname{Re}(\xi)| a c+|\xi|^{2} c^{2} \\
& \geq \frac{\operatorname{Im}(\xi)-50|\xi|^{3} \varepsilon^{1 / 2}}{y}=\frac{\operatorname{Im}(\xi)-50|\xi|^{3} \varepsilon^{1 / 2}}{\operatorname{Im}\left(\tau_{0}\right)} \frac{n}{m}
\end{aligned}
$$

where the last inequality follows from Equation (3.1). Using the upper bound on $\varepsilon$ we obtain

$$
3|\xi|^{2} \max \{|a|,|c|\}^{2} \geq \frac{\operatorname{Im}(\xi)}{2 \operatorname{Im}\left(\tau_{0}\right)} \frac{n}{m}
$$

and hence

$$
\begin{equation*}
6|\xi| \frac{n}{\max \{|a|,|c|\}^{2}} \leq 36|\xi|^{3} \frac{\operatorname{Im}\left(\tau_{0}\right)}{\operatorname{Im}(\xi)} m \leq 50|\xi|^{2} \operatorname{Im}\left(\tau_{0}\right) m \tag{3.16}
\end{equation*}
$$

since $|\xi| / \operatorname{Im}(\xi) \leq 2 / \sqrt{3}$.
Recall that the matrix $M$ is of the form $\left(\begin{array}{cc}m & l \\ 0 & n\end{array}\right)$ with $N=m n$ and $0 \leq l<n$ and
$\tau_{M}=M \tau_{0}$. As before, $\tilde{\tau}_{M}$ is in the $\mathrm{SL}_{2}(\mathbb{Z})$-orbit of $\tau_{M}$ and in $\overline{\mathcal{F}}$.

Let $\Lambda\left(\tau_{0} ; N ; \varepsilon\right)$ be the set of $\tau_{M}$ satisfying $\left|\tilde{\tau}_{M}-\xi\right| \leq \varepsilon$, where $\tau_{M}$ is as before. The number of elements in $\Lambda\left(\tau_{0} ; N ; \varepsilon\right)$ is surely bounded by the number of matrices $M$ with lower right entry greater than $\sqrt{N}$ satisfying the condition plus the total number of matrices with $n \leq \sqrt{N}$. The latter is bounded by

$$
\sum_{\substack{n \mid N \\ 0<n \leq \sqrt{N}}} n \leq \sqrt{N} \sum_{n \mid N} 1=\sqrt{N} \sigma_{0}(N) .
$$

For $n \leq \sqrt{N}$ we are going to count $\tilde{\tau}_{M}$ independent of whether $\left|\tilde{\tau}_{M}-\xi\right| \leq \varepsilon$ or not since the number $\sqrt{N} \sigma_{0}(N)$ does not grow too fast. Now by the arguments we just made, we can bound the number of $\tau_{M}$ and thus the total number of points in $\Lambda\left(\tau_{M} ; N ; \varepsilon\right)$ as follows. Recall that $N=m n$.

$$
\begin{aligned}
\left|\Lambda\left(\tau_{0} ; N ; \varepsilon\right)\right| \leq & \sum_{\substack{n \geq \sqrt{N} \\
n \geq \sqrt{N}}} \mathcal{M}\left(\xi ;\left|\operatorname{Re}\left(\tau_{0}\right)\right|+1 ; \frac{N}{n^{2}} \operatorname{Im}\left(\tau_{0}\right) ; \varepsilon\right)\left(6|\xi| \frac{n}{\max \{|a|,|c|\}^{2}}+1\right) \\
& +\sqrt{N} \sigma_{0}(N)
\end{aligned}
$$

Here, for fixed $n$ the number $\mathcal{M}\left(\xi ;\left|\operatorname{Re}\left(\tau_{0}\right)\right|+1 ; \frac{N}{n^{2}} \operatorname{Im}\left(\tau_{0}\right) ; \varepsilon\right)$ bounds the matrices that translate any $\tau_{M}$ of the form $\left(\begin{array}{cc}m & l \\ 0 & n\end{array}\right)$ with varying $l$ close to $\xi$. But since different $\tau_{M}$ can be translated into the disc around $\xi$ by the same matrix we have to compensate this with the inequality in (3.15). This in turn can be estimated as displayed in (3.16) so that

$$
\begin{aligned}
\left|\Lambda\left(\tau_{0} ; N ; \varepsilon\right)\right| \leq & \sum_{\substack{n \geq \sqrt{N} \\
n \geq \sqrt{N}}} \mathcal{M}\left(\xi ;\left|\operatorname{Re}\left(\tau_{0}\right)\right|+1 ; \frac{N}{n^{2}} \operatorname{Im}\left(\tau_{0}\right) ; \varepsilon\right)\left(50|\xi|^{2} \operatorname{Im}\left(\tau_{0}\right) \frac{N}{n}+1\right) \\
& +\sqrt{N} \sigma_{0}(N)
\end{aligned}
$$

By the inequality for $\mathcal{M}\left(\xi ;\left|\operatorname{Re}\left(\tau_{0}\right)\right|+1 ; \frac{N}{n^{2}} \operatorname{Im}\left(\tau_{0}\right) ; \varepsilon\right)$ in (3.14) and $1 \leq m$ we get

$$
\left|\Lambda\left(\tau_{0} ; N ; \varepsilon\right)\right| \leq \sqrt{N} \sigma_{0}(N)+\sum_{\substack{m \mid N \\ m \leq \sqrt{N}}} m \cdot \mathcal{I}\left(\tau_{0}, \xi\right) \cdot\left(\sqrt{\frac{N}{m^{2}}}+\frac{N}{m^{2}} \varepsilon^{1 / 2}\right)
$$

where

$$
\begin{aligned}
\mathcal{I}\left(\tau_{0}, \xi\right)=64 \pi & \left(4\left|\operatorname{Re}\left(\tau_{0}\right)\right|+17|\xi|\right)\left(50|\xi|^{2} \operatorname{Im}\left(\tau_{0}\right)+1\right) \\
& \cdot \max \left\{\frac{\sqrt{2 \operatorname{Im}(\xi)}+\sqrt{\operatorname{Im}\left(\tau_{0}\right)}}{\sqrt{\operatorname{Im}\left(\tau_{0}\right)}}, 5 \frac{|\xi|^{2}}{\operatorname{Im}\left(\tau_{0}\right)}\right\} .
\end{aligned}
$$

We can continue the estimate

$$
\begin{aligned}
\left|\Lambda\left(\tau_{0} ; N ; \varepsilon\right)\right| & \leq \sqrt{N} \sigma_{0}(N)+\mathcal{I}\left(\tau_{0}, \xi\right) \sum_{\substack{m \leq N \\
m \leq \sqrt{N}}} m\left(\frac{\sqrt{N}}{m}+\frac{N}{m^{2}} \varepsilon^{1 / 2}\right) \\
& =\sqrt{N} \sigma_{0}(N)+\mathcal{I}\left(\tau_{0}, \xi\right) \sum_{\substack{m \leq N \\
m \leq \sqrt{N}}}\left(\sqrt{N}+\frac{N}{m} \varepsilon^{1 / 2}\right) .
\end{aligned}
$$

We split the sum to get

$$
\begin{align*}
\left|\Lambda\left(\tau_{0} ; N ; \varepsilon\right)\right| & \leq \sqrt{N} \sigma_{0}(N)+\mathcal{I}\left(\tau_{0}, \xi\right)\left(\sum_{\substack{m \mid N \\
m \leq \sqrt{N}}} \sqrt{N}+\sum_{\substack{m \mid N \\
m \leq \sqrt{N}}} \frac{N}{m} \varepsilon^{1 / 2}\right) \\
& =\sqrt{N} \sigma_{0}(N)\left(1+\mathcal{I}\left(\tau_{0}, \xi\right)\right)+\mathcal{I}\left(\tau_{0}, \xi\right) \varepsilon^{1 / 2} \sum_{\substack{n \mid N \\
n \geq \sqrt{N}}} n \\
& =\sqrt{N} \sigma_{0}(N)\left(1+\mathcal{I}\left(\tau_{0}, \xi\right)\right)+\mathcal{I}\left(\tau_{0}, \xi\right) \varepsilon^{1 / 2} \sigma_{1}(N) . \tag{3.17}
\end{align*}
$$

Lemma 3.8 Let $N$ be a positive integer. Then $\sigma_{1}(N) \leq \frac{\pi^{2}}{6} \psi(N)$.
Proof. It is well-known that $\sigma_{1}$ is multiplicative. The function $\psi$ is also multiplicative, see page 53 of [Lan87]. We have $\sigma_{1}\left(p^{k}\right)=\frac{p^{k+1}-1}{p-1}$ and $\psi\left(p^{k}\right)=p^{k-1}(p+1)$. Thus

$$
\frac{\sigma_{1}\left(p^{k}\right)}{\psi\left(p^{k}\right)}=\frac{p^{k+1}-1}{(p-1)(p+1) p^{k-1}} \leq \frac{p^{2}}{p^{2}-1}=\frac{1}{1-p^{-2}}
$$

For general $N$ this yields

$$
\frac{\sigma_{1}(N)}{\psi(N)} \leq \prod_{p^{k} \| N} \frac{1}{1-p^{-2}} \leq \prod_{p} \frac{1}{1-p^{-2}}=\zeta(2)
$$

where $\zeta$ denotes the Riemann zeta function. This proves the claim.
This proves the following claim.

Lemma 3.9 Fix $\tau_{0} \in \mathbb{H}$ and $\xi \in \overline{\mathcal{F}}$. Let $0<\varepsilon \leq\left(\frac{\operatorname{Im}(\xi)}{100|\xi|^{3}}\right)^{2}$. Let $\Lambda\left(\tau_{0} ; N ; \varepsilon\right)$ be the number of $M \tau_{0}, M=\left(\begin{array}{cc}m & l \\ 0 & n\end{array}\right)$ with $N=m n$ and $0 \leq l<n$, that satisfy $\left|\gamma M \tau_{0}-\xi\right| \leq \varepsilon$ for some $\gamma \in \mathrm{SL}_{2}(\mathbb{Z})$. Then

$$
\left|\Lambda\left(\tau_{0} ; N ; \varepsilon\right)\right| \leq \sqrt{N} \sigma_{0}(N)\left(1+\mathcal{I}\left(\tau_{0}, \xi\right)\right)+\frac{\pi^{2}}{6} \mathcal{I}\left(\tau_{0}, \xi\right) \varepsilon^{1 / 2} \psi(N)
$$

with

$$
\begin{aligned}
\mathcal{I}\left(\tau_{0}, \xi\right)=64 \pi & \left(4\left|\operatorname{Re}\left(\tau_{0}\right)\right|+17|\xi|\right)\left(50|\xi|^{2} \operatorname{Im}\left(\tau_{0}\right)+1\right) \\
& \cdot \max \left\{\frac{\sqrt{2 \operatorname{Im}(\xi)}+\sqrt{\operatorname{Im}\left(\tau_{0}\right)}}{\sqrt{\operatorname{Im}\left(\tau_{0}\right)}}, 5 \frac{|\xi|^{2}}{\operatorname{Im}\left(\tau_{0}\right)}\right\} .
\end{aligned}
$$

To complete the proof of Proposition 3.5 we restrict $\tau_{0}$ to the fundamental domain. Then $\operatorname{Im}\left(\tau_{0}\right) \geq \sqrt{3} / 2$ and $\left|\operatorname{Re}\left(\tau_{0}\right)\right| \leq 1 / 2$. Therefore we get

$$
\frac{\sqrt{2 \operatorname{Im}(\xi)}+\sqrt{\operatorname{Im}\left(\tau_{0}\right)}}{\sqrt{\operatorname{Im}\left(\tau_{0}\right)}}=1+\frac{\sqrt{2 \operatorname{Im}(\xi)}}{\sqrt{\operatorname{Im}\left(\tau_{0}\right)}} \leq 1+2 \sqrt{\operatorname{Im}(\xi)} \leq 6|\xi|^{2}
$$

and hence

$$
\max \left\{1+\mathcal{I}\left(\tau_{0}, \xi\right), \frac{\pi^{2}}{6} \mathcal{I}\left(\tau_{0}, \xi\right)\right\} \leq 64 \pi(2+17|\xi|) \cdot 60|\xi|^{2}\left|\tau_{0}\right| \cdot 6|\xi|^{2} \leq 10^{7}\left|\tau_{0}\right||\xi|^{5}
$$

Recall from Chapter 1 that an $N$-isogeny is related to a matrix of the form $M=\left(\begin{array}{cc}m & l \\ 0 & n\end{array}\right)$ with $N=m n, 0 \leq l<n$ and $\operatorname{gcd}(m, n, l)=1$. We have considered such matrices without a condition on the greatest common divisor. Therefore we are done with the proof of Proposition 3.5.

### 3.2 Bounding the height

Recall that we have fixed an elliptic curve without complex multiplication defined over a number field $K$ and $j_{0}$ is its $j$-invariant. Two points in the fundamental domain are in the same Hecke orbit if there exists an isogeny between them. We are going to compare the Galois orbit of $j_{0}$ to the Hecke orbit of all conjugates of $E_{0}$. We now want to bound the number of elements in $\Gamma(\xi, \varepsilon)$. For this we use the connection between the isogeny orbit and the Galois orbit of Serre's open image theorem. See Théorème 3 in $\S 4$ of [Ser72].


More precisely, we will be using a version proved by Lombardo [Lom15], that gives us an explicit bound. Let $G_{K}=\operatorname{Gal}(\bar{K} / K)$ be the absolute Galois group of $K$. Recall that $G_{K}$ acts on the $N$-torsion points of $N$, and we thus get a representation

$$
\rho_{N}: G_{K} \rightarrow \operatorname{Aut}(E[N]) .
$$

The group $\operatorname{Aut}(E[N])$ is isomorphic to $\mathrm{GL}_{2}(\mathbb{Z} / N \mathbb{Z})$. It is possible to choose a suitable basis of $\mathrm{GL}_{2}(\mathbb{Z} / N \mathbb{Z})$ so that we obtain a representation

$$
\rho_{\infty}: G_{K} \rightarrow \mathrm{GL}_{2}(\hat{\mathbb{Z}})
$$

after taking the inverse limit (over $N$.) Serre proved in $[\operatorname{Ser} 72]$ that $\left[\mathrm{GL}_{2}(\hat{\mathbb{Z}}): \rho_{\infty}\left(G_{K}\right)\right]$ is finite. The result by Lombardo implies

$$
\begin{equation*}
\left[\mathrm{GL}_{2}(\hat{\mathbb{Z}}): \rho_{\infty}\left(G_{K}\right)\right]<\gamma_{1} \cdot[K: \mathbb{Q}]^{\gamma_{2}} \cdot \max \{1, h(E), \log [K: \mathbb{Q}]\}^{2 \gamma_{2}} \tag{3.18}
\end{equation*}
$$

where $\gamma_{1}=\exp \left(10^{21483}\right)$ and $\gamma_{2}=2.4 \cdot 10^{10}$. In particular, we obtain

$$
\left[\mathrm{GL}_{2}(\mathbb{Z} / N \mathbb{Z}): \rho_{N}\left(G_{K}\right)\right]<\gamma_{1} \cdot[K: \mathbb{Q}]^{\gamma_{2}} \cdot \max \{1, h(E), \log [K: \mathbb{Q}]\}^{2 \gamma_{2}}
$$

Note that Lombardo's result actually uses the original definition of the Faltings height. This information was acquired through a private conversation with the author. Since the original definition of the Faltings height is smaller than the height of $E$ we defined in Chapter 1, we can just substitute $h(E)$ into Lombardo's result.

The cyclic isogenies of degree $N$ correspond in a one-to-one fashion to the cyclic subgroups of order $N$ in $\mathbb{Z} / N \mathbb{Z} \times \mathbb{Z} / N \mathbb{Z} \simeq E[N]$. The action of $\mathrm{GL}_{2}(\mathbb{Z} / N \mathbb{Z})$ on these subgroups is transitive as the next lemma states. We start with some group theory. We denote by $\varphi$ Euler's totient function given by $\varphi(N)=\#(\mathbb{Z} / N \mathbb{Z})^{\times}=N \prod_{p \mid N}(1-1 / p)$, where the product runs over all primes $p$ dividing $N$. Recall $\psi(N)=N \prod_{p \mid N}(1+1 / p)$.

Lemma 3.10 The cardinality of $\mathrm{GL}_{2}(\mathbb{Z} / N \mathbb{Z})$ is equal to $\varphi(N)^{2} \psi(N) N$. Let $\Delta \subseteq$ $\mathrm{GL}_{2}(\mathbb{Z} / N \mathbb{Z})$ denote the subgroup of upper triangular matrices. Then $\# \Delta=N \varphi(N)^{2}$.

There are $\psi(N)$ cyclic subgroups of $\mathbb{Z} / N \mathbb{Z} \times \mathbb{Z} / N \mathbb{Z}$. The group $\mathrm{GL}_{2}(\mathbb{Z} / N \mathbb{Z})$ acts transitively on the cyclic subgroups of order $N$ in $(\mathbb{Z} / N \mathbb{Z})^{2}$.
Lemma 3.11 Let $E / K$ be an elliptic curve, $N$ an integer, and $\Phi \subseteq E[N]$ a cyclic subgroup of $N$-torsion points. Put $B=|\{\sigma(\Phi): \sigma \in \operatorname{Gal}(\bar{K} / K)\}|$. Then we have

$$
\frac{\psi(N)}{B} \leq\left[\mathrm{GL}_{2}(\mathbb{Z} / N \mathbb{Z}): \rho_{N}\left(G_{K}\right)\right]
$$

Proof. Suppose $\Phi$ is generated by $P \in E[N]$. After choosing a basis, we may assume that $P$ corresponds to $(1,0)$ in $\mathbb{Z} / N \mathbb{Z} \times \mathbb{Z} / N \mathbb{Z}$. For any $\sigma \in \operatorname{Gal}(\bar{K} / K)$, the group $\sigma(\Phi)$ is generated by a point $(a, c) \in Z / N \mathbb{Z} \times \mathbb{Z} / N \mathbb{Z}$ where $\left(\begin{array}{cc}a & b \\ c & d\end{array}\right)$ is the image of $\sigma$ under $\rho_{N}$. Let $\Delta$ be the subgroup of upper triangular matrices of $\mathrm{GL}_{2}(\mathbb{Z} / N \mathbb{Z})$. The equality $\sigma(\Phi)=$ $\Phi$ holds if and only if $\sigma$ is mapped into $\Delta$ under $\rho_{N}$. We thus have

$$
B=\frac{\# \operatorname{im} \rho_{N}}{\#\left(\Delta \cap \operatorname{im} \rho_{N}\right)} \geq \frac{\# \operatorname{im} \rho_{N}}{\# \Delta}=\frac{\# \operatorname{im} \rho_{N}}{N \varphi(N)^{2}} .
$$

This implies

$$
\begin{aligned}
\frac{\psi(N)}{B} \leq \frac{\psi(N) \varphi(N)^{2} N}{\# \operatorname{im} \rho_{N}} & =\frac{\psi(N) \varphi(N)^{2} N}{\# \mathrm{GL}_{2}(\mathbb{Z} / N \mathbb{Z})}\left[\mathrm{GL}_{2}(\mathbb{Z} / N \mathbb{Z}): \rho_{N}\left(G_{K}\right)\right] \\
& =\left[\mathrm{GL}_{2}(\mathbb{Z} / N \mathbb{Z}): \rho_{N}\left(G_{K}\right)\right]
\end{aligned}
$$

as desired.
We want to estimate a Mertens' type of sum. In fact, we are going to use a result by Mertens.

Lemma 3.12 Let $n \geq 4$ be a positive integer. Then

$$
\sum_{p \mid n} \frac{\log p}{p} \leq 5.25 \log \log n
$$

where the sum runs over all prime divisors of $n$.
Proof. The function $\log x / x$ is decreasing on $(e, \infty)$. Note that $(\log 2) / 2<(\log 3) / 3$. So let $n=p^{a}$ be a prime power with $p \neq 2$. Then

$$
\frac{\log p}{p} \leq \frac{\log 3}{3} \leq 5 \log \log 3 \leq 5 \log \log p
$$

and the claim holds. If $n=2^{a}$ with $a \geq 2$, then

$$
\frac{\log 2}{2}<1 \leq 5 \log \log (4)
$$

Now let $n=p^{a} q^{b}$ with different primes $p, q$ and $a, b \geq 1$. We have $(\log 5) / 5<(\log 2) / 2$ and $(\log p) / p<0.5$. Thus

$$
\frac{\log p}{p}+\frac{\log q}{q} \leq \frac{\log 2}{2}+\frac{\log 3}{3} \leq 1<5 \log \log 6 \leq 5 \log \log n
$$

So the claim is true for all $4 \leq n \leq 29$. let us now assume that $n$ is composite with $\omega(n) \geq 3$. We can bound the sum by looking at the first $\omega(n)$ primes

$$
\sum_{p \mid n} \frac{\log p}{p} \leq \frac{\log p_{1}}{p_{1}}+\frac{\log p_{2}}{p_{2}}+\cdots+\frac{\log p_{\omega(n)}}{p_{\omega(n)}}
$$

Note that $(\log 2) / 2<(\log 3) / 3$, so that if 3 occurs in the prime decomposition of $n$ and 2 does not, we can just estimate the largest prime divisor of $n$ by $(\log 2) / 2$ and get the same inequality. It is a well-known result by Cipolla in [Cip02], that the $n$-th prime $p_{n}$ is bounded from above by $n(\log n+\log \log n)$ for sufficiently large $n$. Indeed Rosser proved in Theorem 2 of [Ros39] that $p_{n} \leq n(\log n+2 \log \log n)$ for all $n \geq 4$. Also compare to the bound in [RS62]. Hence $p_{n} \leq 2 n \log n$ for all $n \geq 3$ since this bound also holds for $p_{3}=5$. Since we have $\omega(n) \geq 3$ we can apply this to the last inequality to obtain

$$
\sum_{p \mid n} \frac{\log p}{p} \leq \sum_{p \leq 2 \omega(n) \log \omega(n)} \frac{\log p}{p}
$$

By Mertens' Theorem (see [Mer74]) the sum on the right-hand side is bounded by

$$
\sum_{p \leq 2 \omega(n) \log \omega(n)} \frac{\log p}{p} \leq 2 \log (2 \omega(n) \log \omega(n))
$$

for all $n \geq 1$ composite of at least 3 distinct primes. We have the trivial inequality

$$
\omega(n) \leq \frac{\log n}{\log 2}
$$

This gives us

$$
\begin{aligned}
\sum_{p \mid n} \frac{\log p}{p} & \leq 2 \log \left(2 \frac{\log n}{\log 2} \log \frac{\log n}{\log 2}\right) \\
& \leq 2 \log \log n+2 \log (\log \log n-\log \log 2)+2.12
\end{aligned}
$$

and if $n \geq 5$ this gets us

$$
\begin{aligned}
\sum_{p \mid n} \frac{\log p}{p} & \leq 2 \log \log n+2 \log (2 \log \log n)+2.12 \\
& \leq 2 \log \log n+2 \log \log \log n+3.51
\end{aligned}
$$

But we have $\log \log n \leq \frac{36}{100} \log n$ since $x \mapsto(\log \log x) / \log x$ is decreasing for $x \geq 16$ and $(\log \log 30) /(\log 30)<0.36$. Because of $3.51+2 \log 0.36<1.25 \log \log 30$ we obtain

$$
\sum_{p \leq 2 \omega(n) \log \omega(n)} \frac{\log p}{p} \leq 5.25 \log \log n
$$

as desired.
Proposition 3.13 Let $E / \overline{\mathbb{Q}}$ and $E_{0} / K$ be elliptic curves without $C M$ such that there exists a cyclic isogeny of degree $N$ from $E_{0}$ to $E$. Let $\rho_{N}$ be the Galois representation associated to $E_{0}$. If $N \geq 4$, we have

$$
h(E) \geq h\left(E_{0}\right)+\frac{1}{2} \log N-7 \cdot\left[\mathrm{GL}_{2}(\mathbb{Z} / N \mathbb{Z}): \rho_{N}\left(G_{K}\right)\right] \log \log N .
$$

Proof. We denote by $h(E)$ and $h\left(E_{0}\right)$ the stable Faltings height of $E$ and $E_{0}$, respectively. (The stated inequality does not depend on the normalization of the Faltings height.) We consider the action of $\operatorname{Gal}(\overline{\mathbb{Q}} / K)$ on the set of $\overline{\mathbb{Q}}$-isomorphism classes of elliptic curves. Let $E=E_{1}, \ldots, E_{\psi(N)}$ be representatives of elliptic curves that are $N$ isogenous to $E_{0}$. Note that the group $\operatorname{Gal}(\overline{\mathbb{Q}} / K)$ acts on the set $\left\{E_{1}, \ldots, E_{\psi(N)}\right\}$. By Corollaire 3.3 in [Aut03] we have

$$
\frac{1}{\psi(N)} \sum_{i=1}^{\psi(N)} h\left(E_{i}\right)=h\left(E_{0}\right)+\frac{1}{2} \log N-\lambda_{N}
$$

where $N=p_{1}^{\alpha_{1}} \cdots p_{r}^{\alpha_{r}}$ and $\lambda_{N}=\sum_{i=1}^{r} \frac{p_{i}^{\alpha_{i}}-1}{\left(p_{i}^{2}-1\right) p_{i}^{\alpha_{i}-1}} \log p_{i}$. Rearranging and using $\mid h\left(E_{0}\right)-$ $h\left(E_{i}\right) \mid \leq 1 / 2 \log N$ (e.g. [Ray85, Corollaire 2.1.4, page 207]) we obtain

$$
\begin{aligned}
\frac{n_{1}}{\psi(N)} h\left(E_{1}\right) & \geq h\left(E_{0}\right)+\frac{1}{2} \log N-\lambda_{N}-\sum_{j} \frac{n_{j}}{2 \psi(N)} \log N-\sum_{j} \frac{n_{j}}{\psi(N)} h\left(E_{0}\right) \\
& =h\left(E_{0}\right)+\frac{1}{2} \log N-\lambda_{N}-\frac{\psi(N)-n_{1}}{2 \psi(N)} \log N-\frac{\psi(N)-n_{1}}{\psi(N)} h\left(E_{0}\right) \\
& =\frac{n_{1}}{\psi(N)} h\left(E_{0}\right)+\frac{n_{1}}{2 \psi(N)} \log N-\lambda_{N},
\end{aligned}
$$

where we have grouped curves into $\operatorname{Gal}(\overline{\mathbb{Q}} / K)$-orbits, each of size $n_{j}$. The number $n_{1}$ is the number of elliptic curves up to $\overline{\mathbb{Q}}$-isomorphism that are in the $\operatorname{Gal}(\overline{\mathbb{Q}} / K)$-orbit of $E_{1}$. This implies

$$
h\left(E_{1}\right) \geq h\left(E_{0}\right)+\frac{1}{2} \log N-\frac{\psi(N)}{n_{1}} \lambda_{N} .
$$

We have

$$
\frac{p_{i}^{\alpha_{i}}-1}{\left(p_{i}^{2}-1\right) p_{i}^{\alpha_{i}-1}} \leq \frac{p_{i}^{\alpha_{i}}}{\left(p_{i}^{2}-1\right) p_{i}^{\alpha_{i}-1}}=\frac{p_{i}}{p_{i}^{2}-1} \leq \frac{4}{3 p_{i}} .
$$

It follows from the last lemma and Lemma 3.11 that

$$
h\left(E_{1}\right) \geq h\left(E_{0}\right)+\frac{1}{2} \log N-\frac{21}{3}\left[\mathrm{GL}_{2}(\mathbb{Z} / N \mathbb{Z}): \rho_{N}\left(G_{K}\right)\right] \log \log N
$$

as desired.
Corollary 3.14 In the setting of the previous proposition, let $j_{0}$ and $j$ be the $j$ invariants of $E_{0}$ and $E$, respectively. We have

$$
\begin{aligned}
h\left(j_{0}\right) & -6 \log \left(1+h\left(j_{0}\right)\right)+6 \log N-84\left[\mathrm{GL}_{2}(\mathbb{Z} / N \mathbb{Z}): \rho_{N}\left(G_{K}\right)\right] \log \log N \\
& \leq h(j)+16.212
\end{aligned}
$$

Proof. Compare the proof to Proposition 2.1 in [Sil86a]. Using Proposition 3.2 of [Löb17] in the first step and Lemme 7.8 of [GR11] on the third we obtain

$$
\begin{aligned}
\frac{1}{12} h\left(j_{0}\right) & -\frac{1}{2} \log \left(1+h\left(j_{0}\right)\right)-2.071+\frac{1}{2} \log N-7\left[\mathrm{GL}_{2}(\mathbb{Z} / N \mathbb{Z}): \rho_{N}\left(G_{K}\right)\right] \log \log N \\
& \leq h\left(E_{0}\right)+\frac{1}{2} \log N-7\left[\mathrm{GL}_{2}(\mathbb{Z} / N \mathbb{Z}): \rho_{N}\left(G_{K}\right)\right] \log \log N+\frac{1}{2} \log \pi \\
& \leq h(E)+\frac{1}{2} \log \pi \\
& \leq \frac{1}{12} h(j)-\frac{1}{2} \log (1+h(j))-0.72 \\
& \leq \frac{1}{12} h(j)-0.72 .
\end{aligned}
$$

Note that the authors of both cited papers use the normalization of the Faltings height of Deligne. Multiplying the inequality by 12 and rearranging the terms yields the desired inequality.

In the proof of the next lemma we will use the function

$$
D(z)=\max \left\{1,|\operatorname{Re}(z)|, \operatorname{Im}(z)^{-1}\right\}, \quad \text { for all } z \in \mathbb{H}
$$

It appears in [HP12]. Note that if $z$ is in $\overline{\mathcal{F}}$, then $D(z) \leq 2 / \sqrt{3}$. The height of an
element in $\operatorname{Mat}_{2}(\mathbb{Q})$ will be the height of that element when regarded as a member of $\mathbb{Q}^{4}$. The following result can be found in [HP12].

Lemma 3.15 If $z \in \mathbb{H}$, then there is a $\rho \in \mathrm{SL}_{2}(\mathbb{Z})$ with $H(\rho) \leq 264 D(z)^{9}$ and $\rho z \in \mathcal{F}$.
Proof. Write $z=x+i y$ with $x, y \in \mathbb{R}$ and $y>0$. We assume $y \leq 1 / 2$ for now and define $Q=y^{-1 / 2}$. We can find integers $c, d \in \mathbb{Z}$ with $1 \leq c<Q$ and $|c x+d| \leq 1 / Q$ by page 1 of [Cas57]. There is no restriction in assuming that $c$ and $d$ are coprime. Also we can find $a, b$ with $a d-b c=1$ and $\max \{|a|,|b|\} \leq \max \{|c|,|d|\}$. Put $\beta=\left(\begin{array}{cc}a & b \\ c & d\end{array}\right)$. Then $H(\beta)=\max \{|c|,|d|\}$. By definition we have $|c|<y^{-1 / 2} \leq D(z)^{1 / 2}$ and $|d| \leq$ $|c||x|+Q^{-1} \leq D(z)^{1 / 2}|x|+1 \leq 2 D(z)^{3 / 2}$. This implies

$$
\begin{equation*}
H(\beta) \leq 2 D(z)^{3 / 2} \tag{3.19}
\end{equation*}
$$

If $c \neq 0$ then $|c z+d| \geq|\operatorname{Im}(c z+d)|=|c| \operatorname{Im}(z) \geq D(z)^{-1}$. But if $c=0$, then $d= \pm 1$, so

$$
\begin{equation*}
|c z+d| \geq D(z)^{-1} \tag{3.20}
\end{equation*}
$$

holds in any case. Now since $y \leq 1 / 2$ we have

$$
\begin{equation*}
|z|^{2} \leq x^{2}+1 / 4 \leq 2 D(z)^{2} \tag{3.21}
\end{equation*}
$$

This implies $|a z+b| \leq|a||z|+|b| \leq 2|a| D(z)+|b| \leq 3 H(\beta) D(z)$. Using this and (3.19) we obtain

$$
|\beta z|=\frac{|a z+b|}{|c z+d|} \leq 3 H(\beta) D(z)^{2} \leq 6 D(z)^{7 / 2}
$$

By the usual transformation law of the imaginary part under fractional linear transformations we obtain $\operatorname{Im}(\beta z)=\operatorname{Im}(z)|c z+d|^{-2}=y\left((c x+d)^{2}+c^{2} y^{2}\right)^{-1} \geq y\left(Q^{-2}+Q^{2} y^{2}\right)^{-1}=$ $y(y+y)^{-1}$, i.e.

$$
\begin{equation*}
\operatorname{Im}(\beta z) \geq \frac{1}{2} \tag{3.22}
\end{equation*}
$$

If we apply (3.20) we obtain for the real part of $\beta z$

$$
\begin{equation*}
|\operatorname{Re}(\beta z)|=\frac{\left.|a c| z\right|^{2}+b d+x(a d+b c) \mid}{|c z+d|^{2}} \leq 4 H(\beta)^{2} D(z)^{2} \max \left\{1,|x|,|z|^{2}\right\} . \tag{3.23}
\end{equation*}
$$

But $|x| \leq|z|$ so that by (3.21) we get $|\operatorname{Re}(\beta z)| \leq 8 H(\beta)^{2} D(z)^{4}$. In total we obtain together with (3.19)

$$
\begin{equation*}
|\operatorname{Re}(\beta z)| \leq 32 D(z)^{7} \tag{3.24}
\end{equation*}
$$

We have modified $z$ so that $\operatorname{Im}(\beta z) \geq 1 / 2$. If $y>1 / 2$, then equations (3.19), (3.22) and (3.24) are true with $\beta$ the identity matrix. There exists a matrix $\gamma=\left(\begin{array}{cc}1 & t \\ 0 & 1\end{array}\right) \in \mathrm{SL}_{2}(\mathbb{Z})$ that translates $\beta z$ into the vertical strip $\{\tau \in \mathbb{H} ;-1 / 2<\operatorname{Re}(\tau) \leq 1 / 2\}$. The matrix $\gamma$ does
not change the imaginary part of $\beta z$. We have $t \leq \operatorname{Re}(\beta z) \mid+1 / 2 \leq 33 D(z)^{7}$ by applying (3.24). This implies $H(\gamma) \leq \max \{1,|t|\} \leq 33 D(z)^{7}$. Now since $|\operatorname{Re}(\gamma \beta z)| \leq 1 / 2$ and $\operatorname{Im}(\gamma \beta z) \geq 1 / 2$ we get $\delta \gamma \beta z \in \mathcal{F}$ for some

$$
\delta \in\left\{\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right),\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right),\left(\begin{array}{cc} 
\pm 1 & -1 \\
1 & 0
\end{array}\right)\right\} .
$$

By construction $\rho=\delta \gamma \beta \in \mathrm{SL}_{2}(\mathbb{Z})$ and $\rho z \in \mathcal{F}$. Also since $H(\delta)=1$ we obtain

$$
H(\rho) \leq 2 H(\delta) H(\gamma \beta) \leq 4 H(\gamma) H(\beta) \leq 4 \cdot 33 D(z)^{7} \cdot 2 D(z)^{3 / 2} \leq 264 D(z)^{17 / 2}
$$

by (3.19) and the height estimate for $\gamma$.
Let $N, m, n, l$ be integers satisfying $1<N=m n$ and $0 \leq l<n$. Then we have $\left|\operatorname{Re}\left(\frac{m \tau+l}{n}\right)\right| \leq N(|\operatorname{Re}(\tau)|+1) \leq N(D(\tau)+1)$, and we can similarly bound the inverse of the imaginary part by $N(D(\tau)+1)$. Thus

$$
\begin{equation*}
D\left(\frac{m \tau+l}{n}\right) \leq N(D(\tau)+1) . \tag{3.25}
\end{equation*}
$$

Lemma 3.16 Let $E_{0}: y^{2}=4 x^{3}-g_{2} x-g_{3}$ be the Weierstrass form of an elliptic curve without complex multiplication defined over a number field $K$. Let $j_{0}$ be the $j$-invariant of $E_{0}$ and put $h=\max \left\{1, h\left(1, g_{2}, g_{3}\right), h\left(j_{0}\right)\right\}$. Let $\omega_{1}$ and $\omega_{2}$ be periods of the elliptic curve such that $\tau_{0}=\omega_{2} / \omega_{1}$ is in $\mathcal{F}$. Suppose that $\xi$ is an algebraic number of degree 2 . Let $N, m, n, l$ be integers satisfying

$$
N \geq\left(\max \left\{e^{6 \pi\left|\tau_{0}\right| /[K: \mathbb{Q}]}, e^{e \cdot h},[K: \mathbb{Q}],\left(4 \cdot 10^{11} H(\xi)\right)^{20}\right\}\right)^{1 / 20}=: \mathcal{N}\left(E_{0}, \xi\right),
$$

$N=m n$ and $0 \leq l<n$. Let $\rho \in \mathrm{SL}_{2}(\mathbb{Z})$ satisfy $\rho\left(\begin{array}{cc}m & l \\ 0 & n\end{array}\right) \cdot \tau_{0} \in \overline{\mathcal{F}}$. Write $\left(\begin{array}{cc}\alpha & \beta \\ \gamma & \delta\end{array}\right)=\rho\left(\begin{array}{cc}m & l \\ 0 & n\end{array}\right)$. Then there exists an explicit constant $c_{1}^{\prime} \geq 1$ such that

$$
\log \left|(\alpha-\xi \gamma) \omega_{2}+(\beta-\xi \delta) \omega_{1}\right| \geq-c_{1}^{\prime} \cdot(\log N)^{4} .
$$

The constant $c_{1}^{\prime}$ depends on the elliptic curve $E_{0}$.
Proof. This is a special case of Théorème 2.1 in [Dav95]. We set $D=[K: \mathbb{Q}]$. Also see [DH09] for a similar result with a computable constant. We put $\mathcal{L}\left(z_{0}, z_{1}, z_{2}\right)=$ $(\alpha-\xi \gamma) z_{1}+(\beta-\xi \delta) z_{2}$. Our elliptic curve and the coefficients are in a number field of degree at most $2 D$ since $\xi$ is quadratic. Note that $(\alpha-\xi \gamma) \omega_{2}+(\beta-\xi \delta) \omega_{1} \neq 0$ otherwise we would have

$$
\tau_{0}=\frac{\xi \delta-\beta}{\alpha-\xi \gamma}=\left(\begin{array}{cc}
\delta & -\beta \\
-\gamma & \alpha
\end{array}\right) \cdot \xi
$$

i.e. there is a isogeny of degree $N$ between elliptic curves with $j$-invariant $j\left(\tau_{0}\right)$ and
$j(\xi)$. But one has complex multiplication and the other does not, so this is impossible. We choose the variables $u_{1}, u_{2}$ in the theorem to be $\omega_{2}$ and $\omega_{1}$, respectively. Then $\gamma_{1}=\gamma_{2}=(0,0,1)$ and $v=\left(1, \omega_{2}, \omega_{1}\right)$. We have to estimate the height of the coefficients of the linear form. For this, let $H$ denote the multiplicative height. Let $\rho=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$. Then $\alpha=m a$ and $\gamma=c m$, and by Lemma 1.4 we obtain

$$
\begin{aligned}
H(\alpha-\xi \gamma) & \leq 2 H(\alpha) H(-\xi \gamma) \\
& \leq 2 H(\alpha) H(\xi) H(\gamma) \\
& =2 H(a m) H(\xi) H(c m) \\
& \leq 2 H(a) H(m) H(\xi) H(c) H(m) \\
& =2 H(a) H(\xi) H(c) m^{2} .
\end{aligned}
$$

Now $m \leq N$ and $H(a), H(c) \leq H(\rho)$ so that

$$
H(\alpha-\xi \gamma) \leq 2 H(\rho)^{2} H(\xi) N^{2}
$$

Note that $\left(\begin{array}{cc}m & l \\ 0 & n\end{array}\right) \cdot \tau_{0}$ does not have CM and is thus not an elliptic point for $\mathrm{SL}_{2}(\mathbb{Z})$. This means that if $\rho^{\prime} \in \mathrm{SL}_{2}(\mathbb{Z})$ transfers the point to the same points as $\rho$ does, then $\rho^{\prime}= \pm \rho$. Since $H(\rho)=H(-\rho)$ we can use Lemma 3.15 together with (3.25) to obtain

$$
\begin{equation*}
H(\rho) \leq 264 D\left(\frac{m \tau_{0}+l}{n}\right)^{9} \leq 264\left(D\left(\tau_{0}\right)+1\right)^{9} N^{9} \leq 2 \cdot 10^{5} N^{9} \tag{3.26}
\end{equation*}
$$

because $\tau_{0} \in \mathcal{F}$. Altogether we have

$$
H(\alpha-\xi \gamma) \leq 8 \cdot 10^{10} H(\xi) N^{20}
$$

We have $\beta=a l+b n$ and $\delta=c l+d n$. Recall $0 \leq l<n \leq N$ and thus

$$
H(\beta)=|a l+b n| \leq|a l|+|b n| \leq(|a|+|b|) N \leq 2 H(\rho) N
$$

and

$$
H(\delta)=|c l+d n| \leq|c l|+|d n| \leq(|c|+|d|) N \leq 2 H(\rho) N
$$

For the height of $H(\beta-\xi \delta)$ we obtain

$$
\begin{aligned}
H(\beta-\xi \delta) & \leq 2 H(\beta) H(\xi) H(\delta) \\
& \leq 8 H(\rho)^{2} H(\xi) N^{2}
\end{aligned}
$$

Using (3.26) again this yields

$$
H(\beta-\xi \delta) \leq 4 \cdot 10^{11} H(\xi) N^{20}
$$

Put $V_{1}=V_{2}=e^{\max \left\{h, 6 \pi\left|\tau_{0}\right|\right\}}$. We have

$$
\frac{3 \pi\left|u_{1}\right|^{2}}{\left|\omega_{1}\right|^{2} \operatorname{Im}\left(\tau_{0}\right) 2 D} \leq \frac{3 \pi\left|u_{1}\right|^{2}}{\left|\omega_{1}\right|^{2} \operatorname{Im}\left(\tau_{0}\right) D} \leq \frac{3 \pi\left|\tau_{0}\right|^{2}}{\operatorname{Im}\left(\tau_{0}\right) D} \leq 6 \pi\left|\tau_{0}\right|
$$

and also

$$
\frac{3 \pi\left|u_{2}\right|^{2}}{\left|\omega_{1}\right|^{2} \operatorname{Im}\left(\tau_{0}\right) D} \leq \frac{3 \pi}{\operatorname{Im}\left(\tau_{0}\right) D} \leq 6 \pi
$$

since $\left|\tau_{0}\right|^{2} / \operatorname{Im}\left(\tau_{0}\right) \leq 2\left|\tau_{0}\right| / \sqrt{3}$ and $\operatorname{Im}\left(\tau_{0}\right) \geq \sqrt{3} / 2$ for $\tau_{0} \in \overline{\mathcal{F}}$. Therefore, equation (3) of Théorème 2.1 in [Dav95] is satisfied independently of whether $\xi$ is in $K$ or not. Assume

$$
N \geq\left(\max \left\{e^{6 \pi\left|\tau_{0}\right| / D}, e^{e \cdot h}, D,\left(4 \cdot 10^{11} H(\xi)\right)^{20}\right\}\right)^{1 / 20}
$$

Define

$$
B=N^{21} .
$$

We picked $N$ large enough so that

$$
B \geq 4 \cdot 10^{11} H(\xi) N^{20} \geq \max \left\{e^{e h}, e^{6 \pi\left|\tau_{0}\right| / D}, H(\alpha-\xi \gamma), H(\beta-\xi \delta)\right\}
$$

This implies $B \geq V_{1}^{1 / D}=V_{2}^{1 / D}$. Thus, equations (1) and (2) of the theorem in [Dav95] are satisfied, and we are in the situation of the theorem to obtain as a result the lower bound

$$
\begin{aligned}
\log |\mathcal{L}(v)| & \geq-C \cdot 2^{6} \cdot D^{6}(\log B+\log (2 D)) \cdot(\log \log B+h+\log (2 D))^{3} \log V_{1} \log V_{2} \\
& \geq-C \cdot 2^{6} \cdot D^{6} \cdot 54 \cdot \max \left\{h, 6 \pi\left|\tau_{0}\right|\right\}^{2} \cdot(\log B)^{4}
\end{aligned}
$$

since $h \leq \log B$ and $\log (2 D) \leq \log B$. If we substitute $B$ and take $C$ from [Dav95] we get

$$
\begin{aligned}
\log |\mathcal{L}(v)| & \geq-C \cdot 2^{6} \cdot D^{6} \cdot 54 \cdot \max \left\{h, 6 \pi\left|\tau_{0}\right|\right\}^{2} \cdot 21^{4} \cdot(\log N)^{4} \\
& \geq-4 \cdot 10^{50} \cdot D^{6} \cdot \max \left\{h, 6 \pi\left|\tau_{0}\right|\right\}^{2} \cdot(\log N)^{4} .
\end{aligned}
$$

This gives the desired inequality of the lemma.

Recall the definitions

$$
\mathcal{F}_{+}=\{\tau \in \mathcal{F} ; 0 \leq \operatorname{Re}(\tau) \leq 1 / 2\}
$$

and

$$
\mathcal{F}_{-}=\{\tau \in \mathcal{F} ;-1 / 2 \leq \operatorname{Re}(\tau) \leq 0\}
$$

The following lemma can be found in [BLP16]. Also see Lemma 2.10.
Lemma 3.17 For $\tau \in \mathcal{F}_{+}$we either have $|\tau-\zeta| \geq 10^{-3}$ and $|j(\tau)| \geq 4.4 \cdot 10^{-5}$ or $|\tau-\zeta| \leq 10^{-3}$ and

$$
44000|\tau-\zeta|^{3} \leq|j(\tau)| \leq 47000|\tau-\zeta|^{3}
$$

For $\tau \in \mathcal{F}_{-}$we either have $\left|\tau-\zeta^{2}\right| \geq 10^{-3}$ and $|j(\tau)| \geq 4.4 \cdot 10^{-5}$ or $\left|\tau-\zeta^{2}\right| \leq 10^{-3}$ and

$$
44000|\tau-\zeta|^{3} \leq|j(\tau)| \leq 47000|\tau-\zeta|^{3}
$$

We fix $E_{0}$ given by a Weierstrass equation $y^{2}=4 x^{3}-g_{2} x-g_{3}$, and assume it is defined over a number field $K$. Let $j_{0}$ be its $j$-invariant and pick $\tau_{0} \in \mathcal{F}$ with $j\left(\tau_{0}\right)=j_{0}$. Let $E$ be an elliptic curve with $j$-invariant $j$ that is $N$-isogenous to $E_{0}$. As before, we set $j\left(\tau_{0}^{\sigma}\right)=\sigma\left(j\left(\tau_{0}\right)\right)$ with $\tau_{0}^{\sigma} \in \mathcal{F}$ for any field embedding $\sigma: K \rightarrow \mathbb{C}$. By $E_{0}^{\sigma}$ and $E^{\sigma}$ we denote the Galois conjugates of $E_{0}$ and $E$, respectively.

Lemma 3.18 Let $N \geq \mathcal{N}\left(E_{0}^{\sigma}, \zeta\right)$. We have $\log |\sigma(j)| \geq-c_{1} \cdot(\log N)^{6}-c_{2}$ for any $\mathbb{Q}$-homomorphism $\sigma: K \rightarrow \mathbb{C}$, where the constants are explicit and only depend on the fixed elliptic curve $E_{0}$. We have $c_{1} \geq 1$ and we can have $c_{2} \geq 0$.

Proof. We assume $|\sigma(j)| \leq 10^{-3}$ for now. We have an $N$-isogeny between $E_{0}^{\sigma}$ and $E^{\sigma}$ since $E_{0}$ and $E$ are $N$-isogenous. Let $E_{0}^{\sigma}(\mathbb{C}) \simeq \mathbb{C} /\left(\omega_{0,1}^{\sigma} \mathbb{Z}+\omega_{0,2}^{\sigma} \mathbb{Z}\right)$ with $\tau_{0}^{\sigma}=\omega_{0,2}^{\sigma} / \omega_{0,1}^{\sigma}$ in the fundamental domain. Similarly, let $\tau^{\sigma}$ correspond to $E^{\sigma}(\mathbb{C})$. We can choose $\omega_{1}^{\sigma}$ and $\omega_{2}^{\sigma}$ such that $\tau^{\sigma}=\rho\left(\begin{array}{cc}m & l \\ 0 & n\end{array}\right) \tau_{0}^{\sigma}$ and such that $\tau^{\sigma}$ is in the fundamental domain $\mathcal{F}$. Write $\left(\begin{array}{cc}\alpha & \beta \\ \gamma & \delta\end{array}\right)=\rho\left(\begin{array}{cc}m & l \\ 0 & n\end{array}\right)$. A similar estimate to the one in the proof of Lemma 3.16 shows

$$
\begin{align*}
\left|\gamma \omega_{0,2}^{\sigma}+\delta \omega_{0,1}^{\sigma}\right| & \leq 3 N \max \left\{\left|\omega_{0,1}^{\sigma}\right|,\left|\omega_{0,2}^{\sigma}\right|\right\} H(\rho) \\
& \leq 792\left(D\left(\tau_{0}^{\sigma}\right)+1\right)^{9} \max \left\{\left|\omega_{0,1}^{\sigma}\right|,\left|\omega_{0,2}^{\sigma}\right|\right\} N^{10}  \tag{3.27}\\
& \leq 10^{6} \max \left\{\left|\omega_{0,1}^{\sigma}\right|,\left|\omega_{0,2}^{\sigma}\right|\right\} N^{10},
\end{align*}
$$

since $D\left(\tau_{0}^{\sigma}\right) \leq 2 / \sqrt{3}$. Note that we have $\tau^{\sigma} \neq \zeta$ since $E$ does not have CM. We have

$$
\begin{align*}
\log \left|\tau^{\sigma}-\zeta\right| & =\log \left|\binom{\alpha \beta}{\gamma \delta} \cdot \tau_{0}^{\sigma}-\zeta\right| \\
& =\log \left|\frac{\alpha \tau_{0}^{\sigma}+\beta}{\gamma \tau_{0}^{\sigma}+\delta}-\zeta\right| \\
& =\log \left|\frac{\alpha \omega_{0,2}^{\sigma}+\beta \omega_{0,1}^{\sigma}}{\gamma \omega_{0,2}^{\sigma}+\delta \omega_{0,1}^{\sigma}}-\zeta\right|  \tag{3.28}\\
& =\log \left(\frac{1}{\left|\gamma \omega_{0,2}^{\sigma}+\delta \omega_{0,1}^{\sigma}\right|}\left|\alpha \omega_{0,2}^{\sigma}+\beta \omega_{0,1}^{\sigma}-\zeta\left(\gamma \omega_{0,2}^{\sigma}+\delta \omega_{0,1}^{\sigma}\right)\right|\right) \\
& =-\log \left|\gamma \omega_{0,2}^{\sigma}+\delta \omega_{0,1}^{\sigma}\right|+\log \left|(\alpha-\zeta \gamma) \omega_{0,2}^{\sigma}+(\beta-\zeta \delta) \omega_{0,1}^{\sigma}\right| .
\end{align*}
$$

We can use (3.27) in the first step and Lemma 3.16 the second to get

$$
\begin{aligned}
\log \left|\tau^{\sigma}-\zeta\right| & \geq-\log \left(10^{6} \max \left\{\left|\omega_{0,1}^{\sigma}\right|,\left|\omega_{0,2}^{\sigma}\right|\right\} N^{10}\right)+\log \left|(\alpha-\zeta \gamma) \omega_{0,2}^{\sigma}+(\beta-\zeta \delta) \omega_{0,1}^{\sigma}\right| \\
& \geq-\log \left(10^{6} \max \left\{\left|\omega_{0,1}^{\sigma}\right|,\left|\omega_{0,2}^{\sigma}\right|\right\} N^{10}\right)-c_{1}^{\prime} \cdot(\log N)^{6},
\end{aligned}
$$

where $c_{1}^{\prime}$ is the constant from Lemma 3.16. The same bound holds for $\zeta$ replaced by $\zeta^{2}$ since $\mathcal{N}(E, \zeta)=\mathcal{N}\left(E, \zeta^{2}\right)$. Assuming that $\tau^{\sigma}$ is closer to $\zeta$, Lemma 3.17 says

$$
|\sigma(j)|=\left|j\left(\tau^{\sigma}\right)\right| \geq 44000\left|\tau^{\sigma}-\zeta\right|^{3}
$$

This implies

$$
\begin{aligned}
\log |\sigma(j)|= & \log \left|j\left(\tau^{\sigma}\right)\right| \geq \log 44000+\log \left|\tau^{\sigma}-\zeta\right|^{3} \\
\geq & \log 44000-3 \log \left(10^{6} \max \left\{\left|\omega_{0,1}^{\sigma}\right|,\left|\omega_{0,2}^{\sigma}\right|\right\}\right) \\
& -10 \log N-3 c_{1}^{\prime} \cdot(\log N)^{6} \\
\geq & -14-3 \log \left(\max \left\{\left|\omega_{0,1}^{\sigma}\right|,\left|\omega_{0,2}^{\sigma}\right|\right\}\right) \\
& -2 \cdot 10^{51} D^{6} \cdot \max \left\{h, 6 \pi\left|\tau_{0}\right|\right\}^{2} \cdot(\log N)^{6} .
\end{aligned}
$$

So we can put $c_{1}=2 \cdot 10^{51} D^{6} \cdot \max \left\{h, 6 \pi\left|\tau_{0}\right|\right\}^{2} \geq 1$. Since $\left|\omega_{0,1}^{\sigma}\right|$ and $\left|\omega_{0,2}^{\sigma}\right|$ can be small we put $c_{2}=14+3 \log \left(\max \left\{1,\left|\omega_{0,1}^{\sigma}\right|,\left|\omega_{0,2}^{\sigma}\right|\right\}\right)$.

If $|\sigma(j)| \geq 10^{-3}$, then

$$
\log (|\sigma(j)|) \geq \log \left(10^{-3}\right) \geq-7>-c_{2}
$$

so the bound is true.

Lemma 3.19 We have $\left|\tau_{0}^{\sigma}\right| /[K: \mathbb{Q}] \leq 3 \max \left\{1, h\left(j_{0}\right)\right\}$.

Proof. Put $D=[K: \mathbb{Q}]$. We have

$$
\left|\tau_{0}^{\sigma}\right| \leq \frac{3}{2} \log \max \left\{e,\left|j\left(\tau_{0}^{\sigma}\right)\right|\right\}
$$

by Lemme 1 item (iv) in [FP87]. Thus

$$
\begin{aligned}
\frac{\left|\tau_{0}^{\sigma}\right|}{D} & \leq \frac{3}{2} \frac{1}{D} \log \max \left\{e,\left|j\left(\tau_{0}^{\sigma}\right)\right|\right\} \\
& \leq \frac{3}{2} \frac{1}{D}\left(1+\log \max \left\{1,\left|j\left(\tau_{0}^{\sigma}\right)\right|\right\}\right) \\
& =\frac{3}{2} \frac{1}{D}\left(1+\log \max \left\{1,\left|\sigma\left(j\left(\tau_{0}\right)\right)\right|\right\}\right) \\
& \leq \frac{3}{2} \frac{1}{D}\left(1+\sum_{\nu \in M_{K}} d_{\nu} \log \max \left\{1,\left|j\left(\tau_{0}\right)\right|_{\nu}\right\}\right) \\
& \leq \frac{3}{2}+\frac{3}{2} h\left(j_{0}\right) .
\end{aligned}
$$

This gives the desired inequality.
Proposition 3.20 Let $j_{0}$ and $j$ be $j$-invariants of elliptic curves, where $j_{0}$ is associated to the elliptic curve $E_{0} / K$ given by $E_{0}: y^{2}=4 x^{3}-g_{2} x-g_{3}$. Put $h=$ $\max \left\{1, h\left(1, g_{2}, g_{3}\right), h\left(j_{0}\right)\right\}$ and $j\left(\tau_{0}\right)=j_{0}$ with $\tau_{0} \in \mathcal{F}$. Assume we have a cyclic isogeny of degree $N$ between $E_{0}$ and an elliptic curve corresponding to $j$. Further assume that $j$ is an algebraic unit. If

$$
N \geq \max \left\{4 \cdot 10^{11},[K: \mathbb{Q}], e^{3 h}\right\},
$$

then the height of $j$ can be estimated by

$$
\begin{aligned}
h(j) \leq & 6 \cdot 10^{7} h[K: \mathbb{Q}]\left[\mathrm{GL}_{2}(\mathbb{Z} / N \mathbb{Z}): \rho_{N}\left(G_{K}\right)\right]\left(N^{-1 / 10}+\sqrt{\varepsilon}\right)\left(c_{1}(\log N)^{6}+c_{2}\right) \\
& +3|\log \varepsilon|
\end{aligned}
$$

where $0<\varepsilon<10^{-5}$ is arbitrary.
Proof. Let $E$ be an elliptic curve corresponding to $j$, so that there is a cyclic isogeny of degree $N$ between $E_{0}$ and $E$. Let $\Phi \subseteq E_{0}[N]$ be the kernel of the given isogeny $E_{0} \rightarrow E$. Put $G=\left\{\sigma \in \operatorname{Gal}\left(K\left(E_{0}[N]\right) / K\right) ; \sigma(\Phi)=\Phi\right\}$, and let $K^{\Phi}=\{\alpha \in$ $K\left(E_{0}[N]\right) ; \sigma(\alpha)=\alpha$ for all $\left.\sigma \in G\right\}$ be the fixed field of $\Phi$. By basic Galois theory we have $G=\operatorname{Gal}\left(K\left(E_{0}[N]\right) / K^{\Phi}\right)$, and hence $\sigma(\Phi)=\Phi$ for all $\sigma \in \operatorname{Gal}\left(\overline{K^{\Phi}} / K^{\Phi}\right)$. This implies

$$
\begin{aligned}
B & =\left|\left\{\sigma(\Phi): \sigma \in \operatorname{Gal}\left(K\left(E_{0}[N]\right) / K\right)\right\}\right| \\
& =\frac{\left|\operatorname{Gal}\left(K\left(E_{0}[N]\right) / K\right)\right|}{|G|} \\
& =\left|\operatorname{Gal}\left(K^{\Phi} / K\right)\right|=\left[K^{\Phi}: K\right] .
\end{aligned}
$$

By Remark III.4.13.2 in [Sil86b] the elliptic curve $E$ is defined over $K^{\Phi}$, and hence
$j \in K^{\Phi}$. Let $D$ be the degree of $K^{\Phi}$ over $\mathbb{Q}$. Put $\varepsilon_{0}=44000 \varepsilon^{3}$. By (1.6) we have

$$
\begin{align*}
h(j) & =-\frac{1}{D}\left(\sum_{|\sigma(j)|<\varepsilon_{0}} \log |\sigma(j)|+\sum_{\varepsilon_{0} \leq|\sigma(j)|<1} \log |\sigma(j)|\right) \\
& \leq-\frac{1}{D} \sum_{|\sigma(j)|<\varepsilon_{0}} \log |\sigma(j)|+\left|\log \varepsilon_{0}\right| . \tag{3.29}
\end{align*}
$$

Recall the definitions

$$
\Gamma_{\varepsilon}=\left\{\sigma: K \rightarrow \mathbb{C} ; \tau^{\sigma} \in \Sigma_{\varepsilon}\right\}
$$

with

$$
\Sigma_{\varepsilon}=\{\tau \in \mathcal{F} ;|j(\tau)|<\varepsilon\} .
$$

If $|\sigma(j)|=\left|j\left(\tau^{\sigma}\right)\right|<\varepsilon_{0} \leq 10^{-3}$ and $\tau^{\sigma} \in \mathcal{F}_{+}$, then by Lemma 3.17

$$
\begin{equation*}
\left|\tau^{\sigma}-\zeta\right|^{3} \leq \frac{\left|j\left(\tau^{\sigma}\right)\right|}{44000}<\frac{\varepsilon_{0}}{44000}=\varepsilon^{3} \tag{3.30}
\end{equation*}
$$

i.e. $\left|\tau^{\sigma}-\zeta\right|<\varepsilon$. If $\tau^{\sigma}$ is not in $\mathcal{F}_{+}$but in $\mathcal{F}_{-}$, then $\left|\tau^{\sigma}-\zeta^{2}\right|<\varepsilon$ also follows from $|\sigma(j)|<\varepsilon_{0}$ and Lemma 3.17. We have $\sigma \in \Gamma_{\varepsilon}$ since

$$
|\sigma(j)|=\left|j\left(\tau^{\sigma}\right)\right|<\varepsilon_{0}=47000 \varepsilon^{3} \leq 47000 \cdot 10^{-10} \varepsilon \leq \varepsilon
$$

Continuing the estimate of (3.29) this gives

$$
\begin{align*}
h(j) & \leq-\frac{1}{D} \sum_{|\sigma(j)|<\varepsilon_{0}} \log |\sigma(j)|+\left|\log \varepsilon_{0}\right| \\
& \leq \frac{\# \Gamma_{\varepsilon_{0}}}{D} \max _{|\sigma(j)|<\varepsilon_{0}}\left\{\log \left|\sigma(j)^{-1}\right|\right\}+3|\log \varepsilon|-\log 44000 \\
& \leq \frac{\# \Gamma_{\varepsilon_{0}}}{D} \max _{|\sigma(j)|<\varepsilon_{0}}\left\{\log \left|\sigma(j)^{-1}\right|\right\}+3|\log \varepsilon| . \tag{3.31}
\end{align*}
$$

Since $\varepsilon \leq 10^{-5}<3 / 200^{2}$ we can apply Proposition 3.5 to each pair $\left(E_{0}^{\sigma}, \zeta\right)$ and $\left(E_{0}^{\sigma}, \zeta^{2}\right)$ where $\sigma$ runs over all embeddings $\sigma: K \hookrightarrow \mathbb{C}$ as follows. For each $\sigma \in \Gamma_{\varepsilon_{0}}$ the number $\tau^{\sigma}$ is close to either $\zeta$ or $\zeta^{2}$ as we have seen in (3.30) and gives an $N$-isogeny from $E_{0}^{\sigma}$ to $E^{\sigma}$. Thus we can bound $\# \Gamma_{\varepsilon_{0}}$ by

$$
\# \Gamma_{\varepsilon_{0}} \leq 6 \cdot 10^{7} h[K: \mathbb{Q}]^{2}\left(\sqrt{N} \sigma_{0}(N)+\sqrt{\varepsilon} \psi(N)\right)
$$

after applying Lemma 3.19. We also have $\varepsilon_{0} \leq 10^{-3}$ and $N \geq \mathcal{N}\left(E_{0}^{\sigma}, \zeta\right)$ by assumption
and the previous lemma, so we can apply Lemma 3.18 to get

$$
\max _{|\sigma(j)|<\varepsilon_{0}}\left\{\log \left|\sigma(j)^{-1}\right|\right\} \leq c_{1}(\log N)^{6}+c_{2} .
$$

Using the last two inequalities for (3.31) we obtain

$$
h(j) \leq \frac{6 \cdot 10^{7} h[K: \mathbb{Q}]\left(\sqrt{N} \sigma_{0}(N)+\sqrt{\varepsilon} \psi(N)\right)}{B}\left(c_{1}(\log N)^{6}+c_{2}\right)+3|\log \varepsilon|
$$

since we have $D=\left[K^{\Phi}: \mathbb{Q}\right]=B \cdot[K: \mathbb{Q}]$. Nicolas shows on page 229 in [Nic87] that $\sigma_{0}(N) \leq N^{2 / 5}$ for $N \geq 10^{7}$. Moreover, we have

$$
\begin{aligned}
\sqrt{N} \sigma_{0}(N) \cdot B^{-1} \leq N^{9 / 10} \cdot B^{-1} & \leq N^{9 / 10} \cdot \psi(N)^{-1} \cdot\left[\mathrm{GL}_{2}(\mathbb{Z} / N \mathbb{Z}): \rho_{N}\left(G_{K}\right)\right] \\
& \leq N^{-1 / 10} \cdot\left[\mathrm{GL}_{2}(\mathbb{Z} / N \mathbb{Z}): \rho_{N}\left(G_{K}\right)\right]
\end{aligned}
$$

by Lemma 3.11. Using this in the inequality for the height above, and Lemma 3.11 again, we get

$$
\begin{aligned}
h(j) \leq & 6 \cdot 10^{7} \cdot h[K: \mathbb{Q}]\left[\mathrm{GL}_{2}(\mathbb{Z} / N \mathbb{Z}): \rho_{N}\left(G_{K}\right)\right]\left(N^{-1 / 10}+\sqrt{\varepsilon}\right)\left(c_{1}(\log N)^{6}+c_{2}\right) \\
& +3|\log \varepsilon|,
\end{aligned}
$$

as desired.
Theorem 3.21 Let $j_{0}$ be the $j$-invariant of an elliptic curve without complex multiplication. Then there are at most finitely many $j$-invariants $j$ of elliptic curves that are isogenous to an elliptic curve corresponding to $j_{0}$ and such that $j$ is an algebraic unit.

Proof. Let $E_{0}$ and $E$ be elliptic curves with $j$-invariants $j_{0}$ and $j$, respectively. Suppose that there is an isogeny of degree $N$ between them. We may assume that $N$ is minimal. By Lemma 6.2 in [MW90] the isogeny is cyclic. If $N$ is large enough, then Corollary 3.14 gives a lower bound for the height of $j$

$$
\begin{align*}
h(j) \geq h\left(j_{0}\right) & -6 \log \left(1+h\left(j_{0}\right)\right)+6 \log N  \tag{3.32}\\
& -84\left[\mathrm{GL}(\mathbb{Z} / N \mathbb{Z}): \rho_{N}\left(G_{K}\right)\right] \log \log N-16.212
\end{align*}
$$

Moreover, if $j$ is an algebraic unit and $N$ is large as in Proposition 3.20, that proposition yields the upper bound

$$
\begin{aligned}
h(j) \leq & 6 \cdot 10^{7} \cdot h[K: \mathbb{Q}]\left[\mathrm{GL}_{2}(\mathbb{Z} / N \mathbb{Z}): \rho_{N}\left(G_{K}\right)\right]\left(N^{-1 / 10}+\sqrt{\varepsilon}\right)\left(c_{1}(\log N)^{6}+c_{2}\right) \\
& +3|\log \varepsilon|,
\end{aligned}
$$

For large enough $N$, the preconceived restrictions on $\varepsilon$ are met if we take $\varepsilon=1 /(\log N)^{12}$
since $N \geq 10^{7}$ and thus $\varepsilon<10^{-5}$. Therefore, we have

$$
\begin{align*}
h(j) \leq 6 \cdot 10^{7} \cdot h[K: \mathbb{Q}]\left[\mathrm{GL}_{2}(\mathbb{Z} / N \mathbb{Z}): \rho_{N}\left(G_{K}\right)\right] & \left(N^{-1 / 10}+\frac{1}{(\log N)^{6}}\right) \\
& \cdot\left(c_{1}(\log N)^{6}+c_{2}\right)  \tag{3.33}\\
& +36 \log \log N .
\end{align*}
$$

Recall that Serre proved that $\left[\mathrm{GL}_{2}(\mathbb{Z} / N \mathbb{Z}): \rho_{N}\left(G_{K}\right)\right]$ is uniformly bounded in $N$. Also Lombardo gives an explicit bound in [Lom15]. As we have seen in Corollary 3.14 the lower bound for $h(j)$ grows as $\log N$ and the upper bound as $\log \log N$. This clearly gives a contradiction for large enough $N$, which leaves us with only finitely many $N$, and hence finitely many isogenies.

The next proposition bounds the number of $j$ satisfying the conditions in the theorem. Note that the index $\left[\mathrm{GL}_{2}(\hat{\mathbb{Z}}): \rho_{\infty}\left(G_{K}\right)\right]$ can be bounded explicitly by the result of Lombardo. See [Lom15] or page 54.

Proposition 3.22 Let $E_{0}: y^{2}=4 x^{3}-g_{2} x-g_{3}$ be an elliptic curve without complex multiplication defined over a number field $K$ of degree $D$. Let $j_{0}$ be its $j$-invariant with $j\left(\tau_{0}\right)=j_{0}$ and $\tau_{0} \in \mathcal{F}$. We choose $\omega_{1}$ and $\omega_{2}$ with $\omega_{2} / \omega_{1}=\tau_{0}$ and $E_{0}(\mathbb{C}) \simeq$ $\mathbb{C} /\left(\omega_{1} \mathbb{Z}+\omega_{2} \mathbb{Z}\right)$ and similarly for $E_{0}^{\sigma}, \sigma: K \hookrightarrow \mathbb{C}$. Define $h=\max \left\{1, h\left(1, g_{2}, g_{3}\right), h\left(j_{0}\right)\right\}$. If $j$ is the $j$-invariant of an elliptic curve isogenous to $E_{0}$ such that $j$ is a unit, then the degree of the minimal isogeny between $j_{0}$ and $j$ is bounded by

$$
\max \left\{10^{180}\left(C c_{1}\right)^{20},\left(C c_{2}\right)^{10}, e^{C c_{1}+C c_{2}+c_{3}}, e^{120^{2}\left[G L_{2}(\hat{\mathbb{Z}}): \rho_{\infty}\left(G_{K}\right)\right]^{2}}, e^{18 \pi h}, D\right\}
$$

where the constants are given by

$$
\begin{aligned}
& C=6 \cdot 10^{7} \cdot h \cdot D\left[\mathrm{GL}_{2}(\hat{\mathbb{Z}}): \rho_{\infty}\left(G_{K}\right)\right], \\
& c_{1}=2 \cdot 10^{51} D^{6} \cdot \max \left\{h, 6 \pi\left|\tau_{0}\right|\right\}^{2} \geq 1, \\
& c_{2}=14+3 \log \left(\max _{\sigma}\left\{1,\left|\omega_{0,1}^{\sigma}\right|,\left|\omega_{0,2}^{\sigma}\right|\right\}\right) \text { and } \\
& c_{3}=20-h\left(j_{0}\right)+6 \log \left(1+h\left(j_{0}\right)\right) .
\end{aligned}
$$

Note that $c_{3}<26$ since $-x+6 \log (1+x)$ has a maximum at 5 and $-5+6 \log (6)<6$.

Proof. We proceed as in the proof of the theorem. The inequalities (3.32) and (3.33)
in the proof of the theorem give

$$
\begin{aligned}
6 \log N \leq & C\left(N^{-1 / 10}+\frac{1}{(\log N)^{6}}\right)\left(c_{1}(\log N)^{6}+c_{2}\right) \\
& +36 \log \log N+84\left[\mathrm{GL}_{2}(\mathbb{Z} / N \mathbb{Z}): \rho_{N}\left(G_{K}\right)\right] \log \log N \\
& -h\left(j_{0}\right)+6 \log \left(1+h\left(j_{0}\right)\right)+16.212
\end{aligned}
$$

and thus

$$
\begin{align*}
6 \leq & \frac{1}{\log N}\left(C c_{1} N^{-1 / 10}(\log N)^{6}+C c_{2} N^{-1 / 10}+C c_{1}+\frac{C c_{2}}{(\log N)^{6}}\right. \\
& \left.+\left(84\left[\mathrm{GL}_{2}(\mathbb{Z} / N \mathbb{Z}): \rho_{N}\left(G_{K}\right)\right]+36\right) \log \log N+c_{3}\right) \\
\leq & \left(C c_{1} N^{-1 / 10}(\log N)^{5}+C c_{2} \frac{N^{-1 / 10}}{\log N}+\frac{C c_{1}+C c_{2}+c_{3}}{\log N}\right. \\
& \left.+120\left[\mathrm{GL}_{2}(\mathbb{Z} / N \mathbb{Z}): \rho_{N}\left(G_{K}\right)\right] \frac{\log \log N}{\log N}\right) \tag{3.34}
\end{align*}
$$

We are going to bound each term by 1 individually. This will give a contradiction to the lower bound 6 . We will work our way from the back to the front. We have $\log \log x<(\log x)^{1 / 2}$ for all $x \geq 10$. Thus

$$
120\left[\mathrm{GL}_{2}(\mathbb{Z} / N \mathbb{Z}): \rho_{N}\left(G_{K}\right)\right] \leq \log N / \log \log N
$$

follows from

$$
120\left[\mathrm{GL}_{2}(\mathbb{Z} / N \mathbb{Z}): \rho_{N}\left(G_{K}\right)\right] \leq(\log N)^{1 / 2} \leq \log N / \log \log N
$$

which is true for all $N \geq e^{\left(120\left[G L_{2}(\hat{\mathbb{Z}}): \rho_{\infty}\left(G_{K}\right)\right]\right)^{2}}$.
The next term is $\left(C c_{1}+C c_{2}+c_{3}\right) / \log N$. This is bounded by 1 for all $N \geq e^{C c_{1}+C c_{2}+c_{3}}$.
The second term is less than 1 if $C c_{2} \leq N^{1 / 10}$ is satisfied and $N \geq 3$. This is true for all $N \geq \max \left\{\left(C c_{2}\right)^{10}, 3\right\}$.

For the first term we need

$$
C c_{1} \leq \frac{N^{1 / 10}}{(\log N)^{5}} .
$$

We have $\log x \leq 40 x^{1 / 100}$ for all $x \geq 10^{45}$. Thus the bound holds if

$$
C c_{1} \leq 10^{-9} N^{1 / 20}=10^{-9} 40^{5} \frac{N^{1 / 10}}{\left(40 N^{1 / 100}\right)^{5}} \leq \frac{N^{1 / 10}}{(\log N)^{5}}
$$

This is true for $N \geq 10^{180}\left(C c_{1}\right)^{20}$.

All those assumptions on $N$ together with the constraint

$$
N \geq \max \left\{4 \cdot 10^{11},[K: \mathbb{Q}], e^{3 h}\right\}
$$

we made in the previous proposition gives the desired bound.

This finishes the case $j-\alpha$ when $\alpha$ is zero. In the next section we are going to discuss the case when $\alpha$ is different from 0 .

### 3.3 Translates

Fix $\alpha \in \overline{\mathbb{Q}}$ the $j$-invariant of an elliptic curve with complex multiplication, and let $j_{0}$ be the $j$-invariant of an elliptic curve without complex multiplication. We further assume $\alpha \neq 0$ since this is the case discussed in the last section. We now want to bound the $j$-invariants $j$ such that the corresponding elliptic curve is isogenous to the elliptic curve $E_{0}$, and such that $j-\alpha$ is an algebraic unit. Note that the previous case is a special case of this where $\alpha=0$. Let $\xi$ be imaginary quadratic with $j(\xi)=\alpha$. We proceed as before, i.e. we want to give lower and upper bounds of $h(j-\alpha)$ that contradict each other.
On the one hand we have

$$
\begin{equation*}
h(j-\alpha) \geq h(j)-h(\alpha)-\log 2 \tag{3.35}
\end{equation*}
$$

by Lemma 1.4. So if there is a cyclic $N$-isogeny between the curves corresponding to $j$ and $j_{0}$, then Corollary 3.14 yields

$$
\begin{aligned}
h(j-\alpha) \geq h\left(j_{0}\right) & -6 \log \left(1+h\left(j_{0}\right)\right)+6 \log N \\
& -84\left[\mathrm{GL}_{2}(\mathbb{Z} / N \mathbb{Z}): \rho_{N}\left(G_{K}\right)\right] \log \log N-20-h(\alpha) .
\end{aligned}
$$

Now we want to bound the height from above. We need a similar statement to the one in Lemma 3.18. First, recall the definition of $c(\xi)$ in Lemma 2.11

$$
c(\xi)= \begin{cases}\left|j^{\prime}(\xi)\right| \delta / 2 & \text { if } \xi \in \partial \mathcal{F}_{+} \backslash\{i\} \\ \left|j^{\prime \prime}(i)\right| \delta^{2} / 4 & \text { if } \xi=i \\ \min \left\{|\operatorname{Im}(j(\xi))|,\left|j^{\prime}(\xi)\right| \delta / 2\right\} & \text { otherwise }\end{cases}
$$

where $\delta$ is defined as the minimum of $\frac{A}{12 A+108 B}$ and half the distance of $\xi$ to any geodesic of $\partial \mathcal{F}_{+}$not containing $\xi, B$ is defined as $4 \cdot 10^{5} \max \{1,|j(\xi)|\}$ and $A=\left|j^{\prime \prime}(i)\right|$ if $\xi=i$ and $A=\left|j^{\prime}(\xi)\right|$ otherwise. We also assumed $\xi \neq \zeta, \zeta^{2}$.

Recall the definition

$$
\mathcal{N}\left(E_{0}, \xi\right):=\left(\max \left\{e^{6 \pi\left|\tau_{0}\right| /[K: \mathbb{Q}]}, e^{e \cdot h},[K: \mathbb{Q}],\left(4 \cdot 10^{11} H(\xi)\right)^{20}\right\}\right)^{1 / 20}
$$

Lemma 3.23 Let $j(\tau)$ be $N$-isogenous to $E_{0}$ and $N \geq \mathcal{N}\left(E_{0}^{\sigma}, \xi^{\sigma}\right)$.

$$
\log |\sigma(j-\alpha)| \geq-c_{1}(\log N)^{6}-c_{2}
$$

for any embedding $\sigma: K \hookrightarrow \mathbb{C}$. Here the constants are effective and depend on the fixed elliptic curve $E_{0}$ and $c_{2}$ additionally depends on $\xi$. We also have $c_{1} \geq 1$ and we can have $c_{2} \geq 0$.

Proof. The setup is the same as in Lemma 3.18. Let $E$ be an elliptic curve with $j$-invariant $j(\tau)$ and $E^{\sigma}$ be the elliptic curve $E$ conjugated by $\sigma$. Then there is an $N$-isogeny between $E_{0}=E_{0}^{\sigma}$ and $E^{\sigma}$ since $E_{0}$ and $E$ are $N$-isogenous. Let $E_{0}^{\sigma}(\mathbb{C}) \simeq$ $\mathbb{C} /\left(\omega_{0,1}^{\sigma} \mathbb{Z}+\omega_{0,2}^{\sigma} \mathbb{Z}\right)$ with $\tau_{0}^{\sigma}=\omega_{0,2}^{\sigma} / \omega_{0,1}^{\sigma}$ in the fundamental domain. Similarly, let $\tau^{\sigma}$ correspond to $E^{\sigma}(\mathbb{C})$. We can choose $\omega_{1}^{\sigma}, \omega_{2}^{\sigma}$ and $\rho \in \mathrm{SL}_{2}(\mathbb{Z})$ such that $\tau^{\sigma}=\rho\left(\begin{array}{c}m \\ 0\end{array}{ }_{n}^{l}\right) \tau_{0}^{\sigma}$ and such that $\tau^{\sigma}$ is in the fundamental domain $\mathcal{F}$. Write $\left(\begin{array}{cc}\alpha & \beta \\ \gamma & \delta\end{array}\right)=\rho\left(\begin{array}{cc}m & l \\ 0 & n\end{array}\right)$.

Assume $|\sigma(j-\alpha)|<c\left(\xi^{\sigma}\right)$ for a moment. Put $A^{\sigma}=\left|j^{\prime \prime}\left(\xi^{\sigma}\right)\right|$ if $\xi^{\sigma}=i$ and $A^{\sigma}=$ $\left|j^{\prime}\left(\xi^{\sigma}\right)\right|$ otherwise. By Lemma 2.12 we obtain $\left|\tau^{\sigma}-M \xi^{\sigma}\right|<\delta^{\sigma}$ for some $M \in \mathcal{T}$ with $\mathcal{T}=\left\{\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right),\left(\begin{array}{ccc}1 & \pm 1 \\ 0 & 1\end{array}\right),\left(\begin{array}{cc}0 & -1 \\ 1 & 0\end{array}\right)\right\}$. The number $\delta^{\sigma}$ is the $\delta$ stated above but associated to $\xi^{\sigma}$. Since $\delta^{\sigma}$ satisfies by definition $\delta^{\sigma} \leq \frac{A^{\sigma}}{12 A^{\sigma}+108 B^{\sigma}}$, where $B^{\sigma}=4 \cdot 10^{5} \max \left\{1,\left|j\left(\xi^{\sigma}\right)\right|\right\}$, we obtain by Lemma 2.10 the inequality

$$
\begin{equation*}
\left|j\left(\tau^{\sigma}\right)-j\left(\xi^{\sigma}\right)\right| \geq \frac{A^{\sigma}}{4}\left|\tau^{\sigma}-M \xi^{\sigma}\right|^{2} \tag{3.36}
\end{equation*}
$$

for some $M \in \mathcal{T}$.
Equation (3.27) says $\left|\gamma \omega_{0,2}^{\sigma}+\delta \omega_{0,1}^{\sigma}\right| \leq 10^{6} \max \left\{\left|\omega_{0,1}^{\sigma}\right|,\left|\omega_{0,2}^{\sigma}\right|\right\} N^{10}$. Note that we also have $\tau^{\sigma} \neq M \xi^{\sigma}$ since $\xi$ comes from a curve with complex multiplication. We can substitute $M \xi^{\sigma}$ for $\zeta$ in (3.28) to get the equality

$$
\log \left|\tau^{\sigma}-M \xi^{\sigma}\right|=-\log \left|\gamma \omega_{0,2}^{\sigma}+\delta \omega_{0,1}^{\sigma}\right|+\log \left|\left(\alpha-M \xi^{\sigma} \gamma\right) \omega_{0,2}^{\sigma}+\left(\beta-M \xi^{\sigma} \delta\right) \omega_{0,1}^{\sigma}\right| .
$$

Since $\xi^{\sigma}$ is algebraic of degree two so is $M \xi^{\sigma}$. We have

$$
\log \left|\tau^{\sigma}-M \xi^{\sigma}\right| \geq-\log \left(10^{6} \max \left\{\left|\omega_{0,1}^{\sigma}\right|,\left|\omega_{0,2}^{\sigma}\right|\right\} N^{10}\right)-c_{1}^{\prime} \cdot(\log N)^{6} .
$$

as in the proof of Lemma 3.18. Here $c_{1}^{\prime}$ is the constant from Lemma 3.16.

As before we obtain by (3.36)

$$
\begin{aligned}
\log |\sigma(j-\alpha)|= & \log \left|j\left(\tau^{\sigma}\right)-j\left(\xi^{\sigma}\right)\right| \geq \log \frac{A^{\sigma}}{4}+\log \left|\tau^{\sigma}-M \xi^{\sigma}\right|^{2} \\
\geq & \log \left(\frac{A^{\sigma}}{4}\right)-2 \log \left(10^{6} \max \left\{\left|\omega_{0,1}^{\sigma}\right|,\left|\omega_{0,2}^{\sigma}\right|\right\}\right) \\
& -10 \log N-2 c_{1}^{\prime} \cdot(\log N)^{6} \\
\geq & \log \left(\frac{A^{\sigma}}{4}\right)-2 \log \left(10^{6} \max \left\{\left|\omega_{0,1}^{\sigma}\right|,\left|\omega_{0,2}^{\sigma}\right|\right\}\right) \\
& -3 c_{1}^{\prime} \cdot(\log N)^{6}
\end{aligned}
$$

where we have used the fact that $N \geq \mathcal{N}\left(E_{0}, \xi^{\sigma}\right) \geq 4 \cdot 10^{11}$. If we put

$$
c_{2}=\log \max \left\{1, c\left(\xi^{\sigma}\right), \frac{4}{A^{\sigma}} 10^{12}\left|\omega_{0,1}^{\sigma}\right|^{2}, \frac{4}{A^{\sigma}} 10^{12}\left|\omega_{0,1}^{\sigma}\right|^{2}\right\}
$$

the claim holds independently of whether $|\sigma(j-\alpha)|<c\left(\xi^{\sigma}\right)$ or not.

We want to apply this lemma. Recall that $\alpha=j(\xi)$ is a singular modulus. Let $\Delta$ be the discriminant of the associated endomorphism ring. For any $\sigma: K \hookrightarrow \mathbb{C}$ the singular moduli $j\left(\xi^{\sigma}\right)$ have the same associated discriminant. Recall the definition of $\mathcal{P}(\xi)$ on page 29

$$
\mathcal{P}(\xi)=\log \max _{\sigma}\left\{1, c\left(\xi^{\sigma}\right)^{-1}\right\}
$$

Proposition 3.24 Let $j_{0}$ and $j$ be $j$-invariants of elliptic curves, where $j_{0}$ is associated to the elliptic curve $E_{0} / K$ defined by $E_{0}: y^{2}=4 x^{3}-g_{2} x-g_{3}$. Put $h=$ $\max \left\{1, h\left(1, g_{2}, g_{3}\right), h\left(j_{0}\right)\right\}$. Assume we have a cyclic isogeny of degree $N$ between $E_{0}$ and an elliptic curve corresponding to $j$. Further assume that $j$ is an algebraic unit. If

$$
N \geq \max \left\{e^{3 h},[K: \mathbb{Q}], 4 \cdot 10^{11} \sqrt{|\Delta|}\right\}
$$

then the height of $j$ can be estimated by

$$
\begin{aligned}
h(j-\alpha) \leq & \frac{10^{8} h[K: \mathbb{Q}]^{2}|\Delta|^{5}\left[\mathrm{GL}_{2}(\mathbb{Z} / N \mathbb{Z}): \rho_{N}\left(G_{K}\right)\right]}{[\mathbb{Q}(\alpha): \mathbb{Q}]}\left(N^{-1 / 10}+\sqrt{\varepsilon}\right)\left(c_{1}(\log N)^{6}+c_{2}\right) \\
& +\mathcal{P}(\xi)+2|\log \varepsilon| .
\end{aligned}
$$

where

$$
0<\varepsilon<10^{-4} \min _{\sigma: K \hookrightarrow \mathbb{C}}\left\{\left|\xi^{\sigma}\right|^{-4}\right\}
$$

is arbitrary.

Proof. Recall from the proof of Proposition 3.20 the field $K^{\Phi}$ for which we have $j \in$ $K^{\Phi}$. We also showed that $\left[K^{\Phi}: \mathbb{Q}\right]=B[K: \mathbb{Q}]$ and $B=\left[K^{\Phi}: K\right]$. Let

$$
\varepsilon_{0}=\varepsilon^{2} \cdot \min _{\sigma: K \hookrightarrow \mathbb{C}}\left\{1, c\left(\xi^{\sigma}\right)\right\}
$$

Let $|\sigma(j-\alpha)|<\varepsilon_{0}<c\left(\xi^{\sigma}\right)$. We have $N \geq \mathcal{N}\left(E_{0}^{\sigma}, \xi^{\sigma}\right)$ since we have $\sqrt{|\Delta|} \geq H\left(\xi^{\sigma}\right)$ by Lemma 2.13 and the statement of Lemma 3.19. So the previous lemma says

$$
\log |\sigma(j-\alpha)| \geq-c_{1}(\log N)^{6}-c_{2}
$$

where we now can take $c_{2}$ to be the maximum over all constants that we get from the lemma for each $\xi^{\sigma}$. We have $\sigma \in \Gamma\left(\xi^{\sigma}, \varepsilon\right)$ since we assumed $|\sigma(j-\alpha)|<\varepsilon_{0}<\varepsilon$. The same argument as in the proof of Proposition 3.20 shows

$$
\begin{align*}
h(j-\alpha) & \leq-\frac{1}{D} \sum_{|\sigma(j-\alpha)|<\varepsilon_{0}} \log |\sigma(j-\alpha)|+\left|\log \varepsilon_{0}\right| \\
& \leq \frac{\sum_{\sigma: K \hookrightarrow \mathbb{C}} \# \Gamma\left(\xi^{\sigma}, \varepsilon_{0}\right)}{D} \max _{|\sigma(j-\alpha)|<\varepsilon_{0}}\left\{\log \left|\sigma(j-\alpha)^{-1}\right|\right\}+\left|\log \varepsilon_{0}\right| \\
& \leq \frac{\sum_{\sigma: K \hookrightarrow \mathbb{C}} \# \Gamma\left(\xi^{\sigma}, \varepsilon_{0}\right)}{D}\left(c_{1}(\log N)^{6}+c_{2}\right)+\left|\log \varepsilon_{0}\right|, \tag{3.37}
\end{align*}
$$

where $D$ is the degree of $K^{\Phi}(\alpha)$ over $\mathbb{Q}$. Now if $\rho \in \Gamma\left(\xi^{\sigma}, \varepsilon_{0}\right)$, then $\left|j\left(\tau^{\rho}\right)-j\left(\xi^{\sigma}\right)\right|<$ $\varepsilon_{0} \leq c\left(\xi^{\sigma}\right)$. With $\delta^{\sigma}$ as in Lemma 2.11 we get from Lemma 2.12

$$
\left|\tau^{\rho}-M \xi^{\sigma}\right|<\delta^{\sigma}
$$

for some $M \in \mathcal{T}$. As before we put $A^{\sigma}=\left|j^{\prime \prime}(i)\right|$ if $\xi^{\sigma}=i$ and $A^{\sigma}=\left|j^{\prime}(\xi)\right|$ otherwise. Recall that $\delta^{\sigma} \leq 1$ so that $c\left(\xi^{\sigma}\right) \leq A^{\sigma} / 2$ or $c\left(\xi^{\sigma}\right) \leq A^{\sigma} / 4$. Lemma 2.10 then implies

$$
\frac{A^{\sigma}}{2^{k}}\left|\tau^{\rho}-M \xi^{\sigma}\right|^{2} \leq\left|j\left(\tau^{\rho}\right)-j\left(\xi^{\sigma}\right)\right|<\varepsilon_{0} \leq c\left(\xi^{\sigma}\right) \varepsilon^{2} \leq \frac{A^{\sigma}}{2^{k}} \varepsilon^{2}
$$

where $k \in\{1,2\}$ depending on whether $M \xi^{\sigma}=i$ or not. Therefore we have $\left|\tau^{\rho}-M \xi^{\sigma}\right|<$ ع. So every $\rho \in \Gamma\left(\xi^{\sigma}, \varepsilon_{0}\right)$ gives a point satisfying $\left|\tau^{\rho}-M \xi^{\sigma}\right| \leq \varepsilon$ and an $N$-isogeny between $E_{0}^{\rho}$ and $E^{\rho}$. Note that $M$ can only be different from the identity if $\xi^{\sigma}$ lies on the boundary of $\mathcal{F}$. In any case since $\xi$ (and all $M \xi^{\sigma}$ ) is imaginary quadratic, some conjugate lies on the imaginary axis and is the largest with respect to the absolute value. By the explicit description in Chapter 1 it is given by $i|\Delta|^{1 / 2} / 2$. Moreover, $\varepsilon$ satisfies the conditions of Proposition 3.5. We thus can apply Proposition 3.5 to bound

$$
\# \Gamma\left(\xi^{\sigma}, \varepsilon_{0}\right) \leq 4 \cdot 10^{7}[K: \mathbb{Q}]^{2}|\Delta|^{5} h\left(\sqrt{N} \sigma_{0}(N)+\sqrt{\varepsilon} \psi(N)\right) .
$$

Note that $\varepsilon \leq\left(100^{-1}\left|M \xi^{\sigma}\right| \operatorname{Im}\left(M \xi^{\sigma}\right)\right)^{2}$ holds since if $M$ is different from the identity, then $\xi^{\sigma}$ lies on the boundary of the fundamental domain and we obtain $\left|M \xi^{\sigma}\right|=\left|\xi^{\sigma}\right|$ and $\operatorname{Im}\left(M \xi^{\sigma}\right)=\operatorname{Im}\left(\xi^{\sigma}\right)$. We can continue the height estimate in (3.37)

$$
\begin{aligned}
h(j-\alpha) \leq & {[K: \mathbb{Q}] \frac{4[K: \mathbb{Q}]^{2} 10^{7}|\Delta|^{5} h\left(\sqrt{N} \sigma_{0}(N)+\sqrt{\varepsilon} \psi(N)\right)}{D}\left(c_{1}(\log N)^{6}+c_{2}\right) } \\
& +\left|\log \varepsilon_{0}\right| \\
\leq & {[K: \mathbb{Q}] \frac{4[K: \mathbb{Q}]^{2} 10^{7}|\Delta|^{5} h\left(\sqrt{N} \sigma_{0}(N)+\sqrt{\varepsilon} \psi(N)\right)}{\left[K^{\Phi}: \mathbb{Q}\right][\mathbb{Q}(\alpha): \mathbb{Q}]}\left(c_{1}(\log N)^{6}+c_{2}\right) } \\
& +\left|\log \varepsilon_{0}\right| \\
\leq & \frac{4[K: \mathbb{Q}]^{2} 10^{7}|\Delta|^{5} h\left(\sqrt{N} \sigma_{0}(N)+\sqrt{\varepsilon} \psi(N)\right)}{B[\mathbb{Q}(\alpha): \mathbb{Q}]}\left(c_{1}(\log N)^{6}+c_{2}\right)+\left|\log \varepsilon_{0}\right| .
\end{aligned}
$$

We have bounded the term $\left(\sqrt{N} \sigma_{0}(N)+\sqrt{\varepsilon} \psi(N)\right) / B$ in Proposition 3.20, so that we obtain

$$
\begin{aligned}
h(j-\alpha) \leq & \frac{10^{8}[K: \mathbb{Q}]^{2}|\Delta|^{5} h\left[\mathrm{GL}_{2}(\mathbb{Z} / N \mathbb{Z}): \rho_{N}\left(G_{K}\right)\right]}{[\mathbb{Q}(\alpha): \mathbb{Q}]}\left(N^{-1 / 10}+\sqrt{\varepsilon}\right)\left(c_{1}(\log N)^{6}+c_{2}\right) \\
& +\left|\log \varepsilon_{0}\right| .
\end{aligned}
$$

Now

$$
\left|\log \varepsilon_{0}\right|=2|\log \varepsilon|+\left|\log \min _{\sigma}\left\{1, c\left(\xi^{\sigma}\right)\right\}\right|=2|\log \varepsilon|+\mathcal{P}(\xi)
$$

Replacing this into the height bound be obtain

$$
\begin{aligned}
h(j-\alpha) \leq & \frac{10^{8}[K: \mathbb{Q}]^{2}|\Delta|^{5} h\left[\mathrm{GL}_{2}(\mathbb{Z} / N \mathbb{Z}): \rho_{N}\left(G_{K}\right)\right]}{[\mathbb{Q}(\alpha): \mathbb{Q}]}\left(N^{-1 / 10}+\sqrt{\varepsilon}\right)\left(c_{1}(\log N)^{6}+c_{2}\right) \\
& +\mathcal{P}(\xi)+2|\log \varepsilon| .
\end{aligned}
$$

Theorem 3.25 Assume $\alpha$ is the $j$-invariant of an elliptic curve with CM. Let $j_{0}$ be the $j$-invariant of an elliptic curve without CM. Then there are at most finitely many $j$-invariants $j$ of elliptic curves that are isogenous to an elliptic curve corresponding to $j_{0}$ and such that $j-\alpha$ is an algebraic unit.

Proof. In the same situation as before we get an additional $-\log 2-h(\alpha)$ term from
(3.35) for the lower bound and obtain

$$
\begin{aligned}
h\left(j_{0}\right) & -6 \log \left(1+h\left(j_{0}\right)\right)+6 \log N-84\left[\mathrm{GL}_{2}(\mathbb{Z} / N \mathbb{Z}): \rho_{N}\left(G_{K}\right)\right] \log \log N \\
& -20-h(\alpha) \leq h(j-\alpha) .
\end{aligned}
$$

We want to pick $\varepsilon=1 /(\log N)^{12}$ again. Thus, $N$ must be large enough so that

$$
\varepsilon=1 /(\log N)^{12} \leq 10^{-4} \min _{\sigma}\left\{\left|\xi^{\sigma}\right|^{-4}\right\}
$$

or equivalently

$$
(\log N)^{12} \geq 10^{4} \max _{\sigma}\left\{\left|\xi^{\sigma}\right|^{4}\right\}
$$

But as mentioned in the previous proof, $\xi$ and $\left|\xi^{\sigma}\right|$ are imaginary quadratic and one of its conjugates is $i|\Delta| / 2$ and has maximal modulus amongst them. Hence it suffices for $N$ to satisfy $\log N \geq 3|\Delta|$, i.e.

$$
N \geq e^{3|\Delta|}
$$

If $N$ additionally satisfies the conditions of the previous proposition then

$$
\begin{aligned}
h(j-\alpha) \leq & \frac{10^{8} h[K: \mathbb{Q}]^{2}|\Delta|^{5}\left[\mathrm{GL}_{2}(\mathbb{Z} / N \mathbb{Z}): \rho_{N}\left(G_{K}\right)\right]}{[\mathbb{Q}(\alpha): \mathbb{Q}]} \\
& \cdot\left(N^{-1 / 10}+\frac{1}{(\log N)^{6}}\right)\left(c_{1}(\log N)^{6}+c_{2}\right) \\
& +\mathcal{P}(\xi)+24 \log \log N .
\end{aligned}
$$

The growth of the bounds for $h(j-\alpha)$ is as before, and we get the same contradiction.
In total we obtain the following result. We also recall that $c_{3}<26$.
Proposition 3.26 Let $E_{0}: y^{2}=4 x^{3}-g_{2} x-g_{3}$ be an elliptic curve without complex multiplication defined over a number field $K$ of degree $D$. Let $j_{0}$ be its $j$-invariant with $j\left(\tau_{0}\right)=j_{0}$ and $\tau_{0} \in \mathcal{F}$. Define $h=\max \left\{1, h\left(1, g_{2}, g_{3}\right), h\left(j_{0}\right)\right\}$. Let $\xi \in \mathcal{F}$ be imaginary quadratic and let $\Delta$ be the discriminant of the endomorphism ring. Put $\alpha=j(\xi)$. If $j$ is the $j$-invariant of an elliptic curve isogenous to the elliptic curve $E_{0}$ and $j-\alpha$ is a unit, then the degree of the minimal isogeny is bounded by

$$
\begin{gathered}
\max \left\{10^{180}\left(\hat{C} c_{1}\right)^{20},\left(\hat{C} c_{2}\right)^{10}, e^{\hat{C} c_{1}+\hat{C} c_{2}+c_{3}+\mathcal{P}(\xi)}, e^{120^{2}\left[G L_{2}(\hat{\mathbb{Z}}): \rho_{\infty}\left(G_{K}\right)\right]^{2}},\right. \\
\left.e^{3 h},[K: \mathbb{Q}], e^{3|\Delta|}, 4 \cdot 10^{11} \sqrt{|\Delta|}\right\}
\end{gathered}
$$

where $\hat{C}=10^{8} h[K: \mathbb{Q}]^{2}|\Delta|^{5}\left[\mathrm{GL}_{2}(\hat{\mathbb{Z}}): \rho_{\infty}\left(G_{K}\right)\right] /[\mathbb{Q}(\alpha): \mathbb{Q}]$ and $c_{3}=20-h\left(j_{0}\right)+$ $6 \log \left(1+h\left(j_{0}\right)\right)$.

Proof. The bounds from the previous proof give the same inequality as in (3.34) with $C$ replaced by the new constant $\hat{C}$ and the third term becomes

$$
\frac{\hat{C} c_{1}+\hat{C} c_{2}+c_{3}+\mathcal{P}(\xi)}{\log N}
$$

Also we have the additional prerequisites $N \geq e^{3|\Delta|}$ and $N \geq 4 \cdot 10^{11} \sqrt{|\Delta|}$ from the proof of the last theorem.
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