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#### Abstract

A monomial dynamical system $f: K^{n} \rightarrow K^{n}$ over a finite field $K$ is a nonlinear deterministic time discrete dynamical system with the property that each component function $f_{i}: K^{n} \rightarrow K$ is a monic nonzero monomial function. In this paper we provide an algebraic and graph theoretic framework to study the dynamic properties of monomial dynamical systems over a finite field. Within this framework, characterization theorems for fixed point systems, that is, systems in which all trajectories end in steady states, are proved. These characterizations are stated in terms of connectedness properties of the dependency graph. Our formalism allowed us to develop an algorithm of polynomial complexity for testing whether or not a given monomial dynamical system over an arbitrary finite field is a fixed point system. In addition, we were able to identify a class of monomial dynamical systems, namely, the $(q-1)$ fold redundant monomial systems. Within this class of systems a characterization of fixed point systems is proved that represents a generalization of previous work on Boolean monomial dynamical systems.


## 1. Introduction

Time discrete dynamical systems over a finite set $X$ are an important subject of active mathematical research. One relevant example of such systems are cellular automata, first introduced in the late 1940s by John von Neumann [1]. More general examples are nondeterministic finite state automata [2] and sequential dynamical systems [3].

Deterministic time discrete dynamical systems over a finite field are mappings $f: K^{n} \rightarrow K^{n}$, where $K$ is a finite field and $n \in \mathbb{N}$ is the dimension of the system. As opposed to deterministic time discrete dynamical systems over a finite set $X$, this type of system allows for a richer mathematical framework within which they can be studied. For instance, it can be shown that every component function $f_{i}: K^{n} \rightarrow K$ is a polynomial function of bounded degree in $n$ variables [4, 5].

The study of dynamical systems generally addresses the question of the system's long-term behavior, in particular, the existence of fixed
points and (limit) cyclic trajectories. In this paper we provide an algebraic and graph theoretic framework for studying a specific class of nonlinear time discrete dynamical systems over a finite field, namely, monomial dynamical systems over a finite field. In such systems, every component function $f_{i}: K^{n} \rightarrow K$ is a monic nonzero monomial function.

Some types of monomial systems and their dynamic behavior have been studied before: monomial cellular automata [6, 7], Boolean monomial systems [8], monomial systems over the $p$-adic numbers [ 9 , 10], and monomial systems over a finite field [11-13]. A necessary and sufficient condition for Boolean monomial systems to be fixed point systems, that is, systems in which all trajectories end in steady states, is proved in [8]. This condition could be algorithmically exploited. Indeed, the authors make some suggestive comments in that direction [8, Section 4.3]. Moreover, they describe the structure of the limit cycles of a special type of Boolean monomial systems.

In [13] the authors present a necessary and sufficient condition for monomial systems over a finite field to be fixed point systems. However, this condition is not easily verifiable and therefore the theorem does not yield a tractable algorithm in a straightforward way. In [13] it is explicitly stated that a tractable algorithm to determine whether or not a monomial dynamical system over an arbitrary finite field is a fixed point system has still to be developed [13, Section 3]. Nevertheless, while the present paper was being peer-reviewed, [14] was published, providing the missing computational-algebraic ingredient toward an algorithmic application of the approach in [13]. However, the concrete details of an algorithm exploiting the results in [13] and [14] still need to be developed.

Our work was influenced by [8, 13, 12]. However, we took a slightly different approach. The mathematical formalism we developed allows for a deeper understanding of monomial dynamical systems over a finite field. Indeed, we were able to circumvent the complicated Glueing-procedure developed in [8, Section 5]. Our formalism allows formulating a very simple algorithm of polynomial complexity for testing whether or not a given monomial dynamical system over an arbitrary finite field is a fixed point system. Additional theorems that complement the work in $[8,13]$ are obtained. Furthermore, we were able to identify a class of monomial dynamical systems, namely, the ( $q-1$ )-fold redundant monomial systems (to be defined later). Within this class of systems, a very satisfying characterization of fixed point systems can be reached. Boolean systems are trivial examples of $(q-1)$-fold redundant systems. As a consequence, many of our results about ( $q-1$ )-fold redundant monomial systems provide a generalization of theorems proved in [8] for Boolean systems. Last but not least, our formalism also constitutes a basis for the study of monomial control systems [15].

It is pertinent to mention the work of [16] regarding linear time discrete dynamical systems over a finite field, in which the number of limit cycles and their lengths is linked to the factorization (in so-called elementary divisor polynomials) of the characteristic polynomial of the matrix representing the system. (See also [17] for a more mathematical exposition and $[2,18]$ for applications of the Boolean case in control theory.) Furthermore, the affine case, that is, a linear map followed by a translation, was studied in [19]. An interesting contribution was made by Paul Cull in [20], who extended the considerations to nonlinear functions, and showed how to reduce them to the linear case. However, Cull's approach does not yield an algorithm of polynomial complexity to solve the steady state system problem. Moreover, according to [21], this might in general not be possible as a matter of principle.

This paper is organized as follows: Section 2 establishes an algebraic and graph theoretic framework within which monomial dynamical systems over a finite field are studied. It starts with some basic definitions and algebraic results (proofs can be found in [5, Section 2.2]) and leads the reader to the first important result, namely, that the monoid of $n$-dimensional monomial dynamical systems over a finite field $K$ is isomorphic to a certain monoid of matrices. Section 2 finishes with propositions about the relationship between the matrix $F$ corresponding to a monomial system $f$ (via the isomorphism mentioned) and the adjacency matrix of the dependency graph of $f$. These findings allow us to link topological properties of the dependency graph with the dynamics of $f$, which is the fundamental insight underlying this work.

Section 3 is devoted to the characterization of fixed point systems. These characterizations are stated in terms of connectedness properties of the dependency graph. Theorem 4, for instance, presents necessary and sufficient connectedness conditions for a system to be a fixed point system. Furthermore, the class of ( $q-1$ )-fold redundant monomial systems is introduced and a characterization of fixed point systems within this class is provided. We finish Section 3 with several relatively easy to test sufficient conditions for a system to be a fixed point system.

Section 4 presents an algorithm of polynomial complexity to test whether or not a given monomial dynamical system over a finite field $K$ is a fixed point system. A detailed complexity analysis of the algorithm is provided.

## 2. Algebraic and Graph Theoretic Formalism

In this section we introduce the monoid of $n$-dimensional monomial dynamical systems over a finite field $\mathbf{F}_{q}$. This monoid is isomorphic to a certain monoid of matrices; in other words, the composition $f \circ g$ of two monomial dynamical systems $f, g$ is completely captured by the product $F \cdot G$ of their corresponding matrices. Furthermore, we provide our definition for the dependency graph of a monomial dynamical system $f$. The adjacency matrix of the dependency graph is precisely the matrix $F$ associated with $f$ via the isomorphism mentioned earlier. This finding allows us to link topological properties of the dependency graph with the dynamics of $f$, which is the fundamental insight underlying this work.

Definition 1. We denote a finite field with $\mathrm{F}_{q}$, where $q$ stands for the number of elements in the field. It is understood that $q$ is a power of the (prime) characteristic of the field.

Definition 2. Let $\mathrm{F}_{q}$ be a finite field. The set $E_{q}:=\{0, \ldots, q-1\} \subset \mathbb{N}_{0}$ is called the exponents set of the field $\mathrm{F}_{q}$.

Definition 3. Let $\mathbf{F}_{q}$ be a finite field and $n \in \mathbb{N}$. A map $f: \mathrm{F}_{q}^{n} \rightarrow \mathrm{~F}_{q}^{n}$ is called a monomial dynamical system over $\mathrm{F}_{q}$ if for every $i \in\{1, \ldots, n\}$ there exists a tuple $\left(F_{i 1}, \ldots, F_{i n}\right) \in E_{q}^{n}$ such that $f_{i}(x)=x_{1}^{F_{i 1}} \cdots x_{n}^{F_{i n}} \forall x \in \mathrm{~F}_{q}^{n}$.

Remark 1. As opposed to [8], we exclude in the definition of a monomial dynamical system the possibility that one of the functions $f_{i}$ is equal to the zero function. However, in contrast to [13], we do allow the case $f_{i} \equiv 1$ in our definition. This is not a loss of generality because of the following: If we were studying a dynamical system $f: \mathrm{F}_{q}^{n} \rightarrow \mathrm{~F}_{q}^{n}$ where one of the functions, say $f_{j}$, was equal to zero, then, for every initial state $x \in \mathrm{~F}_{q}^{n}$, after one iteration the system would be in a state $f(x)$ whose $j^{\text {th }}$ entry is zero. In all subsequent iterations the value of the $j^{\text {th }}$ entry would remain zero. As a consequence, the longterm dynamics of the system are reflected in the projection $\pi_{\hat{\jmath}}(y):=\left(y_{1}, \ldots, y_{j-1}, y_{j+1}, \ldots, y_{n}\right)^{t}$ and it is sufficient to study the system

$$
\begin{gathered}
\tilde{f}: \mathbf{F}_{q}^{n-1} \rightarrow \mathbf{F}_{q}^{n-1} \\
y \mapsto\left(\begin{array}{c}
f_{1}\left(y_{1}, \ldots, y_{j-1}, 0, y_{j+1}, \ldots, y_{n}\right) \\
\vdots \\
f_{j-1}\left(y_{1}, \ldots, y_{j-1}, 0, y_{j+1}, \ldots, y_{n}\right) \\
f_{j+1}\left(y_{1}, \ldots, y_{j-1}, 0, y_{j+1}, \ldots, y_{n}\right) \\
\vdots \\
f_{n}\left(y_{1}, \ldots, y_{j-1}, 0, y_{j+1}, \ldots, y_{n}\right)
\end{array}\right) .
\end{gathered}
$$

In general, the system $\tilde{f}$ could contain component functions equal to the zero function, since every component $f_{i}$ that depends on the variable $x_{j}$ would become zero. As a consequence, the described procedure needs to be applied several times until the lower dimensional system obtained does not contain component functions equal to zero. It is also possible that this repeated procedure yields the onedimensional zero function. In this case, we can conclude that the original system $f$ is a fixed point system with $(0, \ldots, 0) \in \mathrm{F}_{q}^{n}$ as its unique fixed point. The details about this procedure are described as the "preprocessing algorithm" in [5, Appendix B].

It is well known that every function $h: \mathrm{F}_{q}^{n} \rightarrow \mathrm{~F}_{q}$ is a polynomial function in $n$ variables where no variable appears to a power higher or equal to $q$ (e.g., [4, pp. 368-369]; or [5, Section 1.2]). Calculating the composition of a dynamical system $f: \mathrm{F}_{q}^{n} \rightarrow \mathrm{~F}_{q}^{n}$ with itself, we face the situation where some of the exponents exceed the value $q-1$ and need to be reduced according to the well-known rule

$$
\begin{equation*}
a^{q}=a \forall a \in \mathbf{F}_{q} . \tag{1}
\end{equation*}
$$

This process can be accomplished systematically if we look at the power $x_{i}^{p}$ (where $p>q$ ) as a polynomial in the ring $\mathrm{F}_{q}[\tau]$ and define the magnitude $\operatorname{red}_{q}(p)$ as the degree of the (unique) remainder of the polynomial division $\tau^{p} \div\left(\tau^{q}-\tau\right)$ in the polynomial ring $\mathrm{F}_{q}[\tau]$. Then we can write

$$
\begin{equation*}
x_{i}^{p}=x_{i}^{\operatorname{red}_{q}(p)} \forall x_{i} \in \mathbf{F}_{q}, \tag{2}
\end{equation*}
$$

which is a direct consequence of the following easily shown properties (e.g., [5, Lemma 39]) of the operator red $_{q}: \mathbb{N}_{0} \rightarrow E_{q}$ :

$$
\begin{equation*}
\operatorname{red}_{q}\left(\operatorname{red}_{q}(c)\right)=\operatorname{red}_{q}(c) \forall c \in \mathbb{N}_{0} \tag{3}
\end{equation*}
$$

$$
\begin{align*}
& \operatorname{red}_{q}(c)=0 \Leftrightarrow c=0  \tag{4}\\
& \text { for } a, b \in \mathbb{N}_{0}, x^{a}=x^{b} \forall x \in \mathbf{F}_{q} \Leftrightarrow \operatorname{red}_{q}(a)=\operatorname{red}_{q}(b)  \tag{5}\\
& \text { for } a, b \in \mathbb{N}, \\
& \operatorname{red}_{q}(a)=\operatorname{red}_{q}(b) \Leftrightarrow \exists \alpha \in \mathbb{Z}: a=b+\alpha(q-1) . \tag{6}
\end{align*}
$$

In conclusion, the "exponents arithmetic" needed when calculating the composition of dynamical systems $f, g: \mathbf{F}_{q}^{n} \rightarrow \mathbf{F}_{q}^{n}$ can be formalized based on the reduction operator $\operatorname{red}_{q}(p)$. Indeed, the set $E_{q}=\{0,1, \ldots,(q-1)\} \subset \mathbb{Z}$ together with the operations of addition $a \oplus b:=\operatorname{red}_{q}(a+b)$ and multiplication $\mathrm{a} \bullet \mathrm{b}:=\operatorname{red}_{q}(a b)$ is a commutative semiring with identity 1 . We call this commutative semiring the exponents semiring of the field $\mathrm{F}_{q}$. With this operation, it can be easily shown that the set $M\left(n \times n ; E_{q}\right)$ of $n \times n$ quadratic matrices with entries in the semiring $E_{q}$ together with the operation $\cdot$ of matrix multiplication (which is defined in terms of the operations $\oplus$ and • on the matrix entries) over $E_{q}$ is a monoid. Similarly, the set

$$
\begin{aligned}
M F_{n}^{n}\left(\mathbf{F}_{q}\right): & =\left\{f: \mathbf{F}_{q}^{n} \rightarrow \mathbf{F}_{q}^{n} \mid\right. \\
& \left.\exists F \in M\left(n \times n ; E_{q}\right): f_{i}(x)=x_{1}^{F_{i 1}} \cdots x_{n}^{F_{i n}} \forall x \in \mathbf{F}_{q}^{n}\right\}
\end{aligned}
$$

of all $n$-dimensional monomial dynamical systems over $\mathrm{F}_{q}$ together with the composition of mappings is a monoid. It is not hard to prove that these two monoids are isomorphic via the isomorphism

$$
\begin{aligned}
\Psi & : M\left(n \times n ; E_{q}\right) \rightarrow M F_{n}^{n}\left(\mathbf{F}_{q}\right) \\
G & \mapsto \Psi(G)
\end{aligned}
$$

where

$$
\Psi(G)_{i}(x):=x_{1}^{G_{i 1}} \ldots x_{n}^{G_{i n}} \text { for } i=1, \ldots, n .
$$

The interested reader can find proofs for the previous results in [5, Section 2.2].

Remark 2. The operation $\operatorname{red}_{q}: \mathbb{N}_{0} \rightarrow E_{q}$ can be extended to matrices $M\left(n \times n ; \mathbb{N}_{0}\right)$ by applying $\operatorname{red}_{q}$ to the entries of the matrix. We call this extension $\operatorname{mred}_{q}: M\left(n \times n ; \mathbb{N}_{0}\right) \rightarrow M\left(n \times n ; E_{q}\right)$. See [5, Remark 47] for further details where one important property of $\operatorname{mred}_{q}$ shown is

$$
\begin{equation*}
\operatorname{mred}_{q}(A)=0 \Leftrightarrow A=0 \tag{7}
\end{equation*}
$$

Remark 3. For a given monomial dynamical system $f \in M F_{n}^{n}\left(\mathbf{F}_{q}\right)$, the matrix $F:=\Psi^{-1}(f)$ is called the corresponding matrix of the system $f$. For a matrix power in the monoid $M\left(n \times n ; E_{q}\right)$, we use the notation $F^{\cdot m}$. By induction it can be easily shown that $\Psi^{-1}\left(f^{m}\right)=F^{\cdot m}$.

As our investigations have shown, topological properties of the dependency graph of a monomial dynamical system (defined later) can reveal dynamic properties of the system. Therefore, in the rest of this section we turn our attention to some graph theoretic considerations. We now review some well-known graph theoretical objects and results while, at the same time, we introduce some useful notation.

Definition 4. A directed graph $G=\left(V_{G}, E_{G}, \pi_{G}: E_{G} \rightarrow V_{G} \times V_{G}\right)$ that allows self loops and parallel directed edges is called a digraph.

Definition 5. Let $M$ be a nonempty finite set. Furthermore, let $n:=|M|$ be the cardinality of $M$. An enumeration of the elements of $M$ is a bijective mapping $f: M \rightarrow\{1, \ldots, n\}$. Given an enumeration $f$ of the set $M$, we write $M=\left\{f_{1}, \ldots, f_{n}\right\}$ where the unique element $x \in M$ with the property $f(x)=i \in\{1, \ldots, n\}$ is denoted as $f_{i}$.
Definition 6. Let $f \in M F_{n}^{n}\left(\mathrm{~F}_{q}\right)$ be a monomial dynamical system and $G=\left(V_{G}, E_{G}, \pi_{G}\right)$ a digraph with vertex set $V_{G}$ of cardinality $\left|V_{G}\right|=n$. Furthermore, let $F:=\Psi^{-1}(f)$ be the corresponding matrix of $f$. The digraph $G$ is called a dependency graph of $f$ if and only if an enumeration $a: V_{G} \rightarrow\{1, \ldots, n\}$ of the elements of $V_{G}$ exists, such that $\forall i, j \in\{1, \ldots, n\}$ there are exactly $F_{i j}$ directed edges $a_{i} \rightarrow a_{j}$ in the set $E_{G}$, that is, $\left|\pi_{f}^{-1}\left(\left(a_{i}, a_{j}\right)\right)=F_{i j}\right|$.

Remark 4. It is easy to show that if $G$ and $H$ are dependency graphs of $f$, then $G$ and $H$ are isomorphic. In this sense we speak of the dependency graph of $f$ and denote it by $G_{f}=\left(V_{f}, E_{f}, \pi_{f}\right)$. Note that our definition of a dependency graph differs slightly from the definition used in [8].
Definition 7. Let $G=\left(V_{G}, E_{G}, \pi_{G}\right)$ be a digraph. Two vertices $a, b \in V_{G}$ are called connected if there is a $t \in \mathbb{N}_{0}$ and (not necessarily different) vertices $v_{1}, \ldots, v_{t} \in V_{G}$ such that $a \rightarrow v_{1} \rightarrow v_{2} \rightarrow \ldots$ $\rightarrow v_{t} \rightarrow b$. In this situation we write $a \rightarrow_{s} b$, where $s$ is the number of directed edges involved in the sequence from $a$ to $b$ (in this case $s=t+1$ ). Two sequences $a \rightarrow_{s} b$ of the same length are considered different if the directed edges involved are different or the order at which they appear is different, even if the visited vertices are the same. As a convention, a single vertex $a \in V_{G}$ is always connected to itself $a \rightarrow_{0} a$ by an empty sequence of length 0 .

Definition 8. Let $G=\left(V_{G}, E_{G}, \pi_{G}\right)$ be a digraph and $a, b \in V_{G}$ two vertices. A sequence $a \rightarrow_{s} b$

$$
a \rightarrow v_{1} \rightarrow v_{2} \rightarrow \cdots \rightarrow v_{t} \rightarrow b
$$

is called a path, if no vertex $v_{i}$ is visited more than once. If $a=b$, but no other vertex is visited more than once, $a \rightarrow_{s} b$ is called a closed path.
Definition 9. Let $G=\left(V_{G}, E_{G}, \pi_{G}\right)$ be a digraph. Two vertices $a, b \in V_{G}$ are called strongly connected if there are natural numbers $s, t \in \mathbb{N}$ such that $a \rightarrow_{s} b$ and $b \rightarrow_{t} a$. In this situation we write $a \rightleftharpoons b$.
Theorem 1. Let $G=\left(V_{G}, E_{G}, \pi_{G}\right)$ be a digraph. $\rightleftharpoons$ is an equivalence relation on $V_{G}$ called a strong equivalence. The equivalence class of any vertex $a \in V_{G}$ is called a strongly connected component and denoted by $\stackrel{\leftrightarrow}{a} \subseteq V_{G}$.

Proof. This is well known as shown, for instance, in [8, Definition 3.1].

Definition 10. Let $G=\left(V_{G}, E_{G}, \pi_{G}\right)$ be a digraph and $a \in V_{G}$ one of its vertices. The strongly connected component $\stackrel{\leftrightarrow}{a} \subseteq V_{G}$ is called trivial if and only if $\stackrel{\leftrightarrow}{a}=\{a\}$ and there is no edge $a \rightarrow a$ in $E_{G}$.

Definition 11. Let $G=\left(V_{G}, E_{G}, \pi_{G}\right)$ be a digraph with vertex set $V_{G}$ of cardinality $\left|V_{G}\right|=n$ and $V_{G}=\left\{a_{1}, \ldots, a_{n}\right\}$ an enumeration of the elements of $V_{G}$. The matrix $A \in M\left(n \times n ; \mathbb{N}_{0}\right)$ whose entries are defined as $A_{i j}:=$ number of edges $a_{i} \rightarrow a_{j}$ contained in $E_{G}$ for $i, j=1, \ldots, n$ is called an adjacency matrix of $G$ with the enumeration $a$.
Theorem 2. Let $G=\left(V_{G}, E_{G}, \pi_{G}\right)$ be a digraph with vertex set $V_{G}$ of cardinality $\left|V_{G}\right|=n$ and $V_{G}=\left\{a_{1}, \ldots, a_{n}\right\}$ an enumeration of the elements of $V_{G}$. Furthermore, let $A \in M\left(n \times n ; \mathbb{N}_{0}\right)$ be its adjacency matrix (with the enumeration $a$ ), $m \in \mathbb{N}$ a natural number, and $B:=A^{m} \in M\left(n \times n ; \mathbb{N}_{0}\right)$ is the $m^{\text {th }}$ power of $A$. Then $\forall i, j \in\{1, \ldots, n\}$ the entry $B_{i j}$ of $B$ is equal to the number of different sequences $a_{i} \rightarrow m a_{j}$ of length $m$.

Proof. The proof of this is a well-known result and can be found in [22].
Remark 5. Let $f \in M F_{n}^{n}\left(\mathbf{F}_{q}\right)$ be a monomial dynamical system. Furthermore, let $G_{f}=\left(V_{f}, E_{f}, \pi_{f}\right)$ be the dependency graph of $f$ and $V_{f}=\left\{a_{1}, \ldots, a_{n}\right\}$ the associated enumeration of the elements of $V_{f}$. Then, according to the definition of a dependency graph, $F:=\Psi^{-1}(f)$
(the corresponding matrix of $f$ ) is precisely the adjacency matrix of $G_{f}$ with the enumeration $a$. Now, by Remarks 3 and 2 we can conclude

$$
\begin{equation*}
\Psi^{-1}\left(f^{m}\right)=\operatorname{mred}_{q}\left(F^{m}\right) \tag{8}
\end{equation*}
$$

## 3. Characterization of Fixed Point Systems

The results presented in Section 2 allow us to link topological properties of the dependency graph with the dynamics of $f$. We now exploit this feature to prove some characterizations of fixed point systems stated in terms of connectedness properties of the dependency graph. In the course of these investigations we will identify and define a class of monomial dynamical systems as the ( $q-1$ )-fold redundant monomial systems. Within this class of systems, a very satisfying characterization of fixed point systems can be reached. A trivial example of ( $q-1$ )-fold redundant systems are the Boolean systems, that is, monomial systems $f \in M F_{n}^{n}\left(F_{2}\right)$. As a consequence, many of the results shown in this section provide a generalization of results proved in [8] for Boolean systems.

Theorem 3. Let $\mathbf{F}_{q}$ be a finite field and $f \in M F_{n}^{n}\left(\mathbf{F}_{q}\right)$ a monomial dynamical system. Then $f$ is a fixed point system with $(1, \ldots, 1)^{t} \in \mathrm{~F}_{q}^{n}$ as its only fixed point if and only if its dependency graph only contains trivial strongly connected components.

Proof. By Remark 5, $F:=\Psi^{-1}(f)$ is the adjacency matrix of the dependency graph of $f$. If the dependency graph does not contain any nontrivial strongly connected components, every sequence $a \rightarrow s b$ between two arbitrary vertices can be at most of length $n-1$. (A sequence that revisits a vertex would contain a closed sequence, which is strongly connected.) Therefore, by Theorem $2, \exists m \in \mathbb{N}$ with $m \leq n$ such that $F^{m}=0$ (the zero matrix in $M\left(n \times n ; \mathbb{N}_{0}\right)$ ). Now, according to equation (8) we have $\Psi^{-1}\left(f^{m}\right)=\operatorname{mred}_{q}\left(F^{m}\right)=\operatorname{mred}_{q}(0)=0$ and consequently $\Psi^{-1}\left(f^{r}\right)=0 \forall r \geq m$. Thus, $f^{r}=\mathbf{1} \forall r \geq m$.

If, on the other hand, there is an $m \in \mathbb{N}$ such that $f^{m+\lambda}=f^{m}=1 \forall \lambda \in \mathbb{N}$ applying the isomorphism $\Psi^{-1}$ (see Remark 3) we obtain $F^{(m+\lambda)}=F^{m}=0 \forall \lambda \in \mathbb{N}$ and (see equation (8)) $\operatorname{mred}_{q}\left(F^{m+\lambda}\right)=\operatorname{mred}_{q}\left(F^{m}\right)=0 \forall \lambda \in \mathbb{N}$. It follows from equation (7) (see also [5, Remark 47]) that $F^{m+\alpha}=0 \forall \alpha \in \mathbb{N}_{0}$.

Now, by Theorem 2, there are no sequences $a \rightarrow_{s} b$ between any two arbitrary vertices $a, b$ of length larger than $m-1$. As a conse-
quence, there cannot be any nontrivial strongly connected components in the dependency graph of $f$.

Definition 12. A monomial dynamical system $f \in M F_{n}^{n}\left(\mathbf{F}_{q}\right)$ whose dependency graph contains nontrivial strongly connected components is called a coupled monomial dynamical system.

Definition 13. Let $G=\left(V_{G}, E_{G}, \pi_{G}\right)$ be a digraph, $m \in \mathbb{N}$ a natural number, and $a, b \in V_{G}$ two vertices. The number of different sequences of length $m$ from $a$ to $b$ is denoted by $s_{m}(a, b) \in \mathbb{N}_{0}$. By Theorem 2 it obviously holds that $s_{m}\left(a_{i}, a_{j}\right)=\left(A^{m}\right)_{i j}$.

Theorem 4. Let $\mathrm{F}_{q}$ be a finite field, $f \in M F_{n}^{n}\left(\mathrm{~F}_{q}\right)$ a coupled monomial dynamical system, and $G_{f}=\left(V_{f}, E_{f}, \pi_{f}\right)$ its dependency graph. Then $f$ is a fixed point system if and only if there is an $m \in \mathbb{N}$ such that the following two conditions hold.

1. For every pair of nodes $a, b \in V_{f}$ with $a \rightarrow_{m} b$ there exists for every $\lambda \in \mathbb{N}$ an $a_{\lambda} \in \mathbb{Z}$ such that $s_{m+\lambda}(a, b)=s_{m}(a, b)+a_{\lambda}(q-1) \neq 0$.
2. For every pair of nodes $a, b \in V_{f}$ with $s_{m}(a, b)=0$ it holds that $s_{m+\lambda}(a, b)=0 \forall \lambda \in \mathbb{N}$.
Proof. Let $V_{f}=\left\{a_{1}, \ldots, a_{n}\right\}$ be the enumeration of the vertices. If $f$ is a fixed point system, $\exists m \in \mathbb{N}$ such that $f^{m+\lambda}=f^{m} \forall \lambda \in \mathbb{N}$. By applying the homomorphism $\Psi^{-1}$ we get (see Remark 3)

$$
\begin{equation*}
F^{(m+\lambda)}=F^{m} \forall \lambda \in \mathbb{N} . \tag{9}
\end{equation*}
$$

By Remark 5 it follows that $\operatorname{mred}_{q}\left(F^{m+\lambda}\right)=\operatorname{mred}_{q}\left(F^{m}\right) \forall \lambda \in \mathbb{N}$. Let $i, j \in\{1, \ldots, n\}$. If, on the one hand, $\left(F^{m}\right)_{i j}=0$, then by equation (9) we would have $\left(F^{(m+\lambda)}\right)_{i j}=0 \forall \lambda \in \mathbb{N}$. Consequently, by equation (4) we have $\left(F^{m+\alpha}\right)_{i j}=0 \forall \alpha \in \mathbb{N}_{0}$.

Now, by Theorem 2, there are no sequences $a_{i} \rightarrow_{s} a_{j}$ of length larger than $m-1$. In other words, Theorem 4 condition 2 follows. If, on the other hand, $\left(F^{m}\right)_{i j} \neq 0$ then by equation (9) we would have $\left(F^{(m+\lambda)}\right)_{i j}=\left(F^{\cdot m}\right)_{i j} \neq 0 \forall \lambda \in \mathbb{N}$. Consequently, by equations (4) and (6) $\exists a_{\lambda} \in \mathbb{Z}$ such that $\left(F^{m+\lambda}\right)_{i j}=\left(F^{m}\right)_{i j}+a_{\lambda}(q-1) \forall \lambda \in \mathbb{N}$. In other words, Theorem 4 condition 1 follows.

We now show the converse: Given conditions 1 and 2 and in accordance with Theorem 2 and Remark 5, if $\left(F^{m}\right)_{i j}=0$, then $\left(F^{m+\lambda}\right)_{i j}=\left(F^{m}\right)_{i j} \forall \lambda \in \mathbb{N}$ and if $\left(F^{m}\right)_{i j} \neq 0$, then $\exists a_{\lambda} \in \mathbb{Z}$ : $\left(F^{m+\lambda}\right)_{i j}=\left(F^{m}\right)_{i j}+a_{\lambda}(q-1) \neq 0 \forall \lambda \in \mathbb{N}$.

Now, by equations (4) and (6), we have $\operatorname{mred}_{q}\left(F^{m+\lambda}\right)=$ $\operatorname{mred}_{q}\left(F^{m}\right) \forall \lambda \in \mathbb{N}$ and by Remark $5 F^{(m+\lambda)}=F^{m} \forall \lambda \in \mathbb{N}$. Thus, after applying the isomorphism $\Psi: f^{m+\lambda}=f^{m} \forall \lambda \in \mathbb{N}$.

The following parameter for digraphs was introduced into the field of research on monomial dynamical systems over $\mathrm{F}_{2}$ in [8] as the "loop number". The loop number of a strongly connected graph is also known as the "index of imprimitivity" [23] or "period" [24] and has been used in the study of non-negative matrices [25, 26]. It is well known that this number quantizes the length of any closed sequence in a strongly connected digraph. It is also the biggest possible "quantum".
Definition 14. Let $G=\left(V_{G}, E_{G}, \pi_{G}\right)$ be a digraph and $a \in V_{G}$ one of its vertices. The number

$$
L(a):=\min _{\substack{a \rightarrow u a \\ a \rightarrow v a \\ u \neq v}}|u-v|
$$

is called the loop number of $a$. If there is no sequence of positive length from $a$ to $a$, then $\mathcal{L}(a)$ is set to zero.

If $\stackrel{\leftrightarrow}{a}$ is nontrivial, then for every $b \in \stackrel{\leftrightarrow}{a}$ it holds that $\mathcal{L}(b)=\mathcal{L}(a)$ (for a proof see [8, Lemma 4.2]). Therefore, we introduce the loop number of strongly connected components as $\mathcal{L}(\stackrel{\leftrightarrow}{a}):=\mathcal{L}(a)$.

In [25, Section 3.4], the index of imprimitivity is directly defined (i.e., without defining it for single nodes in the digraph) for strongly connected digraphs using an equivalent definition.

Remark 6. The loop number of any trivial strongly connected component is, due to the convention made in Definition 14, equal to zero.

Corollary 1. Let $\mathrm{F}_{q}$ be a finite field, $f \in M F_{n}^{n}\left(\mathrm{~F}_{q}\right)$ a coupled monomial dynamical system, and $G_{f}=\left(V_{f}, E_{f}, \pi_{f}\right)$ its dependency graph. If $f$ is a fixed point system, then the loop number of each of its nontrivial strongly connected components is equal to one.
Proof. Let $m \in \mathbb{N}$ be as stated in Theorem 4. Let $\stackrel{\leftrightarrow}{a} \subseteq V_{f}$ be a nontrivial strongly connected component. For every $b \in \stackrel{\leftrightarrow}{a}$ we have that $b$ is strongly connected with itself. Therefore, for every $s \in \mathbb{N}$ there is a $t \geq s$ such that $b \rightarrow_{t} b$. In particular, there must be a $u \in \mathbb{N}$ with $u>m$ such that $b \rightarrow_{u} b$, that is, $s_{u}(b, b) \geq 1$. By condition 2 of Theorem 4 we know that $s_{m}(b, b) \neq 0$, otherwise $s_{u}(b, b)=0$. Now, from condition 1 we know that $\exists a_{\lambda} \in \mathbb{Z}$ : $s_{m+\lambda}(b, b)=s_{m}(b, b)+a_{\lambda}(q-1) \neq 0 \forall \lambda \in \mathbb{N}$ and, in particular,
$s_{m+\lambda}(b, b) \neq 0 \forall \lambda \in \mathbb{N}$. Therefore, $\forall \lambda \in \mathbb{N}$ there are sequences $b \rightarrow_{m+\lambda} b$. Thus, $\mathcal{L}(\stackrel{\leftrightarrow}{a})=\mathcal{L}(b)=1$.

Definition 15. Let $G=\left(V_{G}, E_{G}, \pi_{G}\right)$ be a digraph and $a, b \in V_{G}$ two vertices. The vertex $a$ is called recurrently connected to $b$, if for every $s \in \mathbb{N}$ there is a $u \geq s$ such that $a \rightarrow_{u} b$.
Remark 7. Let $G=\left(V_{G}, E_{G}, \pi_{G}\right)$ be a digraph with vertex set $V_{G}$ of cardinality $n:=\left|V_{G}\right|$. Obviously, for any two vertices $a, b \in V_{G}$ either $a$ is recurrently connected to $b$ or there is an $m \in \mathbb{N}$ with $m \leq n$ such that no sequence $a \rightarrow{ }_{t} b$ of length $t \geq m$ exists.
Lemma 1. Let $G=\left(V_{G}, E_{G}, \pi_{G}\right)$ be a digraph and $U \subseteq V_{G}$ a nontrivial strongly connected component. Furthermore, let $t:=L(U)$ be the loop number of $U$. Then for each $a, b \in U$ there is an $m \in \mathbb{N}$ such that the graph $G$ contains sequences $a \rightarrow_{m+\lambda t} b$ of length $m+\lambda t \forall \lambda \in \mathbb{N}$.

Proof. See [8, Proposition 4.5] or, alternatively, [25, Lemma 3.4.1].
Theorem 5. Let $G=\left(V_{G}, E_{G}, \pi_{G}\right)$ be a digraph containing nontrivial strongly connected components. If the loop number of every nontrivial strongly connected component is equal to one, then there is an $m \in \mathbb{N}$ such that any pair of vertices $a_{i}, a_{j} \in V_{G}$ with $a_{i}$ recurrently connected to $a_{j}$ satisfies $s_{m+\lambda}\left(a_{i}, a_{j}\right)>0 \forall \lambda \in \mathbb{N}_{0}$.

Proof. This follows easily from Lemma 1. Alternatively, see [25, Lemma 3.4.1].
Definition 16. Let $\mathrm{F}_{q}$ be a finite field, $f \in M F_{n}^{n}\left(\mathrm{~F}_{q}\right)$ a monomial dynamical system, and $G_{f}=\left(V_{f}, E_{f}, \pi_{f}\right)$ its dependency graph. $f$ is called a ( $q-1)$-fold redundant monomial system if there is an $N \in \mathbb{N}$ such that for any pair $a, b \in V_{f}$ with $a$ recurrently connected to $b$, the following holds:

$$
\forall m \geq N \exists \alpha_{a b m} \in \mathbb{N}_{0}: s_{m}(a, b)=\alpha_{a b m}(q-1) .
$$

Remark 8. Note that any Boolean monomial dynamical system $f \in M F_{n}^{n}\left(\mathrm{~F}_{2}\right)$ is $(2-1)$-fold redundant.
Lemma 2. Let $\mathrm{F}_{q}$ be a finite field, $f \in M F_{n}^{n}\left(\mathrm{~F}_{q}\right)$ a coupled ( $q-1$ )-fold redundant monomial dynamical system, and $G_{f}=\left(V_{f}, E_{f}, \pi_{f}\right)$ its dependency graph. Then $f$ is a fixed point system if the loop number of each nontrivial strongly connected component of $G_{f}$ is equal to one.

Proof. Let $V_{f}=\left\{a_{1}, \ldots, a_{n}\right\}$ be the enumeration of the vertices and $F:=\Psi^{-1}(f)$ be the corresponding matrix of $f$. Consider two arbitrary
vertices $a_{i}, a_{j} \in V_{f}$. By Remark 7, either $a_{i}$ is recurrently connected to $a_{j}$ or there is an $m_{0} \in \mathbb{N}$ with $m_{0} \leq n$ such that no sequence $a \rightarrow{ }_{t} b$ of length $t \geq m_{0}$ exists. If the latter is the case, then $\left(F^{m_{0}+\lambda}\right)_{i j}=0 \forall \lambda \in \mathbb{N}_{0}$.

On the other hand, if $a_{i}$ is recurrently connected to $a_{j}$, then by Theorem 5 there is an $m_{1} \in \mathbb{N}$ such that

$$
\begin{equation*}
s_{m_{1}+\gamma}\left(a_{i}, a_{j}\right)>0 \forall \gamma \in \mathbb{N}_{0} . \tag{10}
\end{equation*}
$$

Consider now $m_{2}:=\max \left(n, m_{1}\right)$. Due to the universality of $m_{1}$ in equation (10), for any pair of vertices $a_{i}, a_{j} \in V_{G}$ with $a_{i}$ recurrently connected to $a_{j}$ there is a sequence $a_{i} \rightarrow m_{2}+\gamma a_{j}$ of length $m_{2}+\gamma$, in particular $s_{\left(m_{2}+\gamma\right)}\left(a_{i}, a_{j}\right)>0 \forall \gamma \in \mathbb{N}_{0}$. Now, let $N$ be the constant in Definition 16 and $m_{3}:=\max \left(N, m_{2}\right)$. Now, by hypothesis, $\exists \alpha_{i j \gamma} \in \mathbb{N}$


$$
\begin{aligned}
& s_{\left(m_{3}+\gamma\right)}\left(a_{i}, a_{j}\right)= \\
& \alpha_{i j \gamma}(q-1)=\alpha_{i j 0}(q-1)+\left(\alpha_{i j \gamma}-\alpha_{i j 0}\right)(q-1)= \\
& \quad s_{m_{3}}\left(a_{i}, a_{j}\right)+\left(\alpha_{i j \gamma}-\alpha_{i j 0}\right)(q-1) \forall \gamma \in \mathbb{N}_{0} .
\end{aligned}
$$

Summarizing, since $m_{0} \leq n \leq m_{2} \leq m_{3}$, we can say that $\forall i, j \in\{1, \ldots, n\}$, depending on whether $a_{i}$ and $a_{j}$ are recurrently connected or not, $\left(F^{m_{3}+\lambda}\right)_{i j}=0 \forall \lambda \in \mathbb{N}_{0}$ or $\exists a_{\lambda} \in \mathbb{Z}:\left(F^{m_{3}+\lambda}\right)_{i j}=$ $\left(F^{m_{3}}\right)_{i j}+a_{\lambda}(q-1) \neq 0 \forall \lambda \in \mathbb{N}_{0}$. Now, by equations (4) and (6), it follows that $\operatorname{mred}_{q}\left(F^{m_{3}+\lambda}\right)=\operatorname{mred}_{q}\left(F^{m_{3}}\right) \forall \lambda \in \mathbb{N}$ and by Remark 5 $F^{\cdot\left(m_{3}+\lambda\right)}=F^{m_{3}} \forall \lambda \in \mathbb{N}$. Thus, after applying the isomorphism $\Psi$ we have $f^{m_{3}+\lambda}=f^{m_{3}} \forall \lambda \in \mathbb{N}$.

Theorem 6. Let $\mathbf{F}_{q}$ be a finite field, $f \in M F_{n}^{n}\left(\mathbf{F}_{q}\right)$ a coupled ( $q-1$ )-fold redundant monomial dynamical system, and $G_{f}=\left(V_{f}, E_{f}, \pi_{f}\right)$ its dependency graph. Then $f$ is a fixed point system if and only if the loop number of each nontrivial strongly connected component of $G_{f}$ is equal to one.

Proof. The claim follows immediately from Lemma 2 and Corollary 1.
Theorem 7. Let $\mathbf{F}_{q}$ be a finite field, $f \in M F_{n}^{n}\left(\mathbf{F}_{q}\right)$ a coupled monomial dynamical system, and $G_{f}=\left(V_{f}, E_{f}, \pi_{f}\right)$ its dependency graph. Then $f$ is a fixed point system if the following properties hold.

1. The loop number of each nontrivial strongly connected component of $G_{f}$ is equal to one.
2. For each nontrivial strongly connected component $\stackrel{\leftrightarrow}{a} \subseteq V_{f}$ and arbitrary $b, c \in \stackrel{\leftrightarrow}{a}, s_{1}(b, c) \neq 0 \Rightarrow s_{1}(b, c)=q-1$.
Proof. Let $V_{f}=\left\{a_{1}, \ldots, a_{n}\right\}$ be the enumeration of the vertices. Consider two vertices $a_{i}, a_{j} \in V_{f}$ such that $a_{i}$ is recurrently connected to $a_{j}$. Then by Theorem 5 there is an $m_{1} \in \mathbb{N}$ such that

$$
\begin{equation*}
s_{m_{1}+\gamma}\left(a_{i}, a_{j}\right)>0 \forall \gamma \in \mathbb{N}_{0} \tag{11}
\end{equation*}
$$

Consider now $m_{2}:=\max \left(n, m_{1}\right)$. Due to the universality of $m_{1}$ in equation (11), for any pair of vertices $a_{i}, a_{j} \in V_{G}$ with $a_{i}$ recurrently connected to $a_{j}$ there is a sequence $a_{i} \rightarrow m_{2}+\gamma a_{j}$ of length $m_{2}+\gamma$. Since $m_{2}+\gamma>n-1$, necessarily $\exists a_{k_{\gamma}}, a_{l_{\gamma}} \in \overleftrightarrow{a_{k_{\gamma}}}$ such that $\overleftrightarrow{a_{k_{\gamma}}}$ is nontrivial and

$$
\begin{equation*}
a_{i} \rightarrow\left(m_{2}+\gamma\right) a_{j}=a_{i} \rightarrow \cdots \rightarrow a_{k_{\gamma}} \rightarrow_{t} a_{l_{\gamma}} \rightarrow \cdots \rightarrow a_{j} \tag{12}
\end{equation*}
$$

( $t$ depends on $i, j$, and $\gamma$ ). Now, by hypothesis, every two directly connected vertices $a, b \in \overleftrightarrow{a_{k_{\gamma}}}$ are directly connected by exactly $q-1$ directed edges. Therefore, for any sequence $a_{k_{\gamma}} \rightarrow_{t} a_{l_{\gamma}}$ of length $t \in \mathbb{N}$ there are $(q-1)^{t}$ different copies of it and we can conclude $\exists \alpha \in \mathbb{N}$ such that $s_{t}\left(a_{k_{\gamma}}, a_{l_{\gamma}}\right)=\alpha(q-1)$. As a consequence, there are $\alpha(q-1)$ different copies of the sequence in equation (12). Since we are dealing with an arbitrary sequence $a_{i} \rightarrow\left(m_{2}+\gamma\right) a_{j}$ of fixed length $m_{2}+\gamma, \gamma \in \mathbb{N}_{0}$ we can conclude that $\exists \alpha_{i j \gamma} \in \mathbb{N}$ such that $s_{\left(m_{2}+\gamma\right)}\left(a_{i}, a_{j}\right)=$ $\alpha_{i j \gamma}(q-1) \forall \gamma \in \mathbb{N}_{0}$. Thus, $f$ is a coupled $(q-1)$-fold redundant monomial dynamical system and the claim follows from Lemma 2.
Corollary 2. Let $\mathrm{F}_{2}$ be the finite field with two elements, $f \in M F_{n}^{n}\left(\mathrm{~F}_{2}\right)$ a Boolean monomial dynamical system, and $F:=\Psi^{-1}(f) \in M\left(n \times n ; E_{2}\right)$ its corresponding matrix. Furthermore, let $\mathrm{F}_{q}$ be a finite field and $g \in M F_{n}^{n}\left(\mathbf{F}_{q}\right)$ the monomial dynamical system whose corresponding matrix $G:=\Psi^{-1}(g) \in M\left(n \times n ; E_{q}\right)$ satisfies $\forall i, j \in\{1, \ldots, n\}$

$$
G_{i j}=\left\{\begin{array}{c}
q-1 \text { if } F_{i j}=1 \\
0 \text { if } F_{i j}=0
\end{array}\right.
$$

If $f$ is a fixed point system then $g$ is a fixed point system too.

Proof. Let $G_{f}=\left(V_{f}, E_{f}, \pi_{f}\right)$ be the dependency graph of $f$. By the definition of $g$, one can easily see that the dependency graph $G_{g}=\left(V_{g}, E_{g}, \pi_{g}\right)$ of $g$ can be generated from $G_{f}$ by adding $q-2$ identical parallel edges for every existing edge. Obviously $G_{f}$ and $G_{g}$ have the same strongly connected components. If $G_{f}$ does not contain any nontrivial strongly connected components, then $G_{g}$ would not contain any either and by Theorem $3 g$ would be a fixed point system. If, on the other hand, $G_{f}$ does contain nontrivial strongly connected components, then by [8, Theorem 6.1] each of those components would have loop number 1. From the definition of $g$ it also follows for any pair of vertices $a, b \in E_{g}$ that $s_{1}(a, b) \neq 0 \Rightarrow s_{1}(a, b)=q-1$. By Theorem $7 g$ would be a fixed point system.

Example 1. Let $\mathbf{F}_{2}$ be the Boolean finite field and $f \in M F_{n}^{n}\left(\mathbf{F}_{2}\right)$ the Boolean coupled monomial dynamical system defined by

$$
\begin{aligned}
f_{1}(x) & =x_{1}^{a_{11}} \\
f_{i}(x) & =\left(\prod_{j=1}^{i} x_{j}^{a_{i j}}\right), i=2, \ldots, n
\end{aligned}
$$

where $a_{i j} \in\{0,1\}, i=1, \ldots, n, j=1, \ldots, i$. According to [8, Corollary 6.3], such a system is always a fixed point system. Now, let $\mathbf{F}_{q}$ be a finite field and consider $g \in M F_{n}^{n}\left(\mathbf{F}_{q}\right)$, the coupled monomial dynamical system defined by

$$
\begin{aligned}
g_{1}(x) & =x_{1}^{\mu\left(a_{11}\right)} \\
g_{i}(x) & =\left(\prod_{j=1}^{i} x_{j}^{\mu\left(a_{i j}\right)}\right), i=2, \ldots, n
\end{aligned}
$$

where

$$
\mu(a):=\left\{\begin{array}{c}
q-1 \text { if } a=1 \\
0 \text { if } a=0
\end{array}\right.
$$

Such a system is called triangular. By Corollary 2, $g$ must be a fixed point system.
Theorem 8. Let $\mathrm{F}_{q}$ be a finite field, $f \in M F_{n}^{n}\left(\mathrm{~F}_{q}\right)$ a coupled monomial dynamical system, and $G_{f}=\left(V_{f}, E_{f}, \pi_{f}\right)$ its dependency graph. Then $f$ is a fixed point system if for every vertex $a \in V_{f}$ that is recurrently
connected to some other vertex $b \in V_{f}$ the edge $a \rightarrow a$ appears exactly $q-1$ times in $E_{f}$, that is, $\left|\pi_{f}^{-1}((a, a))\right|=q-1$.

Proof. Let $V_{f}=\left\{a_{1}, \ldots, a_{n}\right\}$ be the enumeration of the vertices and $F:=\Psi^{-1}(f)$ be the corresponding matrix of $f$. Consider two vertices $a_{i}, a_{j} \in V_{f}$ such that $a_{i}$ is recurrently connected to $a_{j}$. Then by Theorem 5 there is an $m_{1} \in \mathbb{N}$ such that

$$
\begin{equation*}
s_{m_{1}+\gamma}\left(a_{i}, a_{j}\right)>0 \forall \gamma \in \mathbb{N}_{0} . \tag{13}
\end{equation*}
$$

Consider now $m_{2}:=\max \left(n, m_{1}\right)$. Due to the universality of $m_{1}$ in equation (13), for any pair of vertices $a_{i}, a_{j} \in V_{G}$ with $a_{i}$ recurrently connected to $a_{j}$ there is a sequence $a_{i} \rightarrow m_{2}+\gamma a_{j}$ of length $m_{2}+\gamma$. Consider one particular sequence $a_{i} \rightarrow m_{2}+\gamma a_{j}$ of length $m_{2}+\gamma$ and call it $w_{\gamma}:=a_{i} \rightarrow m_{2}+\gamma a_{j}$. By hypothesis there are exactly $q-1$ directed edges $a_{i} \rightarrow a_{i}$. Therefore, there are $q-1$ copies of the sequence $w_{\gamma}$. Since we are dealing with an arbitrary sequence $a_{i} \rightarrow\left(m_{2}+\gamma\right) a_{j}$ of fixed length $m_{2}+\gamma, \quad \gamma \in \mathbb{N}_{0}$ we can conclude that $\exists \alpha_{i j \gamma} \in \mathbb{N}$ such that $s_{\left(m_{2}+\gamma\right)}\left(a_{i}, a_{j}\right)=\alpha_{i j \gamma}(q-1) \forall \gamma \in \mathbb{N}_{0}$. Thus, $f$ is a coupled $(q-1)$ fold redundant monomial dynamical system and the claim follows from Lemma 2.

Example 2. Let $\mathbf{F}_{q}$ be a finite field and $f \in M F_{n}^{n}\left(\mathbf{F}_{q}\right)$ a monomial dynamical system such that the diagonal entries of its corresponding matrix $F:=\Psi^{-1}(f)$ satisfy $F_{i i}=q-1 \forall i \in\{1, \ldots, n\}$. Since every vertex satisfies the requirement of Theorem $8, f$ must be a fixed point system.

## 4. An Algorithm of Polynomial Complexity to Identify Fixed Point Systems

## | 4.1 Some Basic Considerations

Definition 17. Let $X$ be a nonempty finite set, $n \in \mathbb{N}$ a natural number, and $f: X^{n} \rightarrow X^{n}$ a time discrete finite dynamical system. The phase space of $f$ is the digraph with node set $X^{n}$, arrow set $E$ defined as $E:=\left\{(x, y) \in X^{n} \times X^{n} \mid f(x)=y\right\}$, and vertex mapping

$$
\begin{aligned}
\pi & : E \rightarrow X^{n} \times X^{n} \\
(x, y) & \mapsto(x, y) .
\end{aligned}
$$

According to our definition of monomial dynamical system $f \in M F_{n}^{n}\left(\mathbf{F}_{q}\right)$, the possibility that one of the functions $f_{i}$ is equal to
the zero function is excluded (see Definition 3 and Remark 1). Therefore, the following algorithm is designed for such systems. However, in this algorithmic framework it would be convenient to include the more general case (as defined in $[8,13]$ ), that is, the case when some of the functions $f_{i}$ can indeed be equal to the zero function. In the vein of Remark 1 this actually only requires some type of preprocessing. The preprocessing algorithm is described and analyzed in [5, Appendix B].

Our algorithm is based on the following observation made by Dr. Michael Shapiro about general time discrete finite dynamical systems: a chain of transient states in the phase space of a time discrete finite dynamical system $f: X^{n} \rightarrow X^{n}$ can contain at most $s:=\left|X^{n}\right|-1=|X|^{n}-1$ transient elements. Therefore, to determine whether a system is a fixed point system, it is sufficient to establish whether the mappings $f^{r}$ and $f^{r+1}$ are identical for any $r \geq s$. In the case of a monomial system $f \in M F_{n}^{n}\left(\mathrm{~F}_{q}\right)$, due to the isomorphism of the monoids $M\left(n \times n ; E_{q}\right)$ and $M F_{n}^{n}\left(\mathrm{~F}_{q}\right)$ (see Section 2), we only need to look at the corresponding matrices $F^{r}, F^{r+1} \in M\left(n \times n ; E_{q}\right)$ (see also [27] in the Boolean case). Computationally, it is more convenient to generate the following sequence of powers:

$$
F^{\cdot 2},\left(F^{\cdot 2}\right)^{\cdot 2}=F^{\cdot 4},\left(F^{\cdot 4}\right)^{\cdot 2}=F^{\cdot 8},\left(F^{\cdot 8}\right)^{\cdot 2}=F^{\cdot 16}, \ldots, F^{\cdot\left(2^{t}\right)}
$$

To achieve the "safe" number of iterations $\left|\mathrm{F}_{q}^{n}\right|-1=q^{n}-1$ we need to make sure $2^{t} \geq q^{n}-1$. This is equivalent to $t \geq \log _{2}\left(q^{n}-1\right)$. To obtain a natural number we use the ceil function:

$$
\begin{equation*}
t:=\operatorname{ceil}\left(\log _{2}\left(q^{n}-1\right)\right) \tag{14}
\end{equation*}
$$

Thus we have, due to the monotonicity of the $\log$ function, $t<\log _{2}\left(q^{n}-1\right)+1 \leq \log _{2}\left(q^{n}\right)+1=n \log _{2}(q)+1$.

In the Boolean case, the studies performed in [27] on upper bounds for the length of the transient part of the sequence $\left(F^{i}\right)_{i \in \mathbb{N}}$ of consecutive powers of $F$ could significantly improve our algorithm. Such bounds could provide us with a better (i.e., lower) lower bound than equation (14) for $t$. It would be beyond the scope of this article to elaborate on these aspects of the Boolean case.

### 4.2 The Algorithm and Its Complexity Analysis

The algorithm is fairly simple. Given a monomial system $f \in M F_{n}^{n}\left(\mathbf{F}_{q}\right)$ and its corresponding matrix $F:=\Psi^{-1}(f) \in M\left(n \times n ; E_{q}\right):$

1. With $t$ as defined by equation (14), calculate the matrices $A:=F^{2^{t}}$ and $B:=\mathrm{FA}$. This step requires $t+1$ matrix multiplications.
2. Compare the $n^{2}$ entries $A_{i j}$ and $B_{i j}$. This step requires at most $n^{2}$ comparisons. (This maximal value is needed in the case that $f$ is a fixed point system.)
3. $f$ is a fixed point system if and only if the matrices $A$ and $B$ are equal.

It is well known that matrix multiplication requires $2 n^{3}-n^{2}$ addition or multiplication operations. Since $t+1<n \log _{2}(q)+2$, the number of operations required in step 1 is bounded above by $\left(2 n^{3}-n^{2}\right)\left(n \log _{2}(q)+2\right)$. Summarizing, we have the following upper bound $N(n, q)$ for the number of operations in steps 1 and 2:

$$
N(n, q):=\left(2 n^{3}-n^{2}\right)\left(n \log _{2}(q)+2\right)+n^{2} .
$$

For a fixed size $q$ of the finite field $\mathbf{F}_{q}$ used it holds that

$$
\lim _{n \rightarrow \infty} \frac{N(n, q)}{n^{4}}=2 \log _{2}(q)
$$

and we can conclude $N(n, q) \in O\left(n^{4}\right)$ for a fixed $q$. The asymptotic behavior for a growing number of variables and growing number of field elements is described by

$$
\lim _{\substack{n \rightarrow \infty \\ q \rightarrow \infty}} \frac{N(n, q)}{n^{4} \log _{2}(q)}=2
$$

Thus, $N(n, q) \in O\left(n^{4} \log _{2}(q)\right)$ for $n, q \rightarrow \infty$.
It is necessary to comment on the arithmetic operations performed during the matrix multiplications. Since the matrices are elements of the matrix monoid $M\left(n \times n ; E_{q}\right)$, the arithmetic operations are operations in the monoid $E_{q}$. The addition (resp., multiplication) operation on $E_{q}$ requires an integer number addition (resp., multiplication) and a reduction using $\operatorname{red}_{q}$ (see Section 2). For a detailed description of integer number representation and arithmetic in typical computer algebra systems see [28, Chapter 4].

The reduction $\operatorname{red}_{q}(a)$ of an integer number $a \in \mathbb{N}_{0}, a \geq q$ is obtained as the degree of the remainder of the polynomial division $\tau^{a} \div\left(\tau^{q}-\tau\right)$. According to [28, Section 4.6.5] this division requires $O\left(2\left(\operatorname{deg}\left(\tau^{a}\right)-\operatorname{deg}\left(\tau^{q}-\tau\right)\right)\right)=O(2(a-q))$ integer number operations. However, we know that the reductions $\operatorname{red}_{q}($.$) are applied to the re-$ sult of (regular integer) addition or multiplication of elements of $E_{q}$ and therefore

$$
a-q \leq\left\{\begin{array}{c}
2(q-1)-q=q-2 \\
(q-1)^{2}-q=q^{2}-q+1 .
\end{array}\right.
$$

As a consequence, in the worst case scenario, one addition (resp., multiplication) in the monoid $E_{q}$ requires $O(q)$ (resp., $O\left(q^{2}\right)$ ) regular integer number operations.

Since $E_{q}$ is a finite set and only the results of $n^{2}$ pairwise additions and $n^{2}$ pairwise multiplications are needed, the numbers are stored in a table after the first time they are calculated while the algorithm is running. Since most of the commercial and freely available computer algebra systems provide implementations of finite field arithmetic and arithmetic of polynomials over a finite ring, the implementation of our algorithm is a very simple task. We have successfully implemented the algorithm in Maple ${ }^{\mathrm{TM}}$. The code can be made available from the author upon request.

Since the matrix multiplications dominate the complexity of the algorithm, for very large systems more efficient matrix multiplication algorithms could be used. Indeed, using Strassen's algorithm [29, 30], a complexity of $\mathrm{O}\left(n^{\omega+1} \log _{2}(q)\right)$, where $\omega \leq \log _{2}(7) \approx 2.807$ could be reached. The performance could be substantially improved through the use of parallelization techniques [31,32].

It is pertinent to mention that while this article was being peerreviewed, the article [14] was published, in which an algorithm of complexity $\mathrm{O}\left(n^{3} \log _{2}\left(n \log _{2}(q)\right)\right.$ is presented, that is used to determine whether an $n$-dimensional linear dynamical system $L: R^{n} \rightarrow R^{n}$ over a finite ring $R$ of cardinality $q=|R|$ is a fixed point system. While the authors of [14] did perform a complexity analysis of their algorithm, they did not elaborate on the details of a concrete computer implementation of the arithmetic operations on the finite ring $R$ and thus, did not provide information on the computational cost of such operations.

In [13] it is stated that in order to exploit their results algorithmically, an algorithm would be required to determine whether or not a linear dynamical system $L: R^{n} \rightarrow R^{n}$ over a finite ring $R$ is a fixed point system. The algorithm presented in [14] provides this missing ingredient. Nevertheless, for a given $f \in M F_{n}^{n}\left(\mathbf{F}_{q}\right)$, prior to being able to apply the algorithm from [14], a linear dynamical system $L(f):(\mathbb{Z} /(q-1))^{n} \rightarrow(\mathbb{Z} /(q-1))^{n}$ and a Boolean monomial dynamical system $T(f) \in M F_{n}^{n}\left(\mathrm{~F}_{2}\right)$ need to be constructed (see [13] for the details). The overall computational complexity of an algorithm exploiting the results of [13] and [14] still remains to be investigated.
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