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Abstract

We present an indirect higher order boundary element method utilising NURBS
mappings for exact geometry representation and an interpolation-based fast
multipole method for compression and reduction of computational complexity, to
counteract the problems arising due to the dense matrices produced by boundary
element methods. By solving Laplace and Helmholtz problems via a single layer
approach we show, through a series of numerical examples suitable for easy
comparison with other numerical schemes, that one can indeed achieve extremely
high rates of convergence of the pointwise potential through the utilisation of
higher order B-spline-based ansatz functions.
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1. Introduction

In the search of a method incorporating simulation techniques into the design
workflow of industrial development, [22] proposed the concept of Isogeometric
Analysis (IGA) to unite Computer Aided Design (CAD) and Finite Element
Analysis (FEA); making it possible to perform simulations directly on geometries
described by volumetric NURBS parametrisations.

Nontheless, many CAD systems use boundary representations only, thus
volumetric parametrisations often have to be constructed solely for the purpose of
simulation [11]. The boundary parametrisation, however, can be easily exported
from CAD. Thus, an approach via isogeometric boundary element methods seems
natural. Indeed, isogeometric boundary element methods have recently been
tested successfully for multiple engineering applications, see e.g. [2, 25, 33, 34].

The utilisation of parametric mappings in numerical implementations of
boundary element methods is not new, going back further than the introduction
of the isogeometric concept [20]. Parametric mappings avoid the problem of a
slow convergence of the geometry due to the limited polynomial approximation of
the geometry [36]. Thus, they encourage the application of higher order Galerkin
schemes.
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(a) Scattered wave.

(b) Scattered wave with incident wave.

Figure 1: Real part of the exterior potential of a plane wave Helmholtz scattering problem
computed with the method discussed in this paper.

Through the parametric mappings, a tensor product structure on the geome-
tries is induced, making it possible to define patchwise tensor product B-spline
bases of high order and regularity [32].

One of the major downsides of the application of boundary element methods
is, that the integral operators involved yield dense discrete systems. To counteract
the dense matrices, so-called fast methods must be utilised for compression and
efficiency. As shown in [15, 21], the tensor product structure induced by the
mappings can be exploited to achieve an efficient implementation of compression
techniques such as H-Matrices or the Fast Multipole Method [17, 18, 23]. Thus,
an isogeometric boundary element method promises runtimes which can compete
with classical discretisation methods.

However, both analysis and application of higher order B-splines (in view of
regularity requirements, convergence of the potential within the domain) and
multipole compression techniques are not established.

Thus, in this paper, we want to discuss numerical examples computed via
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Figure 2: Potential evaluation of one of the Laplace test cases.

an indirect parametric boundary element method utilising ansatz functions of
higher polynomial degrees for both the Laplace and Helmholtz problem in three
dimensions on different geometries, cf. Figure 1, paired with an interpolation
based fast multipole method developed in [15].

In Section 2, we will review the basic concepts of isogeometric analysis,
defining the B-spline basis and NURBS mappings for the geometry. Utilising
the transformations induced by the geometry mappings, we will then define the
discrete function space used in the numerical experiments.

Section 3 then introduces the analytic setting, briefly introducing the approach
to Helmholtz and Laplace problems via indirect boundary element methods,
and explaining how to recast the arising variational problem w.r.t. the reference
domain of the isogeometric mappings of the previous section.

Afterwards, in Section 4, we will discuss the major novelties of the method
utilised in this paper and in [15], which include an interpolation based multipole
method explained in Section 4.2 and an approach via a discontinuous superspace
as presented in Section 4.3.

Following the explanation of the method utilised for the numerical solution
of the problems, we will explain and discuss the numerical test cases in Section
5, where the data for the Laplace test cases can be found in Section 5.1. Section
5.2 repeats some examples of the Laplace case with perturbed mappings. The
Helmholtz results are then presented in Section 5.3.

Finally, we will conclude our findings in Section 6.
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2. Isogeometric Analysis

What follows is a brief introduction to the basic concepts of isogeometric
analysis, starting with the definition of the B-spline basis, followed by the
description of the geometry using NURBS.

2.1. B-splines
For this section, let K be either R or C. The original definitions (or equivalent

notions) and proofs, as well as basic algorithms, can be found in most of the
standard spline- and isogeometric literature [12, 22, 24, 29, 32].

Definition 2.1. Let 0 ≤ p ≤ k. We define a p-open knot vector as a set

Ξ =
[
ξ0 = · · · = ξp︸ ︷︷ ︸

=0

≤ · · · ≤ ξk = · · · = ξk+p︸ ︷︷ ︸
=1

]
∈ [0, 1]k+p+1, (1)

where k denotes the number of control points.
We can then define the basis functions

(
bpj
)

0≤j<k for p = 0 as

b0j (x) =
{

1, if ξj ≤ x < ξj+1,

0, otherwise,
(2)

and for p > 0 via the recursive relationship

bpj (x) = x− ξj
ξj+p − ξj

bp−1
j (x) + ξj+p+1 − x

ξj+p+1 − ξj+1
bp−1
j+1(x), (3)

cf. Figure 3. A B-spline is then defined as a function

f(x) =
∑

0≤j<k
pjb

p
j (x),

where {pj}0≤j<k ⊂ K denotes the set of control points. If one sets {pj}0≤j<k ⊂
Kd, then f will be called a B-spline curve.

Definition 2.2. Let Ξ be a p-open knot vector containing k + p+ 1 elements.
We define the B-spline space Sp(Ξ) as the space spanned by (bpj )0≤j<k.

Definition 2.3. For a knot vector Ξ, let hj := ξj+1 − ξj . We define the mesh
size h to be the maximal distance h := maxp≤j<k hj between neighbouring knots.
We call a knot vector quasi uniform, when there exists a constant θ ≥ 1 such
that for all p ≤ j < k the ratio hj · h−1

j+1 satisfies θ−1 ≤ hj · h−1
j+1 ≤ θ.

B-splines on higher dimensional domains are constructed through simple
tensor product relationships for pppj1,...j`

∈ Kn via

fff(x1, . . . , x`) =
∑

0≤j1<k1

· · ·
∑

0≤j`<k`

pppj1,...,j`
· bp1
j1

(x1) · · · bp`

j`
(x`), (4)
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(a) p = 0, Ξ = [0, 1/3, 2/3, 1].
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(b) p = 1, Ξ = [0, 0, 1/3, 2/3, 1, 1].
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(c) p = 2, Ξ = [0, 0, 0, 1/3, 2/3, 1, 1, 1].

Figure 3: B-spline bases for p = 0, 1, 2 and open knot vectors with interior knots 1/3 and 2/3.

which allows tensor product B-spline spaces to be defined as

Sp1,...,p`
(Ξ1, . . . ,Ξ`).

Throughout this paper, we will reserve the letter h for the mesh size. All
knot vectors will be assumed to be p-open and quasi uniform, such that the
usual spline theory is applicable [14, 29, 32].

2.2. Description of the Geometry and Discrete Space
Regarding the description of the geometry and an adequate choice of discrete

function spaces, we review the most important properties required within this
paper.

The geometry will be assumed to be closed and Lipschitz continuous. For
the remainder of this article, we assume that the boundary Γ =

⋃
j<n Γj

is given patchwise, i.e. that it is induced by (smooth, nonsingular, bijective)
diffeomorphisms

FFF j : Ω̂ = [0, 1]2 → Γj ⊂ R3. (5)

In the spirit of isogemetric analysis, these mappings will be given by NURBS
mappings, i.e., by

FFF j(x, y) :=
∑

0≤j1<k1

∑
0≤j2<k2

cccj1,j2b
p1
j1

(x)bp2
j2

(y)wj1,j2∑k1−1
i1=0

∑k2−1
i2=0 b

p1
i1

(x)bp2
i2

(y)wi1,i2
, (6)
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for control points cccj1,j2 ∈ R3 and weights wi1,i2 > 0. We will moreover require
that, for any interface D = Γj ∩Γi 6= ∅, the NURBS mappings coincide, i.e. that,
up to rotation of the reference domain, one finds FFF j(·, 1) ≡ FFF i(·, 0).

The mappings of (5) give rise to the transformations

ιj(f) := f ◦FFF j , (7)

which can be utilised to define discrete spaces patchwise, by mapping the space
of tensor product B-splines as in (4) with

Ξp,m :=
[

0, . . . , 0︸ ︷︷ ︸
p+1 times

, 1/2m, . . . , (2m − 1)/2m, 1, . . . , 1︸ ︷︷ ︸
p+1 times

]
(8)

to the geometry. Here the variable m denotes the level of uniform refinement.
For our purposes, the global function space on Γ can thus be defined by

Sp,m(Γ) :=
{
f ∈ H−1/2(Γ) : f |Γj

≡ ι−1
j (g) for some g ∈ Sp,p(Ξp,m,Ξp,m)

}
,

(9)

as commonly done in the isogeometric literature, see e.g. [7, 8, 9]. Note that the
spline space Sp,m(Γ) is of dimension n · (2m + p)2, where n denotes the number
of patches involved in the description of the geometry.

3. Analytic Setting

The relevant Sobolev spaces will be introduced briefly. Let Ω ⊆ Rd be some
compact Lipschitz domain. Let Df denote the weak derivative of f . Following
conventions as in [6] or [27], we will set H(Ω) = H0(Ω) = L2(Ω), and, for any
integer m, we will set Hm(Ω) = {f ∈ L2(Ω): Df ∈ Hm−1(Ω)}. Since these
definitions have to be considered standard, we will only refer to the established
literature [1, 37].

For non integer valued s > 0, one can define the corresponding Sobolev spaces
via interpolation [3] or, equivalently, via the Sobolev-Slobodeckij semi-norm [26].

On geometries Γ given by families of mappings as considered by (5), let
H−s(Γ) denote the dual space of Hs(Γ) for any s ≥ 0.

3.1. Indirect Boundary Element Methods
We are interested in the function spaces on some Lipschitz continuous bound-

ary Γ = ∂Ω. Throughout this paper, we will assume that there exists a patchwise
parametrisation of Γ as in (5).

Let γ0 denote the trace operator, which is known to be linear, continuous
and surjective with a continuous right inverse for γ0 : Hs(Ω)→ Hs−1/2(Γ) and
1/2 < s < 3/2 [26].
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Consider one of the following Dirichlet problems. Let Ω be a compact domain
with boundary Γ. Given a function g on Γ, find a function u on Ω such that, in
case of the interior Laplace problem,

∆u = 0 in Ω,
γ0u = g on Γ,

(10)

and, in case of the exterior Helmholtz problem,

∆u+ κ2u = 0 in R3 \ Ω,
γ0u = g on Γ,

(11)

together with the Sommerfeld radiation condition, cf. [31], are fulfilled, where κ
denotes the wavenumber. One can derive the well known indirect representation
formulae in the form of

u(xxx) = Ṽ (w)(xxx) on R3 \ Γ, (12)

for some unknown density w ∈ H−1/2(Γ), where the single layer potential
operator Ṽ is defined as

Ṽ (µ)(xxx) :=
∫

Γ
u∗(xxx,yyy)µ(yyy) dyyy, (13)

for all µ ∈ H−1/2(Γ), and u∗(xxx,yyy) represents fundamental solution

u∗(xxx,yyy) := 1
4π‖xxx− yyy‖ (14)

for the Laplace problem (10), and

u∗(xxx,yyy) := exp(iκ‖xxx− yyy‖)
4π‖xxx− yyy‖ (15)

for the Helmholtz problem (11), respectively [30, 31, 35]. Setting V = γ0 ◦ Ṽ ,
the unknown density w can be obtained by solving the variational problem of
finding a µ ∈ H−1/2(Γ) such that

〈V (µ), ν〉Γ = 〈g, ν〉Γ , ∀ν ∈ H−1/2(Γ), (16)

leading to the discrete formulation of finding a µh ∈ Sp,m(Γ) such that

〈V (µh), νh〉Γ = 〈g, νh〉Γ , ∀ν ∈ Sp,m(Γ). (17)

Existence and uniqueness of the solution of these problems for both, the Laplace
and the Helmholtz case, are discussed extensively in the cited literature (for
the Helmholtz case under the assumption that κ is not a resonant wavenumber,
cf. [16]).
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The indirect approach has two main advantages: It requires one bound-
ary operator only. Thus, a second operator needs not to be evaluated in an
implementation. The other advantage is the ability to solve the interior and
exterior problem simultaneously, since the unknown quantity corresponds to the
jump relation of the interior and exterior density. However, with this comes a
drawback: Even if one of the respective problems, either interior or exterior, is
regular, the quality of the solution will suffer if the solution in the other region
is irregular [35]. Thus, one can expect a quality impact on problems with, e.g.,
a nonsmooth domain.
Remark 3.1. The insensitivity of the indirect approach to the choice of interior
or exterior domain plays well with the idea of isogeometric analysis. Within a
design workflow, no process to distinguish exterior and interior domain needs
to take place, merely evaluation points need to be chosen. Moreover, since the
right hand side does not involve an integral operator as in a direct approach [31],
for a change of data no integral operators need to be evaluated.

3.2. Formulation of the Problem on the Reference Domain
Defining the surface measure of a mapping FFF j for x̂xx = (x, y) ∈ [0, 1]2 as

kj(x̂xx) := ‖∂xFFF j(x̂xx)× ∂yFFF j(x̂xx)‖, (18)

one can recast the discrete variational formulation (17) in terms of the reference
domain, since

〈V (µh), νh〉Γ
=
∑
j<n

〈V (µh), νh〉Γj

=
∑
i,j<n

∫
Γi

∫
Γj

u∗(xxx,yyy)µh(xxx)νh(yyy) dyyy dxxx (19)

=
∑
i,j<n

∫
[0,1]2

∫
[0,1]2

kj(x̂xx)ki(ŷyy)u∗
(
FFF j(x̂xx),FFF i(ŷyy)

)
µh

(
FFF j(x̂xx)

)
νh

(
FFF i(ŷyy)

)
d ŷyy d x̂xx.

Applying a similar reasoning to the right hand side yields

〈g, νh〉Γ =
∑
i<n

∫
[0,1]2

ki(x̂xx)g(FFF i(x̂xx))νh(FFF i(x̂xx)) d x̂xx, (20)

and, thus, the method can operate on the reference domain only.

3.3. Convergence Estimates of Optimal Order
Since we aim for a discretisation of H−1/2(Γ), matching conditions across

patch boundaries are not required, and thus we can prove the following for
multipatch domains, based on the single patch results given in [14].
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Lemma 3.2. For a boundary Γ given as by (5), we define the norms

‖f‖H̃s(Γ) :=
∑
j<n

∥∥f |Γj

∥∥
Hs(Γj) (21)

and the spaces H̃s(Γ) as

H̃s(Γ) :=
{
f ∈ L2(Γ) : ‖f‖H̃s(Γ) <∞

}
. (22)

Set s := minj≤n max{s > 0: u ∈ H̃s(Γ)}. Then, there exists a projection

Π: H̃s(Γ)→ Sp,m(Γ)

such that for p+ 1 ≤ s one finds

‖u−Πu‖Hr(Γ) ≤ Ch
p+1−r‖u‖H̃s(Γ), r ∈ {−1/2, 0}, (23)

where C is a constant depending on s, the geometry mapping and the uniformity
coefficient of the knot vector.

Proof. By the assumption that p+ 1 ≤ s and [14, Corollary 5.12], we know there
exist projectors Π: Hs(Γj)→ Sp,m(Γj) such that

‖u−Πu‖Hr(Γj) ≤ Ch
p+1−r‖u‖Hs(Γj), 0 ≤ r ≤ p+ 1, (24)

for integers r, s. Note that C in [14, Corollary 5.12] depends on p, but we choose
C as the maximal constant arising for any p+ 1 ≤ s.

This immediately translates to the desired assertion on the boundary with
r = 0 by continuity of the pullbacks and subadditivity of the Hr-norm.

To extend this assertion to r = −1/2, one can employ standard duality
arguments as done, for example, by [31, Theorem 4.1.32].

Two remarks are due. First of all, one should note that the classical conver-
gence result of order 3/2 for boundary element methods corresponding to (10)
and (11) for lowest order basis functions, i.e. p = 0, cf. [30, 31, 35], manifests as
a special case of the assertion above.

Moreover, by choosing s maximally and choosing a sufficiently large C, for
p+ 1 ≤ s the term ‖u‖H̃s(Γ) does not depend on p. Thus, in the case of degree
elevation, one can expect exponential convergence up to the point where p+1 < s,
i.e., one is only limited by the regularity of the solution. For stronger assertions
in dependence of p, we refer to [13].

The result of Lemma 3.2 immediately transfers to the weak formulation
(17) and yield quasi-optimal convergence (in the H−1/2 sense) of the unknown
density.

However, for practical applications, often the pointwise error of the potential,
i.e., the error of the solution in the interior/exterior of Ω, is of greater relevance.
To this end, one can expect higher orders of convergence due the well known
Aubin-Nitsche Lemma, as given, for example in [10].
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Lemma 3.3 (Aubin-Nitsche). For notational purposes, set X := H−p−2(Γ). Let
w ∈ H−1/2(Γ) and wh ∈ Sp,m(Γ) be the solutions to (16) and (17), respectively.
Then, one finds that

‖w − wh‖X ≤ C‖w − wh‖H−1/2(Γ) sup
g∈X

(
‖g‖−1

X inf
xh∈Sp,m(Γ)

‖w − xh‖H−1/2(Γ)

)
.

(25)

This leads immediately to the following assertion.

Corollary 3.4 (Convergence of the potential). Let w and wh be as in Lemma 3.3.
Moreover, assume that w ∈ H̃p+1(Γ) and that Γ is a boundary of class Cp+1,1

such that the space Hp+2(Γ) is well defined. For all xxx /∈ Γ, there exists a positive
constant C = C(xxx) such that

|u(xxx)− uh(xxx)| ≤ Ch2p+3‖w‖H̃p+1(Γ) (26)

holds for the functions u and uh obtained by inserting w and wh into (12),
respectively.

Proof. By the representation formula, the Aubin-Nitsche Lemma and estimate
(23) it holds

|u(xxx)− uh(xxx)|

=
∣∣∣∣∫

Γ
u∗(xxx,yyy)(w(yyy)− wh(yyy)) dyyy

∣∣∣∣
≤ ‖u∗(xxx, ·)‖Hp+2(Γ)‖w − wh‖H−p−2(Γ) (27)

≤ C‖w − wh‖H−1/2(Γ) sup
g∈X

(
‖g‖−1

X inf
vh∈Sp,m(Γ)

‖w − vh‖H−1/2(Γ)

)
(28)

≤ Ch2p+3‖w‖H̃p+1(Γ),

since u∗(xxx, ·) ∈ Hs(Γ) for arbitrary s and xxx /∈ Γ.

Remark 3.5. Note that, for general Lipschitz polyhedra, functions of the regu-
larity required in (27) might not even be definable. Moreover, also for smooth
geometries, the regularity assumption might be violated due to irregular geometry
mappings, cf. Remark 4.1.

Nonetheless, even for nonsmooth geometries, an increase in the rate of
convergence similar to the corollary above can be observed, as long as the
patchwise mappings are regular, as seen in Section 5.

4. Implementation

The code used is based on the implementation as proposed in [15] and has
been enriched by the following features:
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1. NURBS mappings for the geometry description, including Bézier extraction
[5], a method for fast NURBS evaluation by considering B-splines locally
as given by Bernstein polynomials, similar to the technique of Section 4.3.
The algorithms have been vectorised via OpenMP [28].

2. A more general superspace projection (cf. Section 4.3) for higher order
polynomial ansatz functions is now used to generate the B-spline spaces as
in (9).

3. The implementation is now capable of solving the Helmholtz problem via
a GMRES scheme, while the Laplace problem employs a CG method.

4. Naturally, higher order quadrature formulae must be used for higher order
methods. Since the order of quadrature must also be increased logarithmi-
cally towards the singularity arising from (17), Gauß quadrature has been
implemented up to order 40. This allows the investigation of the effects of
higher order methods, as will be explained in Section 4.2. Our approach is
based on the one analysed in [31], which has been adapted to our setting
in [20].

To cope with the large, densely populated matrices (cf. Table 1), compression
techniques must be utilised [17, 18, 23]. Algorithms, analysis and error estimates
for the concepts to be reviewed in Sections 4.1, 4.2 and 4.3 can be found in [15].

4.1. Cluster Tree Structure and Localised Kernel Functions
Each mapping of (5) induces a patch Γj , to which uniform refinement (in

terms of the reference domain) is applied. This procedure generates a nested
sequence of meshes, which, for each level of refinement m, consists of 4m elements
per patch, on which the standard tensor product B-spline spaces can be defined,
as in (4).

This mesh refinement strategy induces a quadtree structure on the geometry,
cf. Figure 4. Each element Γi,j,k within the nested sequence of meshes will be
refered to by a tuple (i, j, k) =: λλλ, where i denotes the corresponding parametric
mapping, j showcases the level of refinement of the element and k denotes the
index of the element in hierarchical order. For notational purposes, we will
define |λλλ| := j. Each instance of Γλλλ is considered as a cluster in terms of the fast
multipole method, in the sense that Γλλλ will be considered as the set of tree leafs
appended to the subtree with root Γλλλ. Naïvely said, Γλλλ can be visualised as “a
square region on the geometry”. The hierarchical ordered collection of all Γλλλ will
be called cluster tree and denoted by T .

For each pair of clusters in T , the fundamental solution of either (10) or (11)
can be localised to a localised kernel function

kλλλ,λλλ′ : [0, 1]2 × [0, 1]2 → K, (29)

which corresponds to an evaluation of (14) or (15) at the points xxx ∈ Γλλλ and
yyy ∈ Γλλλ′ , reparametrised to [0, 1]2 × [0, 1]2 according to the given geometry
mapping and its surface measure. This reduces the dimension (in terms of input
variables) of the fundamental solution artificially. Explicit construction of the
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Γi,0,0
refine

Γi,1,0 Γi,1,1

Γi,1,2Γi,1,3
refine

(a) Refinement of the patch induced by the i-th mapping. Bold region corresponds to
cluster Γλλλ with λλλ = (i, 1, 1).

Γi,0,0

Γi,1,0

Γi,2,0, . . . ,Γi,2,3

Γi,1,1

Γi,2,4, . . . ,Γi,2,7

Γi,1,2

Γi,2,8, . . . ,Γi,2,11

Γi,1,3

Γi,2,12, . . . ,Γi,2,15

(b) Quadtree structure induced by refinement of the i-th mapping.

Figure 4: Refinement, labelling, and quadtree structure.

localised kernel function is straightforward, but very technical, and can be found
in [15, Sec. 2].
Remark 4.1. This approach reduces the computational effort of the method
considerably. However, due to the localisation of the kernel through the ge-
ometry mappings, the kernel function may lose regularity due to nonsmooth
parametrisations, which might reinforce effects as discussed in Remark 3.5. In
the case of knot repetition, this could impede the quality of the interpolation,
causing loss of convergence since a regularity assumption on the interpolated
kernel as in equation (27) of Corollary 3.4 requires global regularity.

By reparametrisation, in which the k-th partial derivatives of the geometry
mapping become nonsmooth, one can spoil the convergence rates achieved
in potential evaluation. This effect is observable, although the parametrised
geometry is still geometrically smooth, cf. Section 5.2.

At this point, one should state that this problem is not specific to the
method investigated, and smoothness of the geometry mappings in all higher
order methods suffers from similar effects, if one were to remove regularity
requirements in (5).

4.2. Fast Multipole Method
For the compression and reduction of computational complexity, we utilise

an interpolation-based multipole method.
Roughly, one starts by introducing a matrix structure via an admissibility

criterion, that divides the interaction of sets of basis functions in the physical
domain into different categories, based on their respective distance to each
other. Based on this, the integral operator of (10) or (11), respectively, will
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be approximated by a polynomial interpolation, yielding a degenerate kernel
approach.

This is largely analogous to classical multipole approaches [17, 18]. However,
instead of implementing a fixed expansion via spherical harmonics, the kernel is
represented by a polynomial series which is generated through interpolation.

We will make this brief explaination more precise. For an in depth review of
the concepts, we refer to [15] and [19].

Definition 4.2. Given the block cluster tree structure and a fixed parameter
0 < µ < 1, define admissible blocks given by all Γλλλ × Γλλλ′ such that

max{diam(Γλλλ),diam(Γλλλ′)} < µdist(Γλλλ,Γλλλ′) . (30)

The largest set of non-admissible blocks Γλλλ × Γλλλ′ will be called the far field,
while the remaining non-admissible blocks will be called the near field.

Fixing tensor product Lagrange polynomials Lmmm(x̂xx) = Lm1(x)Lm2(y) for
0 ≤ m1,m2 ≤ p and corresponding interpolation points zzzmmm := (zm1 , zm2), one
can utilise an approximation of the singular kernels arising from (17) via a
degenerate kernel of the form

kλλλ,λλλ′(x̂xx, ŷyy) ≈
∑

‖mmm‖∞,‖mmm′‖∞≤p

kλλλ,λλλ′(zzzmmm, zzzmmm′)Lmmm(x̂xx)Lmmm′(ŷyy). (31)

Setting I = [0, 1], the corresponding matrix block entries are then of the form

[Aλλλ,λλλ′ ]i,j

≈
∫∫

I2

∑
‖mmm‖∞,‖mmm′‖∞≤p

kλλλ,λλλ′(ẑzzmmm, ẑzzmmm′)Lmmm(x̂xx)φ̂i(x̂xx)Lmmm′(ŷyy)φ̂j(ŷyy) d x̂xx d ŷyy (32)

=
∑

‖mmm‖∞,‖mmm′‖∞≤p

kλλλ,λλλ′(ẑzzmmm, ẑzzmmm′)
∫
I2
Lmmm(x̂xx)φ̂i(x̂xx) d x̂xx

∫
I2
Lmmm′(ŷyy)φ̂j(ŷyy) d ŷyy.

The integral terms are independent of the parametrisation, which appears only
in the form of the interpolation values kλλλ,λλλ′(x̂xxmmm, x̂xxmmm′). Thus, apart from the
kernel evaluation, the term above can be stored in moment matrices independent
of the parametrisation. Utilising the tensor product structure of the mapping,
the moment matrices can be simplified even further, cf. [15, Sec. 5.2].

Moreover, utilising the concept of nested cluster bases [19], which amounts to
an H2-matrix representation, an explicit computation of the moment matrices
can be avoided for almost all matrix blocks [15, Sec. 5.4].
Remark 4.3. It should be noted that, for this compression approach to work, one
merely needs to require the kernel to be analytically standard, a technical notion
defined in the literature cited above. This requirement is much weaker compared
to other requirements from different compression approaches, cf. [19, 23]. We
omit refering to this requirement, because it is fulfilled by both, (14) and (15).
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4.3. Approach via Discontinuous Superspace
Bézier extraction, as used for evaluation of the geometry, can be used to

evaluate the basis functions as well. However, in a naïve implementation, this
might require additional evaluations of the kernel and the geometry, which
is a computational effort that can be omitted by constructing the matrix AAA
corresponding to (17) element wise. The functions in Sp,m(Γ) are interpreted as
a linear combination of Bernstein polynomials defined on the individual elements,
i.e. the quadrilatiral domains given by the refinement process detailed above.
This can be formalized as follows.

Let n denote the number of patches representing Γ and fix a polynomial
degree p. For 0 ≤ i ≤ p, defining the Bernstein polynomials as

Bi,p(x) :=
(
p

i

)
xi(1− x)p−i, 0 ≤ x ≤ 1, (33)

we apply on each element of the given refinement level m, w.l.o.g. given by [0, 1]2,
a tensor product structure as in

Bi,j,p(x, y) = Bi,p(x) ·Bj,p(y), (x, y) ∈ [0, 1]. (34)

By affine transformation and utilisation of the pullbacks induced by the FFF j , this
yields a global discrete function space S∗p,m(Γ) of dimension k := n·((2m)·(p+1))2,
where m again denotes the level of refinement1. Since B-splines are piecewise
polynomials, it clearly holds that Sp,m(Γ) ⊆ S∗p,m(Γ).

Assembly of the system matrix AAA corresponding to (16) w.r.t. S∗p,m(Γ) yields
a large matrix of size k × k. However, due to the highly local support of the
ansatz functions in S∗p,m(Γ), the matrix AAA is handled easily by the multipole
method reviewed in Section 4.2.

Having AAA in compressed format, we then apply the method by utilisation of a
projection Sp,m(Γ)→ S∗p,m(Γ). Said operator can be instantiated by application
of a sparse transformation matrix TTT ∈ R`×k, with ` = n · ((2m + p)2) denoting
the dimension of Sp,m(Γ). One thus finds

TTTAAATTT>www = TTTggg∗, (35)

www hereby denoting the coefficients for the density in Sp,m(Γ) and ggg∗ the coefficient
vector corresponding to the right hand side g w.r.t. S∗p,m(Γ). Depending on h
and p, the corresponding values for k can be found in Table 1.

To summarise, the integral operator is discretised as a matrix w.r.t. S∗p,m(Γ), to
which the interpolation-based multipole method is applied. Only afterwards, the
relation between S∗p,m(Γ) and Sp,m(Γ) is taken into account, which corresponds
to application of a geometry independent sparse matrix and thus can be handled
efficiently.

This approach offers huge flexibility in the implementation, for a reasonable
price, since the utilisation of the compression techniques discussed in Section 4.2

12m elements, with (p+ 1)2 local Bernstein polynomials per element, on n patches.
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reduces the computational effort and the memory consumption considerably [15,
Sec. 5.3].

Table 1: Dimension of the space S∗
p,m(Γ).

Sphere
m = 1 m = 2 m = 3 m = 4 m = 5

p = 0 24 96 384 1,536 6,144
p = 1 96 384 1,536 6,144 24,576
p = 2 216 864 3,456 13,824 55,296
p = 3 384 1,536 6,144 24,576 98,304
p = 4 600 2,400 9,600 38,400 153,600

Torus
m = 1 m = 2 m = 3 m = 4 m = 5

p = 0 64 256 1,024 4,096 16,384
p = 1 256 1,024 4,096 16,348 65,536
p = 2 576 2,304 9,216 36,864 147,456
p = 3 1,024 4,096 16,384 65,536 262,144
p = 4 1,600 6,400 25,600 102,400 409,600

Fichera cube
m = 1 m = 2 m = 3 m = 4 m = 5

p = 0 96 384 1,536 6,144 24,576
p = 1 384 1,536 6,144 24,576 98,304
p = 2 864 3,456 13,824 55,296 221,184
p = 3 1,536 6,144 24,576 98,304 393,216
p = 4 2,400 9,600 38,400 153,600 614,400

5. Numerical Examples

As test geometries we chose to utilise basic geometries for simple comparison
with different methods, cf. Figure 5. The sphere geometry is the unit sphere and
has been parametrised using 6 NURBS patches of degree p = 4 arranged in a
cube topology. For the torus geometry, 16 patches of degree p = 2 are utilised.
The outer radius of the torus is 2, while the inner radius is 0.5. Each quarter of
the torus is given as four patches, each forming a pipe performing a 90◦ bent.

Lastly, the Fichera cube is given as a geometry consisting of 24 linear patches
arranged as a cube of length 2, with an indented corner.

All potential errors are to be understood as total, pointwise errors in complete
analogy to the estimate of Corollary 3.4.
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Figure 5: Parametrisation of the geometries. Sphere, torus, and Fichera cube.

5.1. Laplace Problem
Numerical validation has been done through the method of manufactured

solutions, i.e. by taking boundary data given by a known function satisfying all
requirements to be a valid solution to the problem investigated. In the Laplace
case, the Dirichlet boundary data was generated by the spherical harmonic

Y 2
0 (x, y, z) =

√
5

16π (3z2 − 1). (36)

On the sphere, the analytical solution of the density is known [15, Sec. 7.3],
and the L2-error of the density has been computed as well, which is known to
converge in accordance to the rates predicted in Corollary 3.2. The evaluation
points of the potential within the interior have been selected as follows: The
interior of the domain is covered by cubes of lenght 0.05, and cubes with a
distance of less than 0.15 to the boundary are discarded, cf. Figure 2. Then, on
all corners of the cubes, the potential is evaluated and the maximum error is
chosen.

The convergence plots in Figures 6 and 7 confirm the expected convergence
behaviour predicted by Corollaries 3.2 and 3.4 for smooth geometries, where for
larger p we soon reach machine accuracy for the potential error of the sphere.

One can also see that for large m the convergence rate of the Fichera cube
starts to fluctuate in the case of p = 1, 2. For p = 4, it does not reach the ideal
order of convergence at all. This can be attributed to the missing boundary
regularity required by Corollary 3.4. However, one still sees a clear benefit from
an increase of p.

Indeed, as can be seen in Table 2, higher order approaches of p ≥ 2 prove
advantagous in terms of time to solution over lower order approaches, in this
case p = 0, 1. This can be attributed to the time saved in matrix assembly, since,
for a set accuracy bound, the dimension of the space Sp,m(Γ) required to reach
said bound is of far lower dimension for larger p.

5.2. Perturbed Mappings
To showcase the effect of perturbed mappings, the (patchwise) smooth

mappings FFF j : [0, 1]2 → Γj of the sphere geometry were perturbed componentwise
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Figure 6: Error for the interior Laplace problem of the sphere. Red: Maximal potential error.
Black: L2(Γ) error of the density. The red dotted line represents the ideal convergence rate of
h2p+3, in accordance to Corollary 3.4. The black dotted line shows the expected convergence
of the L2-error of the density of order p.
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Figure 7: Potential error for the interior Laplace problem. Torus (blue, dotted) and Fichera
cube (black). Maximal potential error. The dotted line represents the ideal convergence rate
of h2p+3, in accordance to Corollary 3.4.
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Figure 8: Potential error for the interior Laplace problem with perturbed mappings and
p = 0, 1, 2. Maximal potential error. The dotted line represents a convergence rate of h3 for
the error.

by the function f : [0, 1]→ [0, 1] given by

f(x) :=


0.5 · x, for 0 ≤ x ≤ 0.3,
1.75 · x− 0.375, for 0.3 < x < 0.7,
0.5 · (x+ 1), for 0.7 ≤ x ≤ 1.

(37)

Note that f ∈ H1([0, 1]) but f /∈ H2([0, 1]). Application of such a perturbation
will in general affect the regularity of the discrete space and the interpolation
behaviour of the multipole method.

Figure 8 shows the same numerical experiment as described in Section 5.1
for the sphere, including a perturbation of the geometry mapping. Note that
the geometry is still parametrised without an error, merely the regularity of the
parametrisation is affected. One can see that, in this case, convergence rates for
p = 1, 2 do not improve compared to the convergence rates achieved by a lowest
order method.

5.3. Helmholtz Problem
For benchmarking the solution of Helmholtz problems within the exterior

domain, the Dirichlet data has been induced by the function

f(xxx) = exp(iκ‖xxx− vvv‖)
‖xxx− vvv‖

, (38)

where vvv is a point within the domain ((0,−2, 0) for the torus, (0.5, 0.5, 0.5) for
all other geometries, and κ = 0.5)2. For larger κ, note that one needs higher

2The choices of κ, i.e. 0.5, 1, and 2 correspond to audible frequencies in air, and are within
the spectrum of practical relevance.
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levels of refinement to discretise the resulting field. The function satisfies the
Helmholtz equation and the Sommerfeld radiation condition in the exterior.

Potential evaluation in each case was done at 2m+2 points on a sphere with
radius 6 around the origin. They are distributed equally and they are nested, i.e.
for an increase of m new points are added to the set.

In the case of the Helmholtz problem one observes, cf. Figure 9, that the con-
vergence behaviour predicted by Corollary 3.4 for smooth geometries (i.e. sphere
and torus) as well as for nonsmooth, nonconvex geometries (i.e. the fichera cube),
as shown up to order p = 3.

For larger values of p, i.e. p > 3, the time required for the iterative solution
of the system arising from (17), via a Jacobi preconditioned GMRES scheme,
becomes prohibitive for refinement levels m > 3. This can be attributed to
the increased condition of the system due to the higher order approach. Thus,
without the additional application of preconditioners tailored to the specific
method, higher order boundary element methods for p > 3 seem not to be
advantageous over medium- and lower-order approaches, i.e. p ≤ 3.

The convergence behaviour, as depicted in Figure 9 has also been observed for
multiple, nonresonant wavenumbers, where the results for the case of the sphere
and κ = 0.5, 1, 2 are showcased in Figure 10. One can see nicely that κ affects
the constant appearing on the right hand side of estimate (26), i.e. for larger
values of κ the maximal potential error in the sense of (26) increases, as is to be
expected of the Helmholtz problem. This can be seen since the wavenumber is
encoded in the constant C arising from ‖u∗(xxx, ·)‖Hp+2(Γ) in (28).

As in the Laplace case, orders of p = 1, 2, 3 prove advantageous in terms of
time to solution compared to a lowest order approach with p = 0, as can, once
more, be seen in Table 2.

5.4. Time to Solution
The conjecture, that often higher order methods are, due to the high conver-

gence rates, advantageous in terms of time to solution indeed goes well with the
tendencies observed during the tests. However, since many of the computations
have been done on different machines, partially with other computations in
parallel, we chose to repeat some specific examples to make the times compa-
rable with respect to order and refinement level. Tables 2 and 3 showcase said
examples, where dof∗ gives the dimension of the corresponding space S∗p,m(Γ),
i.e. corresponds to the size of the discrete system, and dof corresponds to the
dimension of the corresponding spaces Sp,m(Γ), cf. Section 4.3. Time gives the
time to solution in seconds, assembly and solver the corresponding times spent
in matrix assembly and Jacobi preconditioned CG or GMRES, respectively.

All benchmarks were computed with the same codebase, described within
Section 4. The Laplace problem was computed on a Laptop, with an i7 7500U
Kaby Lake processor (2 cores), 16GB RAM, and has been compiled with g++
5.4, with compile flags -O3 -march=native -fopenmp -flto. The Helmholtz
problem with κ = 0.5 was computed on a workstation, Xeon E5-2687W pro-
cessor (4 cores), 16GB RAM, compiled via g++ 4.8, with compile flags -O3
-march=native -fopenmp.
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Figure 9: Error for the Helmholtz problem with κ = .5. Maximal potential error. Sphere
(red), Torus (blue, dotted) and Fichera cube (black). The dotted line represents the expected
potential convergence of h2p+3.

However, as has been mentioned before, for p > 3 and larger values of κ,
the time spent on solving the linear system increases, and eventually becomes
prohibitive. Of course, the optimal choice of p in times of solution depends on
both, the accuracy requirements and the wavenumbers to consider.
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Figure 10: Error for the Helmholtz problem of the sphere. Maximal potential error. κ = 0.5
(red), κ = 2 (blue, dotted) and κ = 4 (black). The dotted line represents the expected potential
convergence of h2p+3.
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Table 2: Exemplary time to solution for a lower and a higher order approach, for a maximal
error of the potential of ≈ 10−10 (Laplace) and ≈ 10−9 (Helmholtz). dof∗ = dim S∗

p,m(Γ),
dof = dim Sp,m(Γ). For more detail see Section 5.4.

Laplace problem, sphere geometry
time (s)

p m accuracy dof∗ dof total assembly solver
1 6 4.0093e-11 98,304 25,350 2740.227 2683.600 56.627
4 3 1.2673e-10 9,600 1,014 46.305 20.061 26.244

Helmholtz problem, sphere geometry
time (s)

p m accuracy dof∗ dof total assembly solver
0 7 1.3521e-09 98,304 98,304 3106.417 3019.400 87.017
3 3 4.053e-09 6,144 726 273.741 2.951 270.790

Table 3: Exemplary time to solution for a lower and a higher order approach, for a maximal
error of the potential of ≈ 10−5 (Laplace) and ≈ 10−6 (Helmholtz). dof∗ = dim S∗

p,m(Γ),
dof = dim Sp,m(Γ). For more detail see Section 5.4.

Laplace problem, Fichera geometry
time (s)

p m accuracy dof∗ dof total assembly solver
0 6 1.1397e-05 98,304 98,304 505.27 436.660 68.608
2 3 1.2412e-05 13,824 2,400 49.690 10.102 39.588

Helmholtz problem, Fichera geometry
time (s)

p m accuracy dof∗ dof total assembly solver
0 4 1.3863e-06 24,576 24,576 56.562 45.821 10.741
3 2 6.9004e-07 6,144 1,176 13.473 0.803 12.67
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6. Final Remarks

The presented results show that higher order isogeometric boundary element
methods achieve their corresponding orders of convergence, leading to an im-
provement in terms of time to solution. However, this effect cannot be expected
for arbitrary orders and problems notorious for invoking ill conditioned systems.
We will briefly summarise our findings below.

• Indirect higher order boundary element methods play well with the core
ideas of isogeometric analysis. The indirect approach is insensitive w.r.t. the
choice of in- and exterior, and thus poses a black box scheme to solve PDEs
in arbitrary areas. The high convergence rates promised by Corollary 3.4
can indeed be reached in practice.

• In most test cases, higher order methods (with p ≤ 4) are lucrative in
terms of time to solution, even without nontrivial preconditioners. As seen
in Tables 2 and 3, the application of higher order basis functions pays
off, altough in case of the Fichera geometry one does not reach optimal
convergence, cf. the regularity assumptions of Corollary 3.4 and Figure 7.
While the iterative solvers take longer in the case of higher order ansatz
functions due to ill conditioned systems, the time saved in matrix assembly
proves to be significant for a sensible choice of p.

• The interpolation-based multipole method, in comparison with classical
multipole methods, does not require a problem specific series expansion
[17, 18]. It provides a general black box compression technique for boundary
element methods, with milder requirements on the regularity of the kernel
as other methods, cf. Section 4.2.

• The approach via a discontinuous superspace, as explained in Section 4.3,
offers enormous flexibility in the construction of different ansatz spaces.
Moreover, the localization gained due to the artificial increase of dimension
benefits an efficient implementation and the compression rates.

• The interpolation-based multipole approach might lead to instabilities in
the kernel evaluation for p ≥ 5 together with small h, since the order of
the kernel interpolation in the near field requires high polynomial orders
≥ 15 for ansatz functions of order 4 and up. This might lead to stability
issues, if one were to take the order of ansatz functions higher than those
presented in Section 5.

• Convergence rates of higher order approaches will suffer from insufficient
regularity of geometry mappings (i.e. due to knot repetition), even if the
geometry might be smooth, cf. the remarks in the end of Section 3.3,
Remark 4.1 and Section 5.2.

It should be noted that this is merely a first work into a direction that looks
promising, since for medium orders of p = 2, 3 conditioning and issues of stability
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can still be handled by the usual means (i.e., Jacobi preconditioning). Moreover,
classical methods suffer from the the same problems as the method presented,
regarding regularity and conditioning, as mentioned above [4, 36].
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