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1 Introduction

Do you wish me a good morning, or mean that it is a good morning
whether I want it or not; or that you feel good this morning or that
it is a morning to be good on?

- J.R.R Tolkien

The science of physics has always consisted in a symbiosis between the-
ory and experiment, feeding off each other to improve our understanding of
phenomena describing the world we live in. Sometimes a new effect, be it
intentionally discovered or the result of a happy accident, will spur on theoret-
ical work scrambling to provide an understanding of the underlying physics.
On the other hand, occasionally theoretical understanding of a phenomenon
will make a prediction, which will drive improved or novel experiments to be
designed until being able to confirm or deny the prediction, thus validating the
theoretical model in the former case or proving the limits of our understanding
in the latter. The Higgs boson is one of the best-known examples of such an
experimental validation of a long-formulated prediction.

In the field of transport — the study of electrical currents and their car-
riers — the discovery of new phenomena and the development of new tech-
nologies is always dictated by advances in material quality and processing
capabilities.

Initially focused on the study of bulk materials, the advent of semiconductors
spurred a revolution in the study of carrier transport: a new level of control
over experiments could be achieved through doping and gating, which modified
the device’s carrier density and therefore its electric properties.

These newfound technologies enabled the fabrication of novel devices, in-
cluding the transistor in 1947 and the MOSFET in 1958. The latter was a
crucial ingredient for the development of integrated circuits which would end
up changing the world.

The ensuing race for faster and smaller circuits, predicted by Gordon Moore’s
visionary paper in 1965 [1], leveraged drastic improvements in fabrication tech-
nologies. Such technologies include first optical and later electron-beam lithog-
raphy, the latter enabling the writing of structures at the nanoscale.
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1 Introduction

This miniaturisation led to quantum effects being observable in transport
experiments. Selectively depleting a high-mobility 2-dimensional electron gas
to form a narrow constriction perpendicular to the flow of current effectively
forces electron transport through a single channel. The quantum nature of
ballistic transport, predicted by Landauer in 1957, was demonstrated in this
way in 1988 [2, 3].

Arranging two such quantum point contacts in series allows for the confining
of an electron in all three dimensions, creating an “artificial atom”, also called
quantum dot. Electrons can be injected onto the dot or extracted from the dot
via electrically controlled gates [4, 5].

All the work described so far employs a top-down approach: bulk material is
etched, doped or gated in the fabrication and measurement processes in order
to achieve the desired confinement. An alternative is the so-called bottom-up
approach, where a nanostructure is synthesised already presenting the seeked
confinement properties.

Semiconductor nanowires, monocrystalline structures, a few microns long
and tens of nanometers wide, are typically grown in a bottom-up manner.
These nanowires are a technology with a wide range of applications [6] due
to their transport characteristics and wide range of possible materials which
enable the fabrication of various device types. Examples include field effect
transistors with high mobility using silicium nanowires [7], or ZnO nanowires
for light emitting diodes [8], silicium top-down fabricated nanowires for solar
cells [9] and InAs nanowires used in gas [10] or infrared [11] sensors.

Nanowires are foremost a prime platform for a host of transport experiments,
InAs being especially interesting [12] owing to its high spin-orbit coupling [13],
low effective mass, and growth techniques yielding high mobility devices that
are almost devoid of impurities [14, 15].

While the miniaturization of elementary logic gates revolutionized the devel-
opment of applications relying on classical computing, the seeds of a radically
different type of computer were being sown. Feynman suggested in 1982 that
the peculiar laws of quantum mechanics could be leveraged for simulating the
properties of quantum systems [16], thereby proposing the idea of a quantum
computer. A major breakthrough was achieved by Peter Shor in 1994: he dis-
covered an efficient quantum algorithm for factoring large numbers, a problem
widely believed to be hard on a classical computer [17, 18]. A rapid growth of
the emergent field of quantum computing followed, further fueled by advances
in the theory of quantum computing and information and by early experi-
ments demonstrating the control of individual qubits [18]. More recently, an
increasing cohort of major industrial players and start-ups are leading the ef-
fort [19], further supported by massive public initiatives [20, 21], to build a
future fault-tolerant quantum computer.

The development of a quantum computer powerful enough to solve meaning-
ful tasks (such as using Shor’s algorithm to factor large numbers [17, 18]) faces

2
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the formidable challenge of engineering many qubits that have exceptionally
low levels of noise. A promising approach to reduce the noise in a computation
is to use quantum error correction to protect the information being processed
from the noise that the physical qubits are inevitably exposed to [18, 22, 23].
An alternative approach is to design quantum hardware that natively stores
quantum information in a protected form — effectively implementing quantum
error correction at the hardware level.

A scheme implementing this hardware level protection was proposed by Ki-
taev in 2000 [24, 25], whereby braiding anyons — i.e. simply moving them
around each other on a topological path — is used as a building block for quan-
tum operations. Their nature is fault-tolerant, being protected from the envi-
ronment by a topological gap. Furthermore, Kitaev suggested that semicon-
ductor nanowires proximitized by a superconductor with a p-wave symmetry
could host unpaired Majorana quasiparticles. These particles, first theorized
by their namesake Ettore Majorana [26], are identical to their own anti-particle
and are thus massless, chargeless and spinless.

InAs nanowires are a notable candidate for hosting these novel topological
states. Alicea [27] theorised that proximitizing a nanowire with strong spin-
orbit interaction under the influence of a magnetic field would generate the
p-wave superconductivity required for the hosting of Majonaras. The prospect
of a naturally fault-tolerant quantum computer spurred a large research effort
aimed at realizing these proposals, finally yielding the observation of a 0-bias
peak attributed to a Majorana bound state [28]. Two important properties
that are intrinsic to a Majorana mode remained elusive: the quantisation to
e2/h of the 0-bias anomaly and demonstration of the pickup of a phase under
a braiding operation of two Majorana modes.

Building on the original observation of the Majorana mode, a further the-
oretical proposal [29] suggests a scheme in which a double nanowire coupled
to a superconductor could host parafermions. The latter, which can be intu-
itively seen as fractional Majoranas, offers the advantage of a wider universal
set of operations when braided. In order for these parafermions to arise, the
proposal determined a set of conditions, most of which directly translate into
technological challenges. These requirements include different spin-orbit cou-
pling in the individual wires, individual contacting of the wires, and a high-
quality superconductor-semiconductor interface leading to a delocalisation of
the wavefunction, all of which require beyond state of the art nanoscale device
fabrication.

At the same time, doubts about the nature of the 0-bias anomaly attributed
to a Majorana mode grew in the community. Only two years after the original
Majorana finding, a report attributed multiple peaks at 0 bias to Andreev
bound states, thus providing an alternate topologically trivial explanation for
the observed phenomenology [30]. Unfortunately, no significant progress was
achieved towards proving the missing properties, in particular the missing

1
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1 Introduction

quantisation of the 0 bias peak. Indeed, a work from the Leo Kouwenhoven
reporting the quantization of the 0-bias anomaly was retracted [31]. Similarly,
a report from the Marcus group of a 0-bias anomaly in a full-shell nanowire,
attributing the topological phase transition to a flux quanta of field through
the nanowire shell, [32] is now prefaced by an editorial expression of con-
cern [33]. In another experiment, 0-bias states were shown to be present in a
wide parameter range, making their topological nature unlikely [34].

The unravelling of the Majorana interpretation underlines the need for a
better understanding of the physical phenomena at play, be it spin-orbit inter-
action, the microscopic consequences of the proximitisation of a semiconductor
nanowire by a superconductor, or the phenomenology of Andreev bound states.
Those issues are at the core of the work presented here.

In this thesis, we thus laid the focus on improving the fabrication process
in order to reliably individually contacted the wires, as well as understanding
the individual phenomena involved in generating the conditions required for
the observation of the Majorana modes. We first present a summary presen-
tation of the key theoretical concepts used in this thesis, followed by a chapter
where the experimental techniques required for the fabrication and measure-
ment of our devices are introduced. Then we present the core of this work,
consisting of the results of three series of experiments. In the first, we design
a double wire N-S junction, enabling straightforward access to the proper-
ties of our device which allows us to demonstrate the excellent quality of the
wire to superconductor interface. In the second experimental chapter, we fo-
cus on the Josephson effect, analysing a double nanowire Josephson junction,
characterising its RNIC product. In the last chapter we design and report
on a quasiparticle trap, which dramatically enhances the critical current of a
Josephson junction. We tentatively attribute this effect to the superconduct-
ing shell of the wire transitioning to a mixed state, trapping quasiparticles in
normal regions close to the Josephson junction.

4
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2 Theoretical background

Sans technique, un don n’est rien qu’une sale manie.
- Georges Brassens

In this chapter, we provide the reader with an overview of the relevant
theoretical concepts required for understanding our experimental results. We
focus on providing an intuitive understanding of the matter when possible,
and refer to references [35] and [36] for an in-depth, exhaustive presentation
of the topics at hand.

5



2 Theoretical background

2.1 Transport in low-dimensional semiconductors

2.1.1 Semiconductors
Unlike metals, where a sea of free-moving electrons enable transport of current,
or insulators, where a lack of unbound electrons forbids the flow of current,
semi-conductors have transport properties that can be controlled by doping
and gating.

In a crystal where the atoms are arranged in a periodic lattice, one solves
the Schrödinger equation using the Ansatz of Bloch. It expresses the fact
that solutions can be written as the product of a function that possesses the
lattice periodicity and a plane wave. The solution exhibits dispersion relation
between the electron’s energy and its crystal momentum, the band structure,
which is the basis for the computation of the carrier transport. The latter may
be either excess electrons or holes, which are missing electrons in an otherwise
fully occupied band. These are in fact quasi-particles, a collective motion of
the crystal lattice electron and atoms which behave like a single particle. Thus,
they are also described by an effective mass which differs from the mass of an
electron in vacuum.

Gating and doping

At temperatures kT < Egap, semiconductors are isolating, since the Fermi
distribution of electrons in energy requires the valence band to be full and the
conductance band to be empty, leaving no free charge carriers to transport
current. There are two main mechanisms for tuning the charge carrier density
in a semiconductor: gating and doping. Doping refers to artificially introduc-
ing charge carriers into a semiconductor, for instance by introducing atoms in
the lattice that have either an additional electron or an electron deficit. These
additional charge carriers result in quasi-electron collective excitations, which
we call electrons for the sake of clarity, and which obey the dispersion relation
of the band they occupy and can carry current. The semiconductor thus be-
comes conducting. Alternatively, one can capacitively gate the semiconductor
by bringing a conductor with a potential difference in close proximity. The en-
suing electrostatic charges become available charge carriers able to transport
current. Controlling the semiconductor’s ability to transport current in this
way is the working principle of a field-effect transistor; it is also the principle
used for tuning charge carrier density throughout the experiments presented
in this thesis.

2.1.2 Transport in a 1D conductor
In quasi-1D conductors, the width d of the conductance channel is narrow
enough such that the modes lateral to the transport direction are quantized,

6
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2.1 Transport in low-dimensional semiconductors

i.e. the Fermi wavelength satisfies λF ∼ d. This can be achieved on multiple
platforms, like carbon nanotubes [37], gated 2D electron gases [3], or semicon-
ductor nanowires, which will be described in more detail in the next chapter.

2.1.3 Ballistic transport
Laterally confined charge carriers are distributed on one-dimensional modes
with energy levels corresponding to the lateral confinement energy. In a semi-
conductor 1D channel, these modes can be populated by tuning the chemical
potential, either by capacitative gating or chemical doping. If the mean free
path ξ of the charge carriers is shorter than the junction, then the charge car-
rier will undergo multiple scattering events before reaching the other electrode
and the transport is diffusive. If on the other hand, the channel is free of
defects, such that l > ξ, the electrons can ballistically travel the length of the
junction [2, 3, 38]. The conductance as a function of voltage then takes the
form Gball = 2e2/h ·N , with n the amount of channels carrying electrons. The
factor of 2 comes from accounting for the spin degree of freedom of the charge
carrier.

2.1.4 Quantum dots
Also referred to as “artificial atoms”, quantum dots (QD) are quasi-0D traps
where charge carriers are confined in all three dimensions in a region small
enough to allow only few charge carriers, effectively quantizing the trapped
particles’ energy spectrum [42]. A quantum dot can be engineered in a 1D
conductor by additionally confining the charge carriers along the direction
of the conductor. Such a confinement can be achieved by two nearby short
regions of the 1D channel with a higher chemical potential, creating sequential
potential barriers. Owing to its small scale, the capacitance of the dot is small;
adding a charge carrier thus comes at a large energy cost [43]. This Coulomb
blockade effect is a defining effect of a quantum dot, the latter having been
engineered in graphene [44], in 2 dimensional electron gases [45], in carbon
nanotubes [46] and in semiconducting nanowires [47].

The energy level spacing of a quantum dot is given by two energies: the
confinement energy and the Coulomb repulsion energy [40]. The confinement
energy for charge carriers obeying a quadratic dispertion relation, similarly
to the “particle in a box” model, relates to the size of the dot L following a
δE ∝ 1/L2 relation. [48]. The energy spacing between two dot levels is given
by [39, 40]:

Eadd = µ(N + 1) − µ(N) = e2

C
+ δE , (2.1)

with the charging energy EC = e2

C
and quantum confinement energy δE. Spin

degeneracy and Pauli’s exclusion principle also influence the level filling of the

2
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Figure 2.1 Quantum dot. a) Simple electric model b) Energy representa-
tion of a) c) dI/dV as a function of bias and plunger gate, expected Coulomb
diamonds sketched. d) Example of Coulomb diamonds measured in an InAs
nanowire. Schematics adapted from references [39, 40, 41]
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2.1 Transport in low-dimensional semiconductors

dot [49].
We assume negligible electron-electron interaction and constant quantum

dot self capacitance, a setting also referred to as the constant interaction
model [42, 49]. Fig. 2.1 a) shows a quantum dot in a standard transport
setting, connected to two electrodes, source S and drain D, and capacitatively
coupled to a plunger gate Vg. Applying a voltage bias VBG between source
and drain and a plunger gate voltage VG allows for the probing of the discreet
energy levels: the effect in energy is sketched in Fig. 2.1 b). VSD changes the
chemical potential of the source and drain contacts by ∆µS = e×VSD, assum-
ing the drain is grounded, whereas the plunger gate changes the dot chemical
potential through an imperfect capacitative coupling ∆µdot level = αVG, where
α [eV/∆V ] is the lever arm [50]. The conductance of the dot peaks when the
levels are on resonance, i.e. µD = µN = µS, and conductance is suppressed
otherwise, corresponding to the aforementioned Coulomb blockade. This ef-
fect results in the Coulomb diamond pattern sketched in Fig. 2.1 c), with an
experimental example from our data in Fig. 2.1 d). This intuitive picture of
the Coulomb diamonds, in which tunneling is either on or off, needs to be
refined to quantify the rates at which electrons can tunnel to or from the
dot. We define two tunnelling rates ΓS ,ΓD to the source and drain contacts.
Consequently, the charge carrier has a finite lifetime, and, per Heisenberg, is
broadened in energy. At low temperature kT ≪ Γ = ΓS + ΓD, and for weak
coupling strengths Γ ≪ δS,EC , which we call the dot regime, the conductance
of a singleresonance is given by [51]:

GN(ε) = 2e2

h

ΓSΓD

ε2 + (ΓS + ΓD)2/4 . (2.2)

This conductance gets broadened at higher temperature, changing the line-
shape of the resonance [52, 53]. This relation allows us to extract information
on both ΓS and ΓD from the lineshape. Experimentally extracting exact val-
ues for ΓS ,ΓD requires determining the lever arm ϵ = αVBG, which yields the
required relation between an applied gate voltage and the variation in chem-
ical potential. However the ratio ΓS/ΓD can be determined by the fitting a
resonance lineshape without exact knowledge of the energy scale [49, 51]. In
any two-terminal transport measurement there remains an ambiguity in de-
termining GammaS and GammaD, associated with interchanging the values
of GammaS and GammaD.

2.1.5 Coupled quantum dots in double semiconducting nanowires
Nanowire pairs are at the core of the experiments reported in this thesis. Al-
though we also observe evidence of ballistic transport, when the plunger gates
are set at low voltage values, depleting the wire segments and the coupling
of the source and drain contacts, we observe the formation of quantum dots

2
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Figure 2.2 Coupled dots in parallel double nanowires a) Simple model.
Capacitative couplings to source and drain, as well as other elements omitted
for clarity. b) Conductance as a function of plunger sidegates in the dot regime
ΓS/D,L/R ≪ Eadd, and CL,R = 0 occupation numbers of the dots are provided
in (right,left) form. c) Same as b) for a finite CL,R d) Detail of the crossing
between two resonances for a finite coherent coupling ΓL,R.
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2.1 Transport in low-dimensional semiconductors

in parallel nanowire segments. A brief overview of the consequences of two
quantum dots in close proximity will thus be provided here, focussing on the
consequence of capacitative coupling and hybridisation of the dot states.

If the dots are electrically isolated, the electrostatic field emanating from
the charge state in the first dot acts in a similar way to the plunger gates,
changing the chemical potential of the neighbouring dot. This is the working
principle employed in charge sensing schemes, where transport measurements
of a dot is employed to non-invasively measure the occupation of a nearby
capacitatively coupled quantum dot [54, 55, 56]. If they are not electrically
isolated, the wave function of the charge states of the dots might overlap.
Electrons can then tunnel from one dot to the other, keeping coherence and
leading to a hybridisation of the charge states [57], an effect which we attribute
to anti-crossings of the dot resonances in section 4.9.

The consequences of this coupling manifests itself in transport measure-
ments. The expected differential conductance as a function of plunger side-
gates for different scenarios is plotted in fig. 2.2 b)-d), with an overview of the
relevant capacitances provided in a). It is assumed that both wire segments
are in the quantum dot regime, i.e. ΓS/D,L/R ≪ Eadd, the energy spacing be-
tween two dot states. In the simplest case, when CL,R = 0, we see two sets of
dot resonances with different slopes. In the ideal case of no capacitative cross-
coupling of the sidegates CSG2,L = CSG1,R = 0 , the lines would be perfectly
vertical and horizontal, the wire segments being exclusively gated by the cor-
responding sidegate. In the presence of this cross-capacitance, the resonances
take a slope related to the cross-capacitance ratio, −CSG1,R/CSG2,R for the
blue case, which is also equivalent to the ratio of the lever arms of the dot to
the 2 sidegates. The upwards bending of resonances of the right dot (blue)
when the left dot (red) is depleted is a consequence of the absence of screening
of sidegate 1 by the wavefuntion of the left dot’s charge state. The suppressed
screening thus increases CSG1,R and changes the slope, an effect which is ob-
served in the data from chapter 5. In c), the capacitative cross coupling is
turned on, which has the effect of electrons in one wire slightly gating the
other, resulting in a shift ∆V = eCL,R, and a general honeycomb pattern.
In d) the dots charge states are coherently coupled, resulting in the crossing
of the resonances becoming a hybridised state, with a gradual transition be-
tween the additional +1 electron’s wavefunction being located in the left to
the right dot when transitioning from the (n+1,n) to the (n,n+1) region. The
differential conductance of both wires is sketched as follows: if the wires are
individually contacted the sketches separate in the red and blue parts; both
are accordingly measured in the individual junctions.

2
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2 Theoretical background

2.2 Superconductivity

We now introduce the elementary principles of superconductivity, which plays
an essential role in this work. We provide an overview of the relevant concepts,
and refer the reader to references [36, 58, 49, 41] for a in-depth presentation
of the theory of superconductivity.

It was first discovered in 1911 that some metals, including mercury, alu-
minum, niobium and lead, exhibit remarkable proprieties when cooled down
below a critical temperature TC [59]. The most distinctive property of a su-
perconductor is a resistivity so small that it cannot be measured. Further
properties include the Meissner effect [60], wherein a magnetic field is expelled
from the superconductor and cannot penetrate a superconductor beyond a
skin depth δ. The current in the superconductor required by Maxwell’s law
to repulse the field lines also implies the existence of a critical field BC, above
which the energetic cost of this current is too large leading to the superconduc-
tivity breaking down. It was also found that a superconductor has a peculiar
specific heat ∼ exp( T0

T
). These phenomenological characteristics of this macro-

scopic phase of matter were first given a microscopic explanation by Bardeen,
Cooper and Schrieffer [61], nowadays known as the BCS theory of superconduc-
tivity. This theory predicts the pairing up of electrons via phonon-mediated
interactions when the difference of energy ∆ε between the electrons satisfies
∆ε < ℏω, even though electrons repulse each other by Coulomb interaction.
This phonon-mediated attraction can be intuitively understood as follows: a
first electron slightly displaces ion lattice elements by Coulomb force, thus
creating a shadow positive charge that stays in place long enough for a sec-
ond electron to be attracted by it. Electrons being fermions and obeying the
exclusion principle leads them to form Cooper pairs — pairs of electrons with
opposite spin. Cooper pairs are composite bosons: they obey bosonic statistics
allowing an arbitrary number of them to condense in a lower-energy collective
ground state ψ(r) =

√
N(r)eιΦ(r), with N(r) the Cooper pair density and

Φ(r) a collective macroscopic phase [36].

2.2.1 Quasiparticles
Excitations of the superconductor, which we refer to as quasiparticles, require
the breaking of a Cooper pair. They are both of hole and electron nature, thus
this breaking requires an energy of twice the energy gap ∆. This behaviour
contrasts with the analogous process in a semiconductor, where the gap energy
suffices to create an electron-like quasiparticle.

The BCS model thus predicts a gap ∆ in the energy spectrum where no
quasiparticles can be found. Electron-like quasiparticles (respectively hole-like
quasiparticles) can be found above (respectively below) this gap, and they obey
the dispersion relation E(k) =

√
ϵ(k)2 + ∆2. The superconducting transition
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Figure 2.3 a) Andreev reflection on an interface. b) Process visualized in
energy. c) Normalised conductance as a function of ε predicted by the BTK
model for various Z values, adapted from [49]

conserves the number of particles, allowing the derivation a density of states
under the condition DN (ε)dε = DS(E)dE,:

DOS(E) = dε

dE
=

{ 0 (E < ∆)
DN(ε) E√

E2+∆2
(E > ∆) . (2.3)

The density of states in the normal phase DN (ϵ) can usually be approxi-
mated as being constant in a short range around the Fermi energy in most
transport experiments. In this case, the density of states DOS(E) → DN for
large energies while the density of states diverges for energies |E| → ∆ [36].

2.3 Transport in semiconductor-superconductor hybrids

We now consider a system in which a superconductor and a semiconductor are
connected by a tunnel barrier. We discuss the transport mechanisms enabling
current to flow from the semiconductor, where quasi-electrons are bound to
the band structure, to the superconductor, where Cooper pairs of electrons in
a macroscopic wavefunction enable the flow of a dissipationless current.

2
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2.3.1 Andreev reflection and transport in an N-S device

An electron with energy ε = Ee − EF < ∆ cannot inelastically enter the
superconductor, since there is an absence of a corresponding state in the su-
perconducting gap. An electron at that energy can nevertheless interact with
the superconductor through a second-order process (Fig. 2.3 a): the electron
is annihilated, a hole with opposite energy Eh −EF = EF −Ee and momentum
kh = −ke is created in the normal lead, and a Cooper pair with the same mo-
mentum is created in the superconductor. This process, known as an Andreev
reflection, conserves charge, energy and momentum [62].

The retro-reflected hole in an Andreev reflection retraces the path of the
incoming electron, and accumulates a phase ϕe-h given by momentum con-
servation ke − kh = ke-h = 2ϵ/ℏνF, νF being the Fermi velocity of the initial
electron. The electron and hole remain coherent over a distance ξ, called the
phase coherence length, that satisfies the condition ke-h · ξ < π. As a result,
we have

ξ = πℏ
2 · νF

∆ . (2.4)

However, this expression does not account for the scattering of the electron
and hole and therefore holds in the limit of a ballistic junction. In the case of
a diffusive junction, the relation becomes:

ξdiffusive =
√
ξballistic × le (2.5)

where le is the mean free path of the charge carriers in the diffusive junction.
Thus, in order to optimize the phase coherence length, a material with low
νF/∆ is desirable [36].

The transport characteristics of a normal-superconductor junction is theo-
retically described by the Blonder, Tinkham and Klapwijk (BTK) model [63].
The tunnel barrier is modeled by a repulsive Dirac potential Hδ(x), whose
strength is characterised by a dimensionless quantity Z satisfying Z = H/νF.
The expected conductance G(E) is derived by applying the correct boundary
conditions to the Bogoliubov-de-Gennes equations (Fig. 2.3 c). In the Z = 0
case, which corresponds to a perfectly transparent junction, we observe a dou-
bling of the conductance. This doubling can be intuitively understood as the
perfect Andreev reflection of every electron in a Cooper pair, carrying double
the current. In the other extreme of an interface with low transparency, the
transport conductance resembles the density of state of the superconductor.
This can be understood by considering the conductance of a single mode with
transmission probability T .

In the normal case, the Landauer expression for a normal interface is GN =
2e2T/h. In contrast, the conductance is given in the superconducting state
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by:

GN-S = 4e2

h

T 2

(2 − T )2 . (2.6)

The ∼ T 2 dependence of Andreev reflection conductance compared to the
∼ T dependence of the direct tunnelling reflects the fact that when the trans-
parency is low, direct electron tunneling dominates transport and the resulting
conductance is effectively a tunnel spectroscopy measurement of the density
of states of the superconductor.

2.3.2 A quantum dot coupled to a superconductor
Coupling a quantum dot instead of a simple tunnel barrier to a superconductor,
forming a N-Dot-S device leads to a more elaborate junction. Instead of the
continuum of available states offered by a normal state lead, the discrete energy
levels of the dot further constrain available transport mechanisms.

In a groundbreaking work [51], C. Beenakker predicted transport at zero
source drain bias in multiple configuration starting from the Landauer and
BTK predictions. In a quantum point contact, the doubling of the conductance
known from the BTK theory applies to plateaus, the step between which
occur at slightly higher energy values than twice the classical conductance.
In quantum dots, the expression for N-Dot-S conductance is given by:

GNS(ε) = 4e2

h

( 2ΓSΓD

4ε2 + Γ2
S + Γ2

D

)2
, (2.7)

recalling the expression from equation 2.2 for the normal state:

GN(ε) = 2e2

h

ΓSΓD

ε2 + (ΓS + ΓD)2/4

We note the GNS(ε) ∝ 1/ε4 contrasting to the GN(ε) ∝ 1/ε2, which is
confirmed by a sharpening of features in the superconducting state observed
in the chapters 4 - 6.

2.3.3 Andreev bound states
The consequences of coupling a superconductor to a quantum dot go further
than changing the lineshape of the 0-bias conductance. If we consider a quan-
tum dot strongly coupled to a superconductor, such that ΓN ≪ ΓS ∼ ∆ <
δE < EC , the energy of the quantum dot states are strongly affected by the
coupling. Indeed the interplay between Andreev reflections and dot states
yield a steady-state solution, and represent one of the possible manifestations
of an Andreev bound state [64]. These states are at the core of the proposed
Andreev qubit [65, 66], and have been the focus of a host of theoretical [67,

2
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68, 69] and experimental [70, 71, 64, 72, 73, 74, 75] reports [49]. These bound
states can be directly observed in tunnel transport spectroscopy by coupling a
metal through a strong tunnel barrier[71, 64]. Recently, Andreev bound states
hosted on coupled quantum dots, forming an Andreev molecule, have been
reported [76, 77, 78]. Following references [68, 49], we will now present these
states in more detail.

Considering the system in the second quantisation, it can be described by a
Hamiltonian H = HQD +HS +HT, where:

HQD = ε0(n↑ + n↓) + Un↑n↓ (2.8)

is, ignoring spin, the energy of a quantum dot with electron occupation num-
bers n↑/↓ = a†a, and U the Coulomb interaction. The HS and HT Hamilto-
nians are issued of a mean field treatment of the BCS theory and account for
the coupling to the superconducting and normal leads:

HS =
∑
k,σ

ξkc
†
k,σck,σ −

∑
k

(∆c†
k,↑c

†
−k,↓ + h.c.) (2.9)

HT =
∑
k,σ

(Vkc
†
k,σaσ + h.c.) (2.10)

In these relations ∆ is the superconducting order parameter, c†
k,σ is the

creation operator of an electron of wavevector k and spin σ at an energy ξk

above the chemical energy and a,a† are the dot state electron. The coupling
strength is given by ΓS = 2π∥V |2DN(0), with DN being the normal density of
states, assumed to be constant around the Fermi energy; the coupling Vk ∼ V
is equally assumed to be constant[79, 80, 81, 79, 30].

In the absence of a full analytical solution, we will instead present qualita-
tive results from numerical approximations using renormalisation group calcu-
lations [68, 49], shown in fig. 2.4. The subgap Andreev bound states ζ± stay
near the gap ∆ unless the normal state dot is near resonance. For a junction in
the weak dot regime, the spin parity of the electrons in quantum dot gives the
parity of the ground state of the system, which switches when an additional
dot state is occupied, where Andreev bound states cross 0 bias. If the dot is
strongly coupled to the superconductor, i.e. ΓS/U increases beyond a given
threshold, superconducting pairing is stronger than Coulomb interaction and
the dot ground state is permanently a singlet.

2.4 Josephson effect

We now consider two superconductors connected by a weak link of normal con-
ducting material, in our case a nanowire segment, forming a S-N-S junction.
The two superconductors S1 and S2 have a macroscopic phase φ1 and φ2.
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Figure 2.4 Andreev bound states a-c) Qualitative results from RNG cal-
culations for increasing coupling to the superconductor. The conductance vs
gate and bias is sketched in the top panels. The Andreev bound states are
shown in red, the normal state Coulomb resonances in blue. In the bottom pan-
els, the quantum dot ground state is sketched for varying backgate. Adapted
from [49, 82]. d-f) Data from the experiments reported in chapter 4 fitting
the qualitative predictions.
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Andreev reflections on both interfaces transport current by the simultaneous
creation of an electron and a hole with opposite momenta, which are annihi-
lated at the opposing interface, thereby transferring a charge of 2e through the
junction. This process, called the supercurrent, conserves charge and energy
and is phase-coherent.

The supercurrent was first predicted by Josephson for an S-insulator-S in-
terface [83] but found to hold in the more general case of metallic or semicon-
ducting weak links [84]. Josephson realized that the continuity of the phase of
the macroscopic wavefunction of the superconductor over the weak link results
in a Cooper pair current that depends on the phase difference between the su-
perconductors. Surprisingly, this current flows even in the absence of a driving
external electromagnetic field. This effect can be summarized mathematically
by the Josephson relations:

I(t) = Ic sin(φ(t))
∂φ

∂t
= 2eV (t)

ℏ
,

(2.11)

introducing the critical current IC as the maximal value of the supercurrent
as well as the phase difference φ = φ2 − φ1 between the superconductors.
The first relation expresses the current through the weak link as a function of
the relative phase, whereas the second relation implies an oscillation of phase
difference under the application of a fixed voltage bias.

A number of experiments in this thesis are performed on nanowires with two
superconducing contacts. Additionally, these S-Nanowire-S junctions are suf-
ficiently short that the phase coherence condition is satisfied, as evidenced by
observation of a Josephson supercurrent. In order to characterize the quality
of this junction, we measure the critical current IC and compare it with the
theoretical value predicted by Ambegaokar and Baratoff [85]. They predict
the following relation in the case of a perfectly ballistic junction:

IC = π∆
2eRN

. (2.12)

In our samples, we do not expect perfect ballistic transport. Accounting for
scattering in the weak link but still in the short junction limit (L ≪ ξ, when
the phase picked up by the electron and hole can be neglected), the relation
becomes [86] e ·RN · IC ≃ 1.326π∆/2 ≃ 2.07∆. In the long junction limit, we
have e · RN · IC ≃ 3.2∆g [87], where ∆g = 3.1ETh is the gap energy of the
proximitized weak link. We can thus determine whether or not the junction
is in the short limit with the help of the ratio

η = RNIC

∆/e , (2.13)
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Figure 2.5 Multiple Andreev reflections at an S-N-S interface. a)
Multiple Andreev reflection for VSG = 2∆/3, involving two Andreev reflec-
tions. b) Multiple Andreev reflection for VSG = 2∆/5, involving four Andreev
reflections. Figure adapted from [41].

where η → 2.05 for a perfect interface and η → 10.38Eth/∆ for the ballistic
long junction [86, 88]. Experimental reports in graphene show η to plateau
at 0.55 [87] for a short junction and η → 0.34Eth/∆ for a long junction,
the Thouless energy being determined by the temperature dependence of the
critical current.

2.4.1 Multiple Andreev reflections
Suppose the chemical energy difference of both superconductors is less than
2∆. A quasiparticle cannot tunnel directly, as is the case in the N-S junction,
because there are no available states according to BCS theory for ε < ∆. As
discussed above, the supercurrent can carry Cooper pairs elastically across the
junction through simultaneous Andreev reflections. Another possible elastic
transport process involves multiple Andreev reflections when the source-drain
bias satisfies VSG = 2∆/n, as illustrated in Fig. 2.5: a quasiparticle undergoes
an Andreev reflection, retro-reflecting a quasipartile at energy ε = 2VSD, which
in turn reflects at the original interface, generating a retroreflected quasipar-
ticle; this process is repeated n times, until neVSD = 2∆, where the final
reflection creates a particle which tunnels in the right-hand superconductor.
A more detailed analysis [89, 90, 91, 92] finds that the effect of multiple An-
dreev reflections depend on the transparency of the conduction channels: for
transparent junctions, multiple Andreev reflections manifest as dips in an en-
hanced conductance in the ±2∆ region. Also important to note is that an
nth-order Andreev reflection requires n separate conductance channels to be
available.
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Figure 2.6 Differential conductance resulting from Multiple Andreev
reflections. a) Theoretical prediction of differential conductance of multiple
Andreev reflections. Figure adapted from [92]. b) Data from chapter 6 show-
ing multiple Andreev reflections for low plunger gate voltage (yellow) and
higher voltage (turquoise).
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3 Device Fabrication and Experimental
Methods

Ce café tombe dans votre estomac (...) Dès lors, tout s’agite: les
idées s’ébranlent comme les bataillons de la grande armée sur le
terrain d’une bataille, et la bataille a lieu. Les souvenirs arrivent
au pas de charge, enseignes déployées; la cavalerie légère des com-
paraisons se développe par un magnifique galop; l’artillerie de la
logique accourt avec son train et ses gargousses; les traits d’esprit
arrivent en tirailleurs; les figures se dressent; le papier se couvre
d’encre, car la veille commence et finit par des torrents d’eau noire,
comme la bataille par sa poudre noire.1

Honoré de Balzac

In this chapter, we present the experimental methods employed in order to
obtain the samples whose measurements are presented in the following chap-
ters. We will first review the basics of the semiconductor nanowire growth
done by our collaborators in Copenhagen and Pisa, then discuss the process of
designing and fabricating devices around these nanowires, before finally briefly
introducing the standard measurement setup.

1The coffee falls in your stomach (...) then, everything sets in motion: ideas set forth
like the battalions of a great army on the battlefield, and the battle takes place. Mem-
ories come, charging, with deployed banners; the light cavalry of comparisons rides,
galloping; the artillery of logic rushes up with its baggage train and shells; wit arrives,
skirmishing, figures are created; the paper is covered in ink, the night starting and
finishing with a torrent of this black water, like the battle with its black powder.
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Figure 3.1 Vapour-liquid-solid nanowire growth. a) a gold droplet is de-
posited on the substrate. b) In and arsenide vapor are introduced into the
growth chamber, which leads to the wire growing from the catalyst (c) )

3.1 Introduction

The experimental work presented in this thesis is the result of two phases:
fabrication of devices and their measurement. In the former, we fabricate a
device around nanowires provided from collaborators yielding a sample which
is then probed in the latter. In this chapter, we will present fabrication,
covering all the required steps until the sample can be measured, and then
quickly present standard measurement techniques. The results from these
experiments will then be presented and discussed in the following chapters.

3.2 InAs semiconductor nanowires

Semiconductor nanowires are sigle crystal quasi 1-dimensional structures with
diameters in the range of a few tens of nanometers and lengths in the micron
scale. A wide range of semiconductors can be used to synthesize them: the
binary group III-V (GaAs,GaP,InAs and InP), the ternary III-V materials
(GaAs/P, InAs/P), or binary II-VI compounds, as is summarised in [93]. In
this thesis, we will exclusively use semiconductor nanowires made of indium
arsenide, InAs, which presents the advantage of a strong Rashba spin-orbit
interaction [94], low effective mass and high electron mobility [14, 39]. We
will now provide an overview of wire growth as well as the nanowire electronic
properties, following refs. [43, 50, 39].
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3.2.1 Nanowire growth

Most semiconductor components or circuits are fabricated using a top-down
process: a bulk crystal is selectively doped, etched or generally processed, the
resulting individual components being then a processed part of the bulk. Most
nanowires, however, are synthesised using a bottom-up process: the nanowire
is grown on top of the substrate. A widely used method for nanowire growth is
the vapour-liquid-solid (VLS) method [95], whose working principle is sketched
in fig. 3.1 a): a catalyst metal particle, gold in the growth of our collaborators,
is deposed on the growth substrate. These gold particles are either randomly
distributed or patterned to be at a precise location. In a second step, the
growth semiconductor materials are vaporised in the growth chamber in vac-
uum. The evaporated materials diffuse into the catalyst particle, eventually
saturating it and forming into a crystallic structure, as shown in fig. 3.1 b-c).
The growth rate of the wire depends on the size of the catalyst, with smaller
gold catalyst particles producing faster-growing and thinner nanowires.

The growth of defect-free semiconductor nanowires requires such equipment
and know-how, that only a handful of research groups in the world dedicate
their efforts to it. As such, the research presented here uses out-of-house grown
nanowires from the Sorba group in Pisa and the Nygard group in Copenhagen.

The environmental parameters of the growth influence not only the growth
rate but also the crystal phase in which the wire grows, which can either
be zincblende, the phase of bulk InAs, or wurtzite[39]. Left unchecked, the
mixing of the crystal phases has an effect on the transport properties of the
wire due to a mismatch in band gaps [96]. However, this difference in electrical
properties can be exploited by engineering the crystal phase, or alternatively
changing the semiconductor compound during wire growth. This can be used
to introduce a potential barrier in the wire, which can then be used to define
a quantum dot [97, 98, 99, 53, 100, 39].

A significant technological advance was achieved with the evaporation of
epitaxially matched superconductors in the growth chamber of the nanowire,
before the surface is exposed to oxygen and oxydises, as reported in [101, 102],
with transverse electron microscope images confirming the atomic quality of
the defect-free interface. Aluminum is particularly well suited to being evapo-
rated on InAs, the lattice size matching within 0.3%, making large domains of
epitaxially matched InAs - Al interface possible [101]. This method is referred
to as in-situ Aluminum shell growth.

3.2.2 Double nanowire growth

Designing double nanowire devices initially was achieved by post-selecting ran-
domly deposed nanowires, some of which would stick in pairs [103, 104], a
method that forbids the deposition of an in-situ shell. By placing the catalyst
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particles in close proximity, it is possible to grow two nanowires next to each
other, which then join, forming an Eiffel-tower-like shape. Using this method,
a superconducting shell can be deposited with the wire pair still in the growth
chamber. This was achieved by the Nygard group, which generously supplied
us with the double nanowires used in this thesis [105].

However, the shell has to be removed in order to contact the wires that
are short-circuited by the omnipresent Aluminum. This step requires etching,
which then creates impurities. An elegant solution was found by the Nygard
group: growing wires in the path of the aluminum evaporation whose only
purpose is to shadow part of the wire pair during evaporation [105]. The
shadow wires are kept shorter than the wire pair by depositing a larger catalyst,
which makes them grow at a slower rate.

a) b) c)

Figure 3.2 Shadowed double nanowires. The scales bar represents 200 nm
a) Slit shadow, providing an in-situ S-Wire-S device. b) Slit and shadow
wire, providing an in-situ Coulomb island with both a Wire-S and S-Wire-S
interface. c) Unsuccessful shadow wire growth, but the slit still provides for
an in-situ Josephson junction.

Further, more elaborate schemes were even implemented, wherein the shadow
wire was grown with a bend, by changing the growth parameters. This makes
the shadow take the form of a slit, and allows for a purely in-situ evaporated
double nanowire Josephson junction. An electron micrograph of such a wire
pair, imaged still on the growth chip, is shown in fig. 3.2. We note the ten-
dency of slit shadow wires to bend outwards, not shadowing the wire pair,
leading to a low success rate overall, estimated at 10-20 for a 50x50 matrix.
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3.2.3 Electronic properties of InAs Nanowires

We will now briefly present the most relevant electronic properties of the
nanowires, following references [43, 50, 39] . InAs is a III-V semiconductor
arranged in a zincblende crystal phase, with a bandgap of 0.42 eV and a g
factor of g = −14.9 [106], the wurtzite crystal phases having a slightly larger
bandgap (0̃.52-0.54 eV)[99]. Zinkblende InAs has the peculiar property that
charges accumulate on the surface, pinnig the Fermi energy in the conduction
band [107], making quality ohmic contacts and requiring negative gate volt-
ages to deplete the wire [39], which is consistent with the experimental data
acquired in this thesis.

In InAs nanowires, confinement in two dimensions forms transverse modes,
leading to a sub-band structure En(kx) = En + (h2k2

x)/(2m∗), with En the
energy of the nth quantised mode. In the case of ballistic transport, as reported
for InAs nanowires in [108, 109, 110], the current I is given by I = (e2)/hN∆µ,
where N denotes the amount of occupied modes [50]. This leads to a step-wise
increase in conductance each time a channel is occupied. All our experiments
use large diameter wires (>= 70nm), except for the reports in chapter 5, which
use 40nm InAs wires. It is worth noting that similar wires have exhibited
electron mobilities up to 6600 cm2/(Vs) [14]. Electron mobility has been found
to decrease significantly for diameters <= 40nm, probably due to scattering
from surface defects [111].

3.3 The fabrication workflow

In order to probe the physical phenomena studied in this thesis, a device is
designed and fabricated starting from semiconducting nanowires, which are
obtained on the growth wafer from the groups of Lucia Sorba and Jesper
Nygard. These devices then require cooling down to cryogenic temperatures
to suppress thermal excitations, and electrical source and drain connections
to amplifying and measurement equipment. Additionally, gates and other
electrodes are required to control the device. This process - colloquially named
fabrication - starts with a bare wafer and ends with a sample in a cryostat,
which is connected to a break-out box, where the measuring equipment can
be connected.

3.3.1 Base structures

The base structures, shown in figure 3.3, are the basis of the fabrication pro-
cess: a square-shaped cleaved piece of silicium wafer with an evaporated gold
structure. Contact lines serve as intermediates between the device fabricated
and the bond wires, contacted on the inner side by evaporation of the source
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a) b)
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Figure 3.3 Simple and quadruple base structure a) The original design
of the base structure provides 24 contacting lines, detail of the marker matrix
shown inset, with a marker to marker pitch of 20 µm.b) The lines are quadru-
pled with the improved design, with the matrix pitch reduced to 10 µm.

and drain contacts, and connected on the outside by bonding to the chip carrier
which plugs into a connector in the cryostat.

In order to fabricate double nanowire devices, situating them with sub-10 nm
precision is required. Wires are thus deposited on the inner part of the base
structure, where a matrix of markers with a 10 µm pitch, down from an orig-
inal design pitch of 10 µm. Square designations on the markers designate the
(x,y) coordinates of the marker, making the location of the imaged nanowire
possible.

The individual contacting of double nanowires required in this project is at
the limit of the precision of the electron-beam lithography, which is a repur-
posed 25keV imaging scanning electron microscope. Thus, a low yield of ∼ 25%
at best is to be expected, the misaligned contacts rendering the remaining de-
vices unusable. The advantage in quadrupling the amount of contact lines
is the possibility of fabricating the quadruple amount of devices, then select-
ing the successfully fabricated devices for wire bonding and cooling down the
sample. Although it was already possible to fabricate multiple base structures
in the same fabrication run, simultaneous cooldown of successfully fabricated
double nanowire devices on different marker matrices was impossible.

These base structures were fabricated in-house. Starting with a p-doped
silicium wafer topped by a 400nm silicium oxide at the surface, the base struc-
ture was patterned by electron beam lithography, depositing a 5/55 nm Ti/Au
layer. Another improvement during the work of this thesis was to standard-
ise the base structure size to 4.2 mm, thus simplifying handling during the
remainder of the fabrication.
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3.3.2 Wire deposition
The molecular beam epitaxy-grown nanowires are delivered on the original
growth wafer. The wires are then transferred to our base structure for de-
vice fabrication. There are two methods for transferring the nanowires from
the growth chip to the base structure. The simplest option, referred to as
"dry deposition", consists in swabbing a piece of regular lab wipe on a cor-
ner of the growth chip and then depositing wires on the base structure. This
transfer method is satisfactory when there are a large number of wires on the
growth chip. Once the wires are deposited, scanning electron micrograph imag-
ing allows for the post-selection of adequate wire pairs, ideally isolated from
neighbouring wire bunches and sticking together by Van-der-Waals attraction.

This dry deposition of nanowires and post-selection of nanowire pairs re-
quires a large number of available wires, since the yield, although we didn’t
quantify it, is estimated to be in the 1% range. This may not be an issue for
growth chips having densely packed wires, but it becomes problematic in the
case of 50x50 matrices of grown double wires, where only a few pairs show the
desired shadowing and defect-free growth.

For the shadowed double nanowires, a micromanipulator was used. An op-
tical microscope allows for the selection of the desired wire, which, having a
thickness of ∼ 100 nm, is at the limit of the resolution of the optical micro-
scope. The needle probe of the micromanipulator is introduced between the
shadowing wire and the wire pair in order to avoid picking the unwanted shad-
owing wire, which can then stick to the desired wire pair. We obtain a transfer
yield estimated at 20%, being mostly limited by the random orientation of the
deposed wires.

3.3.3 Readout of the nanowire position and design of the devices
After the deposition of the wires, an array of scanning electron micrograph
images are taken in order to locate and select the nanowires adequate for de-
vice fabrication. In order to accelerate this process, a python program was
written: INEPT (the Incredible Nanowire Exact Placement Tool). Using the
PyQt graphical user interface environment, the program loads the scanning
electron micrographs, registers the user’s location of the marker coordinates,
marker position, and nanowire position, then exports the located nanowires
in DXF format. The devices are then designed, placing source and drain con-
tacts as well as plunger sidegates, using the computer-assisted design program
associated with the electron microscope, Elphy.

3.3.4 Nanowire contacting
A challenging aspect of nanowire fabrication is achieving reliable electrical
contact to the nanowires. The InAs nanowire surface gets oxidised when it
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comes in contact with air, creating a 2 to 3 nm oxide shell. The latter is an
insulator and needs to be removed before deposition of the contact metal. The
quality of the resulting contact influences the coupling strength of the nanowire
segment to the source and drain, as well as the local doping of the nanowire,
and has important consequences on the measurements of the device.

3.3.5 Required accuracy
In order to individually contact single 40nm nanowires, a design accuracy of
about 20nm is required, which is at the limit of the precision of the elec-
tron microscope used for lithography. The following steps were undertaken to
optimize the accuracy of the fabrication:

• The marker matrix size on the base structure was reduced from 20 to
10 µm.

• The highest magnification of the electron microscope was used, reducing
the possible writefield to a 50 µm square.

• The development of the exposed PMMA was done at colder temperatures
(−20 ◦C), reducing the sensitivity of the resist and increasing the electron
dose required for lithography.

3.3.6 Bonding and building in the Cryostat
Once the device is fabricated, the quality of the contacts is measured at room
temperature employing a needle probe. It is then glued using silver paste into
a chip carrier, which fits into a 20-pin socket in the cryostat. Each pin of the
socket is connected to a line with incorporated filters in the cryostat, leading
to high temperatures at the points where a break-out box connects each line to
a standard Bayonet Neill–Concelman connector. These 20 possible contacts
allow a maximum of three 6-terminal devices to be measured in the same
cooldown. The chip carrier provides access to these lines in the form of gold
pads. A single gold pad is connected with silver paste to the back plane of
the wafer piece on which the sample lies, to be used as a backgate, while
the remaining ones are wire-bonded to the bondpads of the base structure.
Since bonded samples are extremely sensitive to electrostatic discharges, it is
imperative to stay electrically grounded when building in the sample into the
cryostat. This is achieved by the means of grounding bracelets, shoes, and
an ionizing fan providing a background of conductance to the air. Although
these steps do not represent a technological challenge, they are statistically
the steps where devices are most likely to be inadvertently destroyed, mostly
by electrostatic discharge. The average survival rate for wires confirmed to
have been successfully contacted by needle probing built into the cryostat is
approximately 2/3.
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5 mm 500 m 500 nm

Figure 3.4 Overview of the length scales, from the ∼ 8 mm wide sample
holder to the mesoscale devices.

3.3.7 Process optimizations

Although nanowire fabrication was a well-mastered process in our group, mul-
tiple aspects were optimised for the needs of this work: INEPT, the wire
location tool, was written, the base structures were quadrupled in contact
numbers with a matrix pitch halved, cold resist development was used, and
thermal contact in the evaporator was greatly improved by introducing a soft
thin indium layer between the sample holder and the sample. Indeed, when
clamping the crystal sample to the hard metal sample holder (which is out of
copper and coated by whatever metal was previously evaporated), the actual
contact surface at the back side of the unpolished sample and at the holder
itself is rough and very small. This improvement was the result of the obser-
vation that it was impossible to evaporate a 20 nm Aluminum layer without
the layer spontaneously forming droplets. Such behavior was not anymore
observed with in the new sample holder designed for better thermal contact.

3.4 Measuring

This section presents a brief overview of the various methods we used to mea-
sure the fabricated devices. All the described methods are standard in the
field of transport.

3.4.1 Dilution refrigerator

Low temperatures are crucial to the investigation of quantum mechanical ef-
fects and superconductivity, since the former involves small energy scales, and
the latter is an effect observed under the critical temperature of 1.2 K in the
case of aluminum. Observing physical effects on a small energy scale, of typ-
ically 10 µeV, requires the suppression of thermal excitations which have an
energy ∼ kT . Thus, if one wants to resolve a feature in the 20 ueV range,
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Figure 3.5 Sample electrical connections in the cryostat. Both voltage and
current biasing schemes are shown, as indicated. The DAC are the output
of the digital to analog card used to drive the gates. The cold filters of the
cryostat are not shown.

one needs to cool the electron at 20 µeV/k ≃ 230 mK. Cooling a sample down
to 4.2 K is straightforward: it is the temperature of a liquid helium bath at
atmospheric pressure, in which dipping a sample would suffice. A further re-
duction of temperature can be achieved by pumping on a helium bath, creating
a vacuum which reduces the equilibrium temperature to ∼ 1.4 K. However,
cooling to lower temperatures requires a more sophisticated technology, the
dilution refrigerator, in which the endothermal process of mixing the 3He and
4He isotopes is exploited: below 830 mK, a 3He-4He mixture separates into a
3He-rich phase and a 3He-poor phase. In the 3He-poor phase, 4He is a su-
perfluid whereas 3He a Fermi liquid. The superfluid behaviour can be used
to isolate the 3He for circulation. The latter is heated, evaporating and thus
circulating the separated 3He, which is pumped by a pump at room tempera-
ture, allowing the system to reach a base temperature ∼ 25 mK. The electron
temperature in our setups is in the order of ∼ 100 mK, as was characterized
in [53].

3.4.2 Electric setup

As already mentioned, 20 lines come up from the sample holder out of the
cryostat into a cable bundle, which is connected to a break-out box where the
lines can be individually connected using BNC connectors. DC gate lines are
connected through a bandpass pi filter to a voltage source. For the source
and drain, two alternative setups are used, configured to either voltage bias or
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current bias the sample, depending on whether we desire a constant voltage
from the source to the drain or a constant current through the sample.

Voltage biased setup

In order to inspect the electric transport properties of the sample, a mixture
of a DC and small AC (177 Hz) voltage is applied (fig. 3.5 ). The current
flowing through the sample is measured by an I/V converter with a 107V/A
amplification. A lock-in amplifier separates the AC component of the mea-
sured current, effectively filtering the signal for a single frequency. The DC
component of the signal can also be measured by connecting the I/V converter
output to both the lock-in and a voltage meter through a T piece.

The lock-in output is linearly related to the differential conductance of the
device, whereas the DC output of the I/V converter gives DC current through
the sample. Integrating the lock-in output from 0 bias voltage to a given
value should result in the current recorded by the DC component of the I/V
converter output.

Current biased setup

For super-conductors, where the resistance is negligible over a given param-
eter range, it is sometimes beneficial to current bias the sample, effectively
connecting a current source and measuring the voltage drop over the sample
(fig. 3.5 ). The current source is simply done by applying a voltage through
a large resistor in series with the measured sample Rbias ≪ Rsample effectively
applying a current V/Rbias through the sample . This current biasing is impor-
tant for the super-current measurements, where analysing the current-biased
I/V sample characteristic enables measuring the critical current IC .

Instrumentation control

The experiments were controlled using Qcodes libraries in a jupyter python
notebook.

3

31





4 Andreev bound states in a double nanowire
NS Junction

N’imitez rien ni personne. Un lion qui imite un lion n’est qu’un
singe1.

- Victor Hugo

We investigate double-nanowire N-S junctions, in order to gain an insight into
the behaviour of charge carrying states in parallel wire segments coupled to a
common superconductor.

We will first discuss the general characterisation of the devices, then look
at bound states on individual wires. We will then bring both wire segments
on resonance, and analyse the behaviour of the Andreev bound states in two
experimental setups: one with uncoupled wire segments, and one with coher-
ently coupled dots. We aim to characterize crossed Andreev pairing, which we
find, in our samples, to be vanishingly small.

1Do not imitate anything, or anyone. A lion who imitates a lion is but a monkey

33



4 Andreev bound states in a double nanowire NS Junction

4.1 Introduction

A theoretical proposal [29] suggests a scheme in which a double nanowire
coupled to a superconductor could host parafermions. The latter, which can
be intuitively seen as fractional Majoranas, offer the advantage of a wider
universal set of operations when braided [29]. A number of characteristics
are required for these exotic topological modes to be hosted in such a device.
Being coupled to four quantum dots to allow the full spectroscopy of the
device, the wires must exhibit different Rashba spin-orbit interactions. The
superconductor must have a pristine interface to both nanowires. In addition,
the pairing potential of two electrons in the quantum dots coupled to the
superconductor must be dominated by crossed Andreev pairing [29], which
is equivalent to a three terminal Cooper pair splitting efficiency of > 50% on
each side of the superconducting island, in other words we require a dominating
non-local transport of Cooper pairs. Further requirements are control of the
chemical potential and a strong electron-to-electron interaction.

First experiments in a three-terminal N-Wire-S device demonstrated Cooper
pair splitting with an efficiency of 30% [104], with evaporated Aluminum as the
superconductor. Progress in nanowire growth techniques allows for a shadowed
Aluminum shell to be evaporated in-situ [105], eliminating the need for removal
by etching of the nanowire shell, as this step is known to introduce defects.
Therefore, it is expected that the better interface would improve this Cooper
pair splitter efficiency.

In order to probe the properties of these new wires, we fabricated a set
of devices. The latter have common source and drain contacts, which allows
fabrication with a much higher sample yield, and offer much lower contact
resistance than individually contacting the nanowires.

4.2 Fabrication and geometry

Figure 4.1 describes the device discussed in this chapter. As presented in more
detail in Chapter 3 and shown schematically in fig. 4.1 a), the samples are
based on an epitaxially grown double InAs nanowire, followed by a shadowed
in-situ aluminum evaporation. Wires are transferred onto a base structure us-
ing a micro-manipulator. Side gates and source and drain contacts, consisting
of a ∼ 100 nm thick Pd normal metal are evaporated in UHV with a residual
pressure of approximately 5 × 10−9 mbar, after removal of the native oxide by
argon milling both on the nanowire and the aluminum shell. As a result, we
note that the only superconductor in this device is the aluminum supercon-
ducting in-situ deposited shell (growth discussed in Chapter 3). A scanning
electron micrograph of such a fabricated device (referred to as device E in the
text) is shown in 4.1 d). The two sidegates capacitatively couple to both wire
segments and allow us to control the chemical potential of each wire segment.
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Pd
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c) d)

Figure 4.1 Device fabrication: a) Schematic representation of shadowed dou-
ble nanowire growth. b) Electrical model showing the relevant capacitances,
source and drain capacitative couplings omitted for clarity c) Device layout
d) False-color scanning electron micrograph of device E, with the shell in blue,
nanowire segments in yellow, and 110 nm evaporated Pd in red.
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4 Andreev bound states in a double nanowire NS Junction

sample lj EC 2 SG AC ΓS ,ΓN

A ∼ 300 nm ∼ 0.2 mV NO YES 0.1, 0.01 mV
B ∼ 150 nm ∼ 1.5 mV NO YES 1.45, 0.6 mV
C ∼ 150 nm ∼ 1.5 mV YES YES 1.95, 0.45 mV
D ∼ 80 nm ∼ 2 mV NO NO 1.8, 0.3 mV
E ∼ 80 nm ∼ 3 mV YES NO 1.91, 0.62 mV

Table 4.1 Main characteristics of the measured devices. lj , the junc-
tion length, is estimated from electron micrographs. The charging energy EC

is estimated from the size of coulomb diamonds. 2 SG denotes full gate con-
trol. Anti-crossings (AC) are the presence of resonances with slopes attributed
to different wires anti-crossing in gate-gate conduction maps. ΓS , N are ex-
tracted from fits of the expressions in [51] on our data.

As shown schematically in figure 4.1 b) and c), both sidegates couple to
the individual wire segments with capacitances CL/R,SG1/SG2. As discussed
in chapter 2, the ratio of CL,SG1/CR,SG1 determines the slope of of a single
resonance in a gate-gate conductance map. A common backgate VBG, omitted
from the sketch for clarity, couples capacitively to both wires with CL/R,BG.

We consider five devices labeled here A – E, with general characteristics
summarized in table 4.1. We note that only devices C and E have both side-
gates operational, devices A,B,D can only be controlled by the backgate and
a single sidegate, with the drawback that the backgate has a lower lever arm.
Indeed, having full control of all gates enables us with a finer selection of
transport channels, as it will be shown later. The junction length was varied
between devices, from long (∼ 300 nm) to short (∼ 80 nm). We find that re-
ducing the junction length in subsequent fabrication runs led to more distinct
conductance features.

All measurements were done in a cryostat at a base temperature of 27 mK
using the standard Lock-in amplifier measurement techniques described in
Chapter 3. A 3-axis magnet enables magnetic fields of arbitrary direction and
of strength up to one Tesla. Samples B & C as well as D & E were fabricated
and measured simultaneously, and thus fabrication parameters are identical in
both cases.

4.3 Transport in the normal state

We first investigate the quality of the contacts to the wires. In order to remove
the influence of superconductivity, we both measure at a temperature above
the superconducting transition of aluminum T > 1.2 K, and under the appli-
cation of a magnetic field greater than the critical field of the aluminum super-
conducting shell(> 150 mT). The wire segment is then effectively contacted
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by two metals, and we investigate both the formation of dot-like resonances
and conductance plateaus depending on the experimental parameters.
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Figure 4.2 Conductance plateaus in sample B and C at 4 K. a), c)
Differential conductance as a function of both plunger gates of samples B and
C, respectively. b), d) Selected cross-sections of a) and c) demonstrating
conductance steps and plateaus.

4.3.1 Sample characterisation at T = 4 K

We first consider the conductance of our double wire junction at T = 4 K.
Shown in fig. 4.2 a) and c) is the differential conductance plotted as a function
of both plunger gate voltages in samples B&C. Since a sidegate on sample D
is inoperative, we use the remaining sidegate and the backgate to control the
device. On the bottom left, both gate voltages are negative, depleting the wire
segments and suppressing conductance. Then, as we progressively increase
the voltage on the sidegate, effectively moving right, the chemical potential
is gradually increased in the wire closer to the sidegate, thus enabling and
increasing conductance, as already introduced in chapter 2. In contrast to the
sketched resonances in fig. 2.2, we observe a steady increase in conductance,
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4 Andreev bound states in a double nanowire NS Junction

which indicates that the junction is not in the dot regime.
Shown in fig. 4.2 b) and d) are cuts at selected gate values. We note the

presence of conductance plateaus, especially evident in sample C, at integer
multiples of e2/h, indicative of the ballistic nature of the electron transport
through our device, i.e. indicating an electron mean free path in the nanowire
ξ > lJ , the junction length. In addition, the fact that the quantisation oc-
curs at e2/h suggest the current-carrying channels are spin-resolved, even at
0 magnetic field. The cross-sections in b) also demonstrate that the quality
of the coupling itself depends on the gate voltages. The cross-sections taken
at higher gate voltage values demonstrate a clear ∼ 1e2/h (green line) step
in conductance, whereas at lower gate voltage values the step size is smaller
and less distinct, which we interpret as the plunger gates gating not only the
chemical potential of the wire segments, but also the strength of the coupling
to the source and drain contacts. In the case of the backgate, the microscopic
process of this change in coupling strength can be explained by the center of
mass of the electron wave function being pushed towards the screening metal of
the contact. The phenomenology of this change will be further investigated in
section 4.3.2. The excellent transport properties, comparable to other reports
of ballistic transport in InSb and InAs wires [112, 113], indicate the excellent
quality of the epitaxial growth and of the nanowire junction contacts.

4.3.2 Double wire transport with contacts in the normal state
We now consider similar measurements at the base temperature of 30 mK.
An out of plane magnetic field of 200 mT ensures that the superconducting
aluminum is quenched in the normal state. Figure 4.3 shows the differential
conductance plotted as a function of both gate voltages for samples A,C,D,E.
We recall that samples D & E have the shortest junctions with ∼ 80 nm, then
sample C with ∼ 150 nm, the longest junction being that of sample A with
∼ 300 nm.

Chapter 2 discusses expected resonances and features for a double nanowire
device in the dot regime. As expected, two sets of features with different slopes
are attributed to the two wires. The ratio of these slopes is given by the ratio
of capacitance e.g. CSG1−L/CSG2,L, which reflects the difference of lever arm
to the different plunger gates and thus their lateral position in the junction.
We note the absence of Coulomb interaction between the dot states in the
shortest junctions (sample D and E), which we attribute to the proximity of
metallic contacts screening the electric fields.

As reflected by the values extracted from Coulomb resonances and summa-
rized in table 4.1, the level spacing of the dot states increases with shorter
junctions. It is to be remarked that the confinement energy is the one of a
particular dot state. The wire segments are multimodal, hosting multiple dot
states with different confinement energies and self-capacitance, which depend
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Figure 4.3 Normal state conductance at base temperature. a-d)
Differential conductance plotted as a function of 2 plunger gates for samples
A,C,D,E at 0 source-drain bias.

on plunger gate settings as well. However, the dot resonances used to evaluate
the confinement energy were selected to be roughly similar, i.e. a resonance
near onset of background conductance, and thus the extracted values reflect
the energy increase with the smaller confinement size.

Coupling rates were extracted by fitting the lineshape of the resonances
with the predictions of Beenakker [51] presented in section 2.1.4, which will
be discussed in section 4.4.2.

The difference between our experimental results and reports using wires from
the same origin [78] which exhibit lower conductance and typical Coulomb
diamond behaviour is attributed to the larger transparency of our contacts.
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Figure 4.4 Sidegate-sidegate conductance maps of samples E for different
backgate voltage values of -9, 0, and 6 volts. In both cases, we notice sharper
features for lower backgates.

Full gate control

The Samples C and E can be controlled by both sidegates and the backgate.
The backgate and sidegates couple differently to the wires and contacts. While
the backgate changes the chemical potential of the wire segment and the con-
tact barriers to a similar extent, the sidegates will primarily affect the chemical
potential of the wire segments, the contact barriers being partially screened
by the backgate and drain contact. Figure 4.4 shows the differential conduc-
tance measured on sample E plotted as a function of the two plunger sidegate
voltages at backgate voltages of 6,0,-9 V respectively. In order to span a simi-
lar range of chemical potentials in the wire, the sidegate voltages ranges were
adjusted so as to explore the onset of conductance. As expected, we observe a
sharpening of the resonances as we lower the backgate voltage from 5 to −9 V,
which we attribute to the contact barriers being less transparent with negative
backgate voltage.

4.4 Spectroscopy of the superconducting junction

The interface quality in a superconductor-semiconductor hybrid junction is
critical for the observation of phenomena requiring the preservation of Cooper
pair coherence [114] inside the semiconductor. It was also hypothesised as a
critical condition for the observation of exotic topological states [115], sparking
a strong material research effort [101] that yielded advances such as the in-situ
aluminum deposition technique used in this work [116][117].

A key characterisation technique is transport spectroscopy of hybrid junc-
tions. In the latter, the differential conductance of a semiconductor-superconductor
tunnel junction is measured as a function of the applied bias voltage. In the
weak tunnelling limit (transparency τ ≪ 1 ≡ ΓSD ≪ EC), a clean interface is
characterized by the suppression of conductance when the Fermi level of the
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semiconductor is within the gap (±∆) of the superconductor. A finite con-
ductance within the gap indicates the presence of quasiparticles, provided the
junction is in the dot regime and within the short junction limit, i.e. lj ≪ ξ.

Hard proximity gaps have been reported for junctions that use in-situ evap-
orated Aluminum on InAs and InSb nanowires [118] [119]. In a recent work,
junctions exhibiting a hard gap were realized by ex-situ evaporation after an
oxide-removing cleaning step using atomic hydrogen [120].

4.4.1 Superconducting gap
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Figure 4.5 a) Superconducting gap as function of sidegate, as measured on
sample C b) Cuts at sidegate voltage values of −0.1 V, 0.5 V and 2.8 V demon-
strating hard gap near wire pinch-off and a in-gap conductance enhancement
when the normal state conductance is at 2 e2/h. Normalisation, which is
equivalent to moving the curves up or down in the log scale, was omitted to
provide separation between the traces.

Figure 4.5 a) shows the conductance as a function of bias for a N-S tunnel
junction as predicted by the BTK model. The dimensionless parameter Z
characterises the transparency of the junction. Gap hardness is defined as the
ratio GN/GS between normal state conductance, measured by applying a bias
> 2 × ∆/e, and in-gap conductance.

In order to do spectroscopy of this gap, we set the junction up in the dot
regime by applying -4 V to the sidegate and then recording conductance as a
function of both source-drain bias and gate voltage (both sweeped at the same
rate), shown in fig. 4.5. Cross-sections at constant plunger gate voltage in fig.
4.5 b) demonstrate a hard gap GN/GS > 100 at a mixed gate voltage 0.5 V.
Under higher applied plunger gate voltages, when the junction becomes more
transparent, we expect enhanced conductance within the ±∆ bias range, as
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4 Andreev bound states in a double nanowire NS Junction

predicted by the BTK model [63]. The third cross-section of fig. 4.5, at 2.8
Volts shows the latter, and we estimate a Z factor of 0.45, an exact fit being
hindered by the simplicity of the gap model, which assumes zero temperature
and a perfect ballistic junction.

4.4.2 Conductance in the superconduncting state

Using the equation 2.7 from section 2.3.2, we can fit the resonances seen in
the normal and superconducting conductance versus gate maps. The result of
this fit is shown in figure 4.6. Fitting the functions reported in [51] delivers
satisfying results, which is evidenced by a consistency check, shown in 4.6 b):
for the first peak at −2.3 V, plotting the GN function with the Γ1,2 obtained
by fitting the resonance in the superconducting state yields a good fit to the
normal data (turquoise line) and, vice versa, the pink line shows the super-
conducting data fit in the normal state. The values extracted are summarized
in table 4.1, where we assume the stronger ΓS > ΓN .

The obtained coupling rates Γ1,2 show that the junction is not in the dot
regime, since ΓS ∼ EC . We assume the larger coupling to be that to the
superconductor, the in-situ shell being expected to yield a better coupling.
The results show an asymmetry of 1:3-1:10 between the coupling ΓS,D.
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Figure 4.6 Fitting the resonance lineshapes a) Conductance as a func-
tion of backgate at 0 sidegate for sample C in the normal (red, B = 200 mT)
and superconducting state (blue). b) Results of fits on the first peak, with a
background of conductance being subtracted from the normal state conduc-
tance. The red dots are normal state data, red line is the fit. Blue dots are
the superconducting state data, with the fit plotted as a line. The pink line is
the ΓS,D resulting from the superconducting fit in the normal state function,
and the turquoise the opposite.

42

4



4.5 Single wire Andreev bound states

4.5 Single wire Andreev bound states

3.0 3.1 3.2 3.3
−1.5

−1

−0.5

0

0.5

1

1.5

0.00

0.02

0.04

0.06

0.08

0.10

dI
/d

V[
e2 /h

]

VBG [V]

V
S

D
 [m

V
]

oddeven even

Figure 4.7 Andreev bound states on a single wire on sample A Single-
wire Andreev bound state on a single junction, with the other junction depleted
by the application of −9 V on the Sidegate, demonstrating a clear even-odd
pattern.

By depleting one junction with a sidegate and tuning the other to the onset
of conductance, we can probe single-wire junctions in our double wire system.
We then see clear odd-even state alternating bound states (data for device A
in fig. 4.7. The qualitative shape of the Andreev bound state is consistent
with a junction with weak Γ/U coupling to the superconductor, which is also
consistent with the coupling rates summarised in table 4.1. This explains why
this pattern of ABS was primarily observed in device A, which has the weakest
coupling to the source and drain of all the devices measured in this chapter.

4.5.1 Magnetic field dependence
We now look at the magnetic field dependence of the Andreev bound states.
Figure 4.8 a) shows a bias-gate conductance scan of a strongly coupled Andreev
bound states. Applying a magnetic field parallel to the wires in b), we observe
the Zeeman-like splitting with a g factor of approximately 10 ± 1 by visually
adjusting a guide to the eye line to the data in fig. 4.8. The observed value
is lower than the measured bulk value of 14.5 [106]. The superconducting gap
closes for a field strength above ∼ 350mT , which is lower than what has been
reported in nanowire heterostructures [31], or even for the device measured in
chapter 6, which quenches at > 600 mT grown shells. As shown in fig. 4.8
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Figure 4.8 Magnetic splitting of the Andreev bound states on sample
D a) Differential conductance as a function of bias and gate, with a cross-
section displayed in b), where the magnetic field parallel to the wire is swept.
The red line indicates a g factor of 9.5. c-d) Two measurements taken at
identical gate values, with d) at higher resolution. The dotted line indicates a
g factor of 10.4.
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4.6 Spurious dots

c) and d), at a (backgate,sidegate) setting of (-1.1,1.1), sample D also shows
split Andreev bound states joining at 0 bias.
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Figure 4.9 Spurious dot in sample B. a) Gate-gate differential conductance
map at 0 magnetic field. b-d) Cross-sections (along the lines shown in a.)
additionally scanning source-drain bias. The arrow highlights the sharp change
in conductance.

4.6 Spurious dots

As it can be seen in the gate-gate map in fig. 4.9 a), the arrows point to a
sharp feature in transport. In fig. 4.9 b) one sees a cross in the bias, rem-
iniscent of a Coulomb diamond, but not appearing as a resonance but as a
gate jump: the feature gates the junction measured in transport, acting as an
uncontrolled gate. This could be interpreted as dots which are only coupled
to the normal part of the wire but not the region proximitized by supercon-
ductivity: they ignore the gap, but when their occupation number changes,
the presence of an additional electron capacitatively gates the channels that
contribute to transport. Furthermore, in devices with both sidegates and the
backgate, pushing the backgate to negative voltage while compensating with

4
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4 Andreev bound states in a double nanowire NS Junction

the sidegates removes these features, hinting at a location of these spurious
dots on the lower part of the device.

4.7 Overlapping single-wire Andreev bound states

We now investigate the behaviour of the Andreev bound states when both
junctions are brought to resonance. A requirement for the hypothesised frac-
tional topological states - whose quest was at the origin of this project - in
double wire hybrids is a stronger crossed Andreev reflection transport process
as compared to the co-tunneling of Cooper pairs. This can be probed in a
Cooper pair splitter setup as reported in [104]. However, such an experiment
requires individual contacting of the two wires, which our samples do not allow.
Another signature of strong crossed Andreev reflexion is the Andreev molec-
ular state [121, 77, 78] . As the latter is a coherent state spanning both wire
segments and is coupled through the superconductor, its presence is revealed
by a characteristic anti-crossings of the single-wire ABS [78]. To investigate
the presence of these anti-crossings, we scan a region in which identified reso-
nances of both wires are made to cross by tuning the plunger gates.

Figures 4.10 and 4.11 show the result of this effort: we explore the dif-
ferential conductance dI/dV of the junction as a function of plunger gates
and source-drain bias. In a) of both figures, we find overview conductance
maps plot dI/dV as a function of plunger gates. In numbered cross section
plots, plunger gates are varied along paths shown in the overview plot, and
the source-drain bias is additionally swept. In fig. 4.10, the cuts are chosen
so that each cut varies the chemical potential on both wires equally, while the
chemical potential difference between the wires is altered for each cut. We see
Andreev bound states overlapping, seemingly uncoupled to each other, their
shape remaining identical, unperturbed by the Andreev bound states associ-
ated with the other wire. This superposition is well shown by the Andreev
bound states highlighted by the yellow and white arrow. In fig. 4.11, the cuts
are chosen so that the chemical potential is kept constant on one wire while
scanned on the other. To help the reader orient himself, the star follows a
single Andreev bound state crossing in all cuts. The slope of this particular
bound state in cut 5 is due to the misalignment between the resonance and
the cross section path which was chosen.

Surprisingly, neither sample D nor E, despite demonstrating good trans-
port properties evidenced by large coupling rates Γ ∼ Eadd and a clean
superconductor-semiconductor interface evidenced by a gap of hardness GN/GS >
100, exhibit such anti-crossings. As we will show in the next section, such
anti-crossing was indeed observed in sample E, but did not disappear when
the superconductor was made normal.
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Figure 4.10 Overlapping Andreev bound states a), b) Gate-gate maps
of dV/dI at fixed bias 0 and 150 uV c) Bias/Gate maps along the red dashed
lines in a) and c). We see multiple bound state spectra crossing without
showing any anti-crossings or expected evidence of interacting, as reported
e.g. in [78].

Figure 4.11 Overlapping Andreev bound states a), c) Gate-gate maps
of dV/dI at fixed VSD 0 and 120 uV b) Bias/Gate maps along the red dashed
lines in a) and c). Taking perpendicular cuts allows for a more complete
picture. ⋆ Follows the bound state of a dot resonance through the maps and
cuts.
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4 Andreev bound states in a double nanowire NS Junction

4.8 Gap size artefact

Two features are present in the data presented in this chapter, the 1-∆ coher-
ence peaks of the superconducting gap seemingly grow when both dots are on
resonance, a possible signature of an additional coupling energy, and a region
of inhibited conductance near 0 bias, evidenced e.g. by a horizontal dark line
in the cuts of figure 4.11. Furthermore, the gap enlargement effect persists
when voltage is measured in a pseudo-4-terminal setup, confirming that the
applied bias truly corresponds to the voltage drop between the source and
drain contacts.
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Figure 4.12 Resistor in series in sample E. a) Measured conductance
plotted as a function of applied source-drain voltage bias and path mixing
sidegate and backgate. b) Conductance as a function of actual junction voltage
bias, assuming the source-drain voltage occurs over the junction and a 3 kΩ
resistor in series.

However, accounting for a resistance in series to the N-S junction removes
this effect, as shown fig. 4.12 which depicts the raw data on the left and the
adjusted data on the right for a series resistance of 2 kOhms. Since both the
DC and the AC components of the current through the sample are monitored,
the voltage VSeries = ISample · RSeries can be subtracted from the applied bias
to yield the bare junction voltage drop. This suggests that this voltage drop
is not part of the N-S junction but still occurs between the source and drain
contacts of the device.

As a result, we find it extremely unlikely that this effect is the signature of
a larger ∆ or has a relation to the N-S physics under study.

48

4



4.8 Gap size artefact

Vpath [V]

d)

e)

f)

0.4
0.2

-0.2
-0.4

0.0

0.4
0.2

-0.2
-0.4

0.0

0.4
0.2

-0.2
-0.4

0.0

V
S

D
 (m

V
)

0 0.2 0.4 0.6-0.2-0.4-0.6

B=0mT

6

5.5

5

4.5

1 1.5 2 2.5
VSG2 [V]

V
S

G
2 [

V
]6.5

d)

e)
f)

0

2

G
[e

2 /h
] 0

2

0
2

0
2

αΓL,R + ΔVSG1,2,C

ΔVSG2,CV SG
1

VSG2

b)

(n+1,n+1)

(n,n+1)

(n+1,n)

(n,n)

a)

B = 200mT

Figure 4.13 a) Conductance at 0 bias in the superconducting state, with the
normal state of B=200mT inset b) sketch of the expected conductance map
for a coherently coupled double dot. d-f) Selected cross-sections of a) sweeping
additionally bias.

4

49



4 Andreev bound states in a double nanowire NS Junction

−1.0 −0.5 0.0 0.5 1.0
Cut path [V]

0

1

2

0 1 2 3
4

5

6

7

0

1

2

0 1 2 3
4

5

6

7

0

1

2

3

VSG2 [V]

V
S

G
1 [

V
]

dI
/d

V[
e2 /h

]

VSG2 [V]

V
S

G
1 [

V
]

dI
/d

V[
e2 /h

]

dI
/d

V[
e2 /h

]

a) b)

c)

Figure 4.14 Coherently coupled double dot in sample C. a),
b)Differential conductance mapped as a function of plunger sidegates in the
superconducting (left) and normal state (right, B = 200 mT) Cross-sections
in the normal and superconducting state shown in c).
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4.9 Coherently coupled dot Andreev bound states in an N-S
double junction

Recent work [78], [122] reports the coupling between Andreev bound states
through the superconductor. In [122], the evidence relies on tuning the phase
difference of one junction using a flux loop and observing the corresponding
current-phase relation oscillations on the other. In [78], anti-crossing of Andeev
bound states attributed to the individual junctions are observed.

In the lower left quadrant of Fig 4.13, a gate-gate map measured on sample
E shows a clear anti-crossing of two bound states. Cuts of the states, while
varying the bias are shown on the right hand side. Inset in the conductance
map is the same parameter region mapped with the superconductor quenched
to the normal state. Coherent coupling is evidenced by the anti-crossing of dot
resonances attributed to separate wires. However, the anti-crossing persists
in the normal state, when a magnetic field of 200 mT is applied out-of-plane,
thus exceeding the critical field of the superconducting shell. This indicates a
coupling mechanism independent of superconductivity.

Since the double wires join within the growth chamber, before the oxide shell
is formed, it is not guaranteed that direct inter-wire tunnelling is forbidden.
A contact between the wires could lead to dot states hybridising, and explain
the observed feature. In the region of the anti-crossing, the single electron
wavefunction would thus spread over both wires.

Although we do not see the expected disappearance of the anti-crossing
under the magnetic field, we inspect the gate plots in the normal and super-
conducting states in order to quantify the strength of the coupling mechanism
originating from the superconducting state. The distance between the reso-
nances is the sum of two contributions: on one hand, capacitive cross-talk of
the dot states shifts the resonances when an electron is added, a contribution
we denote by ∆VC . The tunnel coupling between the dot states is denoted
by ΓL,R. Thus, the distance in a gate-gate map between the peaks is given
by αΓ + e∆V,C . The lever arm α provides the conversion between the gate
voltage applied and the energy scale. The top panels of fig. 4.14 compare
the gate-gate conductance maps in the superconducting state (left) and the
normal state (right), while the lower panel shows side selected cuts around the
anti-crossing region of interest, with the two cuts representing dI/dV in units
of e2/h (red and green). We observe an increase in peak-to-peak distance no
greater than Γ + e∆VC/α = 0.3 µeV, the convoluted nature of the right peak
making exact fitting impractical. This value is the maximum of the coupling
between the dot states associated with the resonances, which is influenced by
the superconductor. Being an order of magnitude smaller than the other rele-
vant energy scales of the system (dot level spacing, source and drain coupling
strengths) would make an interaction of this strength challenging to observe.
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4 Andreev bound states in a double nanowire NS Junction

4.10 Discussion

In conclusion, we demonstrated that the samples that we investigated exhib-
ited excellent contacting properties with evidence of ballistic transport, hard
gaps and transport in the superconducting state following the BTK model.
Furthermore, on some devices we show precise control of the barriers, enabling
the transition from a dot regime to a more ballistic regime of transport.

As expected, 70 nm junctions exhibit larger Coulomb charging energies, and
therefore cleaner features. However, in these short junctions, no evidence of
anti-crossings between Andreev bound states attributed to separate wires was
observed. In the 120 nm junction, a clear signature of the anti-crossing of
two Andreev bound states is observed. Furthermore, we could show that the
coupling energy increases by no more than 0.3 µeV. This value is half an order
of magnitude below the thermal energy of the electrons in our setup, which
makes a direct observation extremely challenging.

Another puzzle is the absence of Cooper pair splitting, which was observed
in functionally similar double nanowire devices, reported in [104, 123]. Al-
though these reports use a 3 terminal setup, our use of common source and
drain contacts should not inhibit the Cooper pair splitting, which should
show a conductance enhancement when both wires are on resonance, with
Gres = Glocal + Gnonlocal, i.e. the conductance of a crossing of two reso-
nances should be greater than the sum of the conductance of the individual
resonances. A clear difference between our device and the ones from the two
reports is a higher value of the conductance peak height of resonances, indicat-
ing stronger coupling to the source and drain contacts. Ironically, the need for
an expitaxial pristine interface might also be detrimental: the junction then
cannot be in the dot regime, since ΓS ∼ E(n+1)−n. As a direct consequence,
the electrons’ lifetime in the dot state is short, broadening the resonances and
possibly weakening interaction effects.
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All that is gold does not glitter, not all who wander are lost.
- J.R.R. Tolkien

We now turn our attention to a double nanowire Josephson junction. The
comparison of a double wire junction to a single wire Josephson junction,
whose characteristics are well understood [124] [125], should yield an insight
into the nature of non-local transport processes, specifically the identification
of crossed Andreev pairing of the quantum states in both wires through the
superconductor. In this chapter, we will first present the devices, characterise
them in the normal state, and investigate the behaviour of the Josephson
physics. Although work on similar platforms finds evidence for crossed An-
dreev pairing by probing a Cooper pair splitter [104], or observing non-local
Josephson effect [122], correlation in the superconducting currents were not
observed in this experiment, which we attribute to election decoherence in the
230 nm long nanowire segments.
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5 Double nanowire Josephson junction

5.1 Device and characterisations

The samples are fabricated using post-selected wire pairs after dry deposition
of 40nm InAs nanowires that were epitaxially grown by the Sorba group in
NEST Pisa (see chapter 3 for fabrication details). Common aluminum source-
drain contacts and a pair of sidegates were evaporated in a single step following
native oxide removal by sulfur passivation, as shown schematically in fig. 5.1
a). A false-color electron micrograph of the device is displayed in fig. 5.1 b).
The junction length was measured using the electron micrograph to be 230 nm.
Two nominally identical devices were measured in a single cooldown, labeled
A and B.

L

R

a) b)

Figure 5.1 Double nanowire Josephson junction a) Electrical model b)
False-color electron micrograph of the device

5.1.1 Transport in the normal state
We first focus on the characterisation of electron transport in the normal
state. Figure 5.2 shows, in a), the differential conductance as a function of
both plunger gates, and in b), selected cuts chosen so as to keep the chemical
potential constant in one of the wires.

The characteristic crossing patterns are similar to the ones observed in the
previous chapter, with the difference that the lever arm ratio between the
sidegates is larger: we have a 15:1 ratio on one wire and 5.5:1 on the other. The
asymmetry stems from the visible difference in the sidegate-to-wire distances
between the two wires and leads to a better individual control of the chemical
potential in the wire segments. Weak conductance plateaus above 5 Volts
are observed, e.g. upper cuts in fig. 5.2 b). Thus, we conclude that the
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Figure 5.2 a) Conductance in the normal state (out-of-plane magnetic field
of 200 mT), measured on device A. b) Two cross-sections along paths chosen
to keep one wire at constant chemical potential

high contact quality of the sulfur passivated wires enables us to see traces of
quantized conductance, although the quality of the interface does not match
the in-situ evaporated shell of the previous chapter.

5.2 A double InAs nanowire Josephson junction

Figure 5.3 a) shows the differential conductance as a function of source-drain
bias. The ±2∆ region exhibits enhanced conductance with dips at fractional
values of 2 ∆, which we identify as multiple Andreev reflections. Comparing
these results to the modelling done in [92], these characteristics indicate a
junction transparency greater than 0.5. In order to investigate the 0-bias
conductance peak, we switch the electric setup to bias the junction in current
and not in voltage.

Figure 5.3 b) shows the differential conductance in the superconducting
state, as a function of bias current at 0 plunger gates. A characteristic drop at 0
bias indicates coherent tunneling of Cooper pairs, called a supercurrent, which
breaks down at the critical current IC . The residual resistance of ∼ 1.5 kΩ
is larger than the expected fridge line resistance of 550 Ω and is attributed to
noise broadening the transport features. Another strong feature is a sharp in-
crease in differential resistance, forming two peaks at symmetrical bias values.
This is tentatively attributed to the heterogeneous nature of the supercon-
ducting film, namely the non-planarity of the evaporated film following the
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Figure 5.3 Josephson junction features on sample B. The labels denote
the supercurrent SC, multiple Andreev reflections MAR and the 4∆ enhanced
conductance. a) Differential conductance as a function of source drain voltage
bias. b) Differential resistance as a function of current source drain bias.

nanowire geometry. More precisely, the peak occurs at the critical current of
this parasitic junction.

A rough estimation allows a conversion from the voltage biased conductance
values of fig 5.3 a) to the critical current, which can be evaluated by integrating
the conductance in the 0 bias peak, yielding in this case a critical current IC ∼
11.3 nA. This number is consistent with values extracted from the current-
biased measurements.

5.2.1 Magnetic field dependence

0 50
−100

0

3.5

4.0

4.5

0 25 50 75

−200

0

200

2

3

4

5

6100

dI
/d

V[
e2 /h

]

I S
D
 [n

A
]

Bz [T]Bz [T]

I S
D
 [n

A
]

dI
/d

V[
e2 /h

]

a) b)

Figure 5.4 Quenching the superconductor. Conductance as a function
of current bias and out-of-plane magnetic field strength for samples A (a))
and B (b)).
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5.2 A double InAs nanowire Josephson junction

In order to further investigate the superconducting properties of the junc-
tion, we now consider the conductance as a function of current bias and of an
out-of-plane magnetic field, shown in fig 5.4 a) for sample A and for sample
B b), for zero plunger gates. We first note the expected closing of the super-
conducting gap at around 50 mT, a value in line with other measurements of
thin-film aluminum deposited using the same evaporator. Interestingly, the
critical current remains constant in both samples up to the superconducting-
to-normal transition.

On the other hand, sample B presents a richer set of features: we first note
weak (∼ 10%) oscillations reminiscent of a current-phase relation of a SQUID.
The oscillation period of 20 mT would correspond to an area of 0.1 um2, a value
exceeding the geometric area between the wires (40nm× 230nm = 0.01 um2).
The difference could be tentatively explained by a combination of the focusing
of the magnetic field expelled from the superconductor, and the finite penetra-
tion length of the field into the superconductor. We also note that the dips in
resistance at ±200 nA quench at a larger critical field of ∼ 90 mT, compared
to the 50mT at which the supercurrent vanishes. This dip in the critical cur-
rent could be explained by a weak link in a part of the superconductor with a
different geometry, and thus a different critical current value.
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Figure 5.5 Narrowing of features in the superconducting state in
sample B. a) Differential conductance as a function of sidegates in the su-
perconducting state. b) Conductance map with the same parameters in the
normal state when 200 mT are applied out of plane.

5

57



5 Double nanowire Josephson junction

5.2.2 Comparing conductance in the N and S states
Fig 5.5 displays a comparison between 0-bias conductance in the normal (left,
200 mT applied out-of-plane) and superconducting states. We note a clear
sharpening of features, and conductance enhancement. Although the broad
features are strikingly similar, it is important to keep in mind the different
nature of the transport processes. In the normal state, we recognize dot-like
resonances. In the superconducting state, the 0-bias signal we see is actually
the superconducting 0-bias peak of the supercurrent, i.e. direct tunnelling of
Cooper pairs through the junction.

In the left figure, the metallic nature of the source and drain contacts causes
the device layout to be identical to the normal state conductance maps of the
last chapter, although a key difference is noteworthy: in the previous chapter,
the in-situ grown shell offers a pristine epitaxial lattice-matched interface on
one hand and an ex-situ evaporation on the other, which leads us to expect an
asymmetric transparency of the contacts. In the device considered here, the
source and drain contacts are fabricated in the same step and are expected to
be identical.

5.3 Supercurrents
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Figure 5.6 Absence of non-local critical current a) Critical current
mapped as a function of plunger sidegates. b) Selected cuts, with the difference
plotted in black, indicating no additional current when resonances attributed
to the individual wires cross.

We now consider the critical current IC of the Josephson junction. In a per-
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5.3 Supercurrents

fect experimental setting, extracting the critical current from a current-biased
measurement and considering the 0-bias conductance in a voltage-biased mea-
surement should yield similar results, assuming the broadening of the 0-bias
peak is constant. However, the applied bias voltage slightly differs from the ac-
tual source-drain bias voltage, as evidenced by a superconducting peak slightly
shifted from 0, typically by a few microvolts.

In order to record the critical supercurrent, traces of differential resistance
versus bias current were recorded for every point, and the peak-to-peak dis-
tance divided by 2 is then plotted as a function of plunger gates, as can be
seen in fig 5.6 a), with selected cuts displayed in b). Cuts were taken along res-
onances attributed to both wires, both on- and off resonance. The difference
between the on and off-resonant cuts is plotted in black, showing no additional
current when crossing a resonance from the other wire, indicating the absence
of a non-local transport process.

5.3.1 Discussion
In contrast, a report from a similar experiment [126] shows a supercurrent
enhancement of 57.3% when overlapping the first conduction channels. A key
difference to the device investigated here is the junction length, which in our
case is ∼ 230 nm compared to the much shorter ∼ 30 nm of the report. In-
terestingly, the supercurrent values reported for single-wire conductance are
similar to the values we observe, indicating similar transparencies for both
devices. We attribute the absence of coherent non-local transport in our work
to the loss of coherence in the much longer Josephson junction. Indeed, the
phase coherence length of electrons in InAs wires has been reported by [127]
[128] to be in the ∼ 50 − 150 nm range. Our results are in agreement with the
requirement that such non-local supercurrents demand coherent transport of
the individual Cooper pairs through the junction; the presence of the super-
current merely indicates an overlap between the superconducting macroscopic
wave function of the proximitized wire’s region. Furthermore, one requires co-
herence not only spanning the 230 nm junction, but also through the contact
region where defects add an additional source of decoherence: the two electrons
involved in the non-local Josephson process must not lose coherence to each
other. Additionally, flux noise in the junction adds a source of decoherence.
This is minimized in the device reported on in [126]by a junction-covering top
gate.

In the next chapter, a device with a similar configuration but with in-situ
epitaxial aluminum was measured. As it will be discussed, the analysis of the
critical current did yield a similar absence of non-local transport.
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6 Quasiparticle trapping in a S-N-S junction

Lorsqu’une question soulève des opinions violemment contradic-
toires, on peut assurer qu’elle appartient au domaine de la croyance
et non à celui de la connaissance.1

- Voltaire

1If a question sparks violently contradicting opinions, one can be sure that it belongs to
the realm of beliefs, and not that of knowledge.
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6 Quasiparticle trapping in a S-N-S junction

6.1 Introduction

In the BCS picture of superconductivity, electrons form Cooper pairs which
then condensate into a macroscopic wavefunction. The only allowed trans-
port process through a semiconducting weak link and within the energy gap
involves either the co-tunnelling of two electrons through a quantum dot state
or an Andreev reflection. Tunnelling spectroscopy of the density of states re-
veals the superconducting gap as an absence of available states. As already
discussed in chapter 3, unless the aluminum is evaporated in-situ, yielding a
pristine interface between the superconductor and the nanowire, spectroscopy
measurements usually reveal a soft gap, i.e. conduction in the forbidden en-
ergy range. The current in the gap arises from the excitation of quasiparticles.
Theoretical modelling presented in [129] attributes the microscopic origin of
these quasiparticles to impurity states resulting from the fabrication process,
in our case most likely during oxide removal.

These quasiparticles enable single-electron tunnelling processes that break
the coherence of the superconductor. In the case of a Coulomb island, a build-
ing block of the theorized Majorana modes, single electron processes change
the parity and therefore poison the island and its hosted topological states
[115]. This concern led to a quasiparticle filter device being designed and
reported in [114].

Interest in quasiparticles and their control predates topological nanowire re-
search. Indeed, quasiparticles are a major limiting factor on the performance
of mesoscopic devices. In superconducting qubits, quasiparticles interact with
the phase degree of freedom and provide a parasitic channel for the qubit re-
laxation [130, 131]. In Cooper pair pumps, quasiparticles lead to counting
errors and limit the accuracy of the current-frequency relation [132]. While
advanced processing techniques reduce quasiparticle generation, their excita-
tion cannot be fully inhibited. Fortunately, the mobile nature of quasiparticles
allows for another strategy, their trapping, confining them to a region of the
superconductor far from the Josephson junction.

Although the samples presented in this chapter feature an in-situ evaporated
shell, our data shows they do not present an ideal Josephson junction behaviour
at 0 magnetic field. Strikingly, under the application of a magnetic field in the
order of only ∼ 30 mT, a dramatic increase of the critical current is observed.
In the more extreme cases the supercurrent is completely absent at 0 field and
reaches a value of ∼ 6nA at 15 mT. We tentatively attribute this enhancement
to trapping of quasiparticles improving the coherence of the junction.

6.2 Device

The devices were fabricated from grown InAs double nanowires, with a 20nm
in-situ evaporated aluminum shell. The shell was shadowed during in-situ alu-
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a) b)

SG1

N.C.

evap

shell

Figure 6.1 Schematic representation of devices A (a)) and B (b)).

minum evaporation by wires, such as to create a thin slit of ∼ 100 nm, thus
creating a weak-link between two shell halves in which Josephson physics are
expected. The fabricated devices are schematically shown in fig. 6.1. Addi-
tional aluminum was evaporated on the shell in order to insure good contact
between the shells of both wires. Sample A follows a similar contact layout
as the device presented in the previous chapter: common source and drain
contacts for both wires and two sidegates. Unfortunately, an electrical leak
shorts the backgate to the drain, and a single sidegate enables the control of
the chemical potential of the junction, the other sidegate being inoperable.
Sample B was designed to include a flux loop in the drain contact. Unfortu-
nately the lift off of the metal enclosed by the loop was unsuccessful, effectively
shorting the contact of both wires. Source and drain contacts, as well as the
sidegates, were fabricated using a 100 nm thick evaporated aluminum in our
UHV system following oxide removal by argon milling. Measurements will fo-
cus on sample B, owing to the better control offered by operating the plunger
backgate. It is however important to note that since we observe qualitatively
similar quasiparticle trapping behaviour in sample A, we can exclude impuri-
ties resulting from the unsuccessful lift-off in sample B as being the source of
the observed phenomena.

6.3 Normal state characterization

Following the procedure used in the previous chapters, we first characterise
our junction in the normal state, obtained by the application of a 200 mT
out-of-plane magnetic field. A gate-gate map of the differential conductance
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6 Quasiparticle trapping in a S-N-S junction
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Figure 6.2 Normal state conductance a) Conductance as a function of
plunger side- and backgate under an out-of-plane magnetic field of 200 mT.
b) Cross-section of a) for SG at -6V

for sample B is provided in fig. 6.2 a). We recognise the characteristic double-
wire pattern of resonances with two sets of slopes mirroring the lever arm
ratio of the side-and backgate to both wires. The vertical lines are attributed
to charging of defects, as the effect is fully controlled by the backgate and
independent of the sidegate setting. As it can be seen in a cross-section of
the gate-gate map at a sidegate voltage, shown in fig 6.2 b), we observe clear
conductance plateaus at 2e2/h and 3e2/h.

Gate-Gate map in the superconducting state

The gate-gate map of the same device in the same gate parameter range in
the superconducting state is shown in fig. 6.3 a). As expected, we note the
narrowing of features compared to the normal state. The plateaus are less
pronounced, some regions of uniform conductance are suppressed. Interest-
ingly, setting the field at 20 mT yields a marked enhancement in conductance,
shown in fig. 6.3 b), which will be discussed below.

6.4 Josephson physics

We now consider a current-biased measurement of the junction as a function of
plunger backgate, shown in figure 6.4 a). As we increase the backgate voltage,
the normal state resistance decreases and a supercurrent appears, as shown by
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6 Quasiparticle trapping in a S-N-S junction

a cut in figure 6.4 c). Additionally, we recognize a ∼ 25% reduced resistance in
the ±2∆ region and traces of multiple Andreev reflection (MAR). Applying a
20 mT out-of-plane magnetic field enhances the supercurrent from ∼ 1.25nA to
∼ 9nA and features associated to the superconducting junction become more
distinct. As an indicator of the junction quality we now evaluate the RNIC

product of our junction, as was introduced in section 2.4. Using the data from
fig 6.4, we obtain η0mT ≃ 4.5% and η20mT ≃ 35.2%. The microscopic origin of
this improvement, which we attribute to magnetically-driven trapping of the
quasiparticles, will be discussed at the end of this chapter.

6.5 Andreev bound states in the junction

Voltage-biased measurements, which present the advantage of proving a direct
energy scale, are especially relevant for the analysis of Andreev bound states
and multiple Andreev reflections.

In figure 6.5, the sidegate and bias were swept in the same sidegate range
for magnetic fields of 0, 20, and 200 mT, with the junction respectively in the
superconducting state, in superconducting state with quasiparticle filtering,
and in the normal state. We first note the appearance of a 0 bias conductance
anomaly, the super-current, at 20 mT, denoted by the abbreviation SC in the
figure. We also observe Coulomb diamonds for low sidegate voltage values in
the normal state (c) where B = 200 mT), which result in Andreev bound states
in the superconducting state, denoted by ABS in the figure. At higher sidegate
voltages, where the junction is not purely in the dot regime, as evidenced by
the presence of a conductance background and the washing out on resonances
in the normal state, we see multiple Andreev Resonances (MAR), which can
be distinguished from Andreev bound states by the fixed 2∆/n bias value of
the resonances. Arrows are shown at 2∆/n, n = 1, 2, 3, 4 bias values for a ∆ =
205 µV, proving these resonances result from multiple Andreev reflections. As
it can be seen in the conductance cross-sections shown in fig. 6.5, the n = 3, 4
MAR resonances become indistinguishable as conductance is enhanced. A
reference cross-section in yellow, taken at -8.55 V, is used to determine ∆J ≃
205 µV. Theoretical modelling reported in [92], which follows the finding that
multiple Andreev reflections manifest as either dips or peaks in conductance,
already reported in [89], leads us to estimate the transparency of the reference
cross-section as being τ < 0.3. This low transmissivity with the Coulomb
diamonds observed in the normal state conductance indicates the formation
of dots. In contrast, cross sections taken at −3.7 V show multiple Andreev
resonances consistent with a transmitivity τ > 0.8. The applied voltage is
plotted, the actual voltage drop over the junction is smaller owing to parasitic
resistance in series with the junction.

Overlapping of Andreev bound states attributed to different wires were in-
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6.5 Andreev bound states in the junction
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6 Quasiparticle trapping in a S-N-S junction

vestigated following a similar method to section 4.7, but no anti-crossings could
be found.
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Figure 6.6 Absence of non-local transport evidence in critical cur-
rent in sample B. Critical current as a function of sidegate and backgate
voltages. Inset: the critical current is extracted from traces of differential
resistance measurement in current bias, determining the inflection point of
spline-interpollated data (spline shown), inflection points denoted by the red
vertical lines.

6.6 Mapping the critical current

Repeating the procedure from chapter 5, we investigate the local nature of the
Josephson current. Critical current as a function of plunger backgate and side-
gate is plotted in fig. 6.6, with the critical current extraction procedure shown
in the inset. Despite a shorter junction, in-situ contacts and conductance
plateaus hinting at ballistic transport, we do not observe a non-local current.
Five similar maps were measured around (backgate,sidegate) coordinates of

68

6



6.7 Quasiparticle trapping

(-18,0),(0,0),(-15,0),(8,0), shown, and (-6,5), covering a large parameter range.
These points were selected for normal state conductance showing resonances
attributed to both wires. Furthermore, the resonance denoted by an arrow in-
flects, following one slope then another, indicating a state with a wavefunction
hybridising both wires, similar to the anti-crossing seen in sec. 4.9.

Our interpretation is the same as the one reached in chapter 5. Despite the
ballistic nature of the transport process, the absence of a non-local transport
process is attributed to loss of coherence through the junction. It is important
to note that the measured junction length only reflects the gap between the
source and drain metallisation, but the electrical contact interface possibly
extends 100s of nanometers under the contact leads.

6.7 Quasiparticle trapping

As shown in the preceding data, applying a 20 mT magnetic field dramatically
improves the critical field of the Josephson junction. Two recent reports from
the groups of Giazotti and Tarucha [133] [134] show strikingly similar enhance-
ments in the critical current of single InAs nanowire Josephson junctions. The
former attributes the enhancement to "a magnetically driven zero-energy par-
ity crossing of Andreev levels in the junction which is expected to occur for
magnetic fields applied perpendicularly to the wire axis." Throughout our ex-
periments with similar nanowires, evidence for a topological phase transition
has remained elusive, which is consistent with the attribution of the infamous
0-bias peak to topologically trivial Andreev bound states [34]. We will thus
not focus on an explanation involving a non-trivial topological state. Inter-
estingly, the enhancement occurs at 20 mT, which is comparable to the 15 mT
we observe.

The latter report attributes the enhancement to quasiparticle trapping in
vortices of the source and drain leads, in the vortex cores, the superconducting
pair potential is broken, allowing single-electron processes and acting as a
trapping potential for quasiparticles.

Although vortices do not form in bulk type I superconductors [36], they
have been reported in thin films made of type I superconductors, e.g. a 30 nm
thick aluminum film [135, 136].

Both reports only observe trapping for out-of-plane magnetic fields. We
investigated the dependence of the trapping transition field on the direction
and strength of the magnetic field. In contrast to the reports, we observe
trapping for all field directions, with the field at which the critical current
is enhanced depending on the direction of the magnetic field. Fig. 6.7 a)-c)
shows the differential resistance as a function of bias for all three magnetic
field directions: out-of-plane, parallel to the wires and perpendicular to the
wires. The features are identical, except for the field strength at which the
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Figure 6.7 Anisotropy of the critical current with trapped quasi-
particles in sample B. Differential resistance as a funtion of current bias and
magnetic field strength for 3 different field angles: parallel to the wire shell
in a), perpendicular in b) and out of plane in c). The angle of the shell was
determined by scanning the magnetic field angle at 300 mT, where the super-
conducting shell quenches for non-parallel fields. d) cross-sections of a-c) after
the trapping transition.
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6.7 Quasiparticle trapping

trapping occurs: ∼ 45 mT for parallel field, ∼ 35 mT for perpendicular field
and ∼ 15 mT for out-of-plane field. This fundamental difference has a serious
consequence: vortices have been shown to be expelled from the narrow super-
conducting lead or shell of width W for a magnetic field below B0 = ϕ0/W2

[137] [136] [138], with ϕ0 the magnetic flux quantum. In the report from
Tarucha, this poses no issue, since a large source and drain contact geome-
try (estimated to be ∼ 1 µm large from their micrograph) allows for hosting
vortices in magnetic fields with a strength greater than 2 mT. In our devices
however, when the magnetic field is oriented in the sample plane, the thick-
ness of the evaporated leads is ∼ 100nm, excluding the presence of vortices
for magnetic field strengths under 200 mT. We thus consider the presence of
quasiparticle-trapping vortices as being unlikely.

In the absence of normal metal in the vicinity of the junction (the nearest
gold from the base structure is > 100 µm away), the remaining candidate is
considered to explain the observed phenomenon: that regions of the supercon-
ductor with lower gap size traps quasiparticles.

Gap size engineering

The Gap size ∆ is a property of the superconductor that can vary over dis-
tances beyond the coherence length: although its value is measured to be
390 meV for bulk aluminum, variations in material quality [139], film geometry
[140] as well as experimental parameters (foremost temperature and magnetic
field) all locally influence the gap size ∆∗(r). Gap size engineering by intro-
duction of oxygen during the evaporation process has been reported in [139].
Used to stabilize a Cooper pair transistor, the authors observe that defects in
aluminum increase the critical temperature of the superconductor and thus
the gap size.

In our samples, the superconducting source and drain contacts are of hetero-
geneous nature: The evaporated aluminum is deposited at a higher pressure
and temperature than the epitaxial aluminum of the nanowire shell, and thus
it is to be expected that the gap size be slightly different: the presence of a
background pressure of oxygen at 5 × 10−9 bar is likely, and, consistent with
the report wherein oxygen is introduced in the evaporation chamber [139], we
expect the gap size ∆evap > ∆in-situ. On the other hand, comparing data from
chapters 4 and 5 shows an out-of-plane critical field difference, ∼ 50 mT for
evaporated aluminum and ∼ 200 mT for the in-situ grown shell. The conse-
quences of these different behaviours are sketched in fig. 6.8. In a) at 0 field,
the gap of the shell is smaller than that of the evaporated aluminum. This has
the consequence that the filter acts in reverse, actively trapping quasiparticles
in the vicinity of the junction. This artificial deterioration of the junction is
evidenced by the RNIC coefficient of 4.5% presented in section 6.4 and consis-
tent with our observation of a critical current enhancement of 500%, compared
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Figure 6.8 Magnetically activated engineered gap quasiparticle filter
in sample B. a) at Bout of plane = 0 mT. b) at Bout of plane = 20 mT. c)
Gap sizes as a function of field. The critical field of the evaporated shell is
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6.7 Quasiparticle trapping

to the 100% − 200% ratio roughly estimated based on the figures in [133] and
[134].

When the magnetic field is applied, the evaporated aluminum quenches at
lower critical field values than the shell, as sketched in c). When the field is
greater than the cross-over point, as sketched in b), the smaller gap size of the
region further from the junction actively traps quasiparticles, resulting in an
enhanced critical current.

Mixed state of the superconductor

Attributing the trapping of the quasiparticles to a local narrowing of the super-
conducting gap can be tested by considering the effect of a finite voltage biased
on the trapping mechanism. As it can be seen in fig. 6.7 a-c), the transition to
the trapped state does not occur at the same magnetic field value for a finite
bias current. This bias induced transition appears even more clearly when con-
sidering voltage-biased differential conductance as a function of source-drain
bias and out-of-plane magnetic field, shown in fig. 6.9. The quasiparticle trap-
ping transition appears both as an enhancement of the critical current, and as
a strong change in the multiple Andreev reflection resonances within the ±2∆
range. The multiple Andreev reflections appear to be more distinct in the
presence of quasiparticles near the junction, whereas the dips in conductance
become weaker when those quasiparticles are trapped. The value of the dif-
ferential conductance also changes, decreasing in the ±2∆ range for trapped
quasiparticles. Pertinent to the origin of the trapping, this transition does not
occur at a fixed magnetic field value, but a roughly linear relation between the
transition bias voltage and the magnetic field strength is observed.

Our gap size engineering hypothesis fails to convincingly explain this major
feature: one would expect the necessary voltage bias to tunnel quasiparticles
to the bigger gap to be ∆evap − ∆shell (possible mechanism is sketched in fig.
6.8), whereas the bias voltage applied in this case goes up to 2∆.

Another hypothesis for the trapping mechanism considers the phenomenol-
ogy of a Type I superconductor under the application of a magnetic field. As
current flows to uphold the Messner effect, regions of the superconductor tran-
sition to the normal state [141, 36], where unbound electrons are available to
trap quasiparticles. Sharp features in the outline of a superconductor require
a larger current density to uphold the Meissner effect and thus transition at
lower fields.

For magnetic field strength values lower than but near the transition, when a
finite bias is applied, a dissipative current flows. This is evidenced by multiple
Andreev reflections, wherein each electron dissipate an energy of eVSD. This
heating of the superconductor near the junction with a power IVSD then leads
to regions of the superconductor transitioning to the normal state and trapping
quasiparticles. This hypothesis qualitatively explains the quasi linear relation
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Figure 6.9 Quasiparticle trapping in different field directions. Con-
ductance as a function of bias and out of plane magnetic field, for (backgate,
sidegate) points a) (12,7) and b) (-7,8). At the latter point, for magnetic fields
parallel to the wire c) and perpendicular d).
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6.8 Discussion

between bias and trapping transition field strength seen in 6.9, although the
observed slope depends on gate voltage settings and field orientation.

By nature, a superconductor in the mixed state is an excellent quasiparticle
trap, since the corners of the contact, due to their sharpness, are expected to
transition to the normal state at the lowest magnetic field value, providing a
quasiparticle trap in the direct vincinity of the junction.

6.8 Discussion

We observe a dramatic enhancement to the critical current, which we attribute
to reversible quasiparticle trapping by magnetically controlled gap size engi-
neering in our double nanowire junction. With our quasiparticle filter acti-
vated, we characterised our junction to be of high transparency, evidenced by
both plateaus in conductance and conductance enhancement in the 2∆ region,
with multiple Andreev reflections suggesting a near unity τ > 0.8. Although
no evidence for non-local transport could be found, as well as no anti-crossings
of Andreev bound states were observed, the η = RNIC/e∆ coefficient of 37.3%
is in line with other experimental reports [87].

Consequences for previous experiments

At this point, the "elephant in the room" is the following question: why do
those quasiparticles not play a similar role in the experiments shown in chap-
ters 4 and 5?

The devices probed in chapter 4 might have benefited from a coincidence:
one of the goal of the experiments was the characterisation of the in-situ shells
of the wires, and in order to do so, care was taken to not evaporate any
additional superconductors. This had the consequence of providing the shell
with a perfect quasiparticle trap: the evaporated Pd normal contact, a mere
∼ 800nm from the N-S junction. Evidence of this trapping is provided by the
hard gap observed in sec 4.4.

Chapter 5 presents a more perplexing puzzle: the device probed there is,
functionally, identical to the one probed in this chapter. Two differences are
especially relevant: the heterogeneous nature of the superconductor, and the
different thickness of the shell closest to the junction. Both can explain the
different behaviour of the devices: the thinner shell would transition to the
mixed state at a much lower field than the thicker evaporated shell, and the
heterogeneous superconductor acting as both a quasiparticle trap and multi-
plier.

The consequences of the inverse quasiparticle trapping (i.e. trapping quasi-
particles near the junction instead of far away) also has an unfortunate conse-
quence for regions of a semiconductor proximitized by a superconductor: they

6
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6 Quasiparticle trapping in a S-N-S junction

have, per definition, a smaller gap size, and thus we would expect them to
attract quasiparticles.

In our samples, a direct measurement of the ∆evap is not possible. Further
work could design a separate N-S structure in order to do spectroscopy of
the gap of our evaporated aluminum. The reverse operation of our trap has
important consequences for the design of mesoscale superconducting hybrids:
great care has to be taken that the superconducting gap not be smaller near
the active part of any device: although in our case our design allows for an
inversion of gap sizes by the magnetic field, other design geometries might
not. Another possibility for future work would be to design a device in which
vortices and gap size engineering compete for quasiparticle trapping: insight
could be gained in the strength of such mechanisms.
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7 Conclusion

There is nothing like looking if you want to find something. You
certainly usually find something, if you look, but it is not always
quite the something you were after.

- J.R.R Tolkien

We set out on this project with the ambitious goal of realising a parafermion-
hosting double nanowire device. Working towards this goal led us to develop
fabrication techniques and yielded measurements that allowed the investiga-
tion of multiple phenomena of a double wire semiconductor-superconductor
hybrids, even if the final goal remained elusive.

We perfected the nanowire pair fabrication workflow, redesigning the base
structure, coding and implementing a tool for faster nanowire location, reliably
achieving ∼ 2−3 working devices per cooldown. We were fortunate to collabo-
rate with the Nygard group working with their advanced nanowire pair growth
technology. This allowed a substantial improvement in the semiconductor-
superconductor interface for our double nanowire devices. Their shadowed
aluminum evaporation technique permitted us to design N-S and S-N-S junc-
tions with no required etching, yielding comparatively transparent pristine
junctions, as demonstrated in our data by conduction plateaus and a gap of
hardness > 100.

These devices enabled us to probe the fundamental physics at play in these
heterostructures, starting by designing a double wire N-S junction. Surpris-
ingly, even though our characterisations showed the good quality of our con-
tacts, with coupling ΓS fitted to be of the order of 0.2EC in our device, a
gap hardness shown to be as high as > 100, evidence for Cooper pair split-
ting or crossed Andreev reflection remained elusive. The former contrasting
with reports using similar InAs wires [104, 123]. The main difference being
the individual contacting of the latter reports, resulting in the larger source
and drain coupling rates in our devices. We characterised this difference in
coupling by considering the height of resonance peaks, which reflects the ratio
(ΓSΓD)/(Γ2

S +Γ2
D): they are around ∼ 0.25−1e2/h in our case and < 1×10−2

for the Cooper pair splitter reports. We also investigated the behaviour of
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Andreev bound states, overlapping bound states attributed to separate wire
segments, and found no indication of the hybridisation of the bound states on
different wires.

Although further investigation is required to understand why the hybridis-
ation of Andreev bound states remained elusive, one could speculate that the
high transparency of the junctions reduces the lifetime of a particle in the wire
segments to about 6 picoseconds, thus reducing the interaction energy scale
below observable values.

Then, we moved on to investigating Josephson junctions, where we char-
acterized the RNIC coefficient to be ∼ 35%e∆, compared to the theoretical
maximum of 205%e∆. Our value is close to a value obtained by a rough es-
timate based on the data presented in [126]. However, the observation of a
non-local current remained elusive in our case, which we attribute to decoher-
ence in our 280 nm long wire segments. In addition to designing a significantly
shorter (30 nm) junction, the experiment reported in [126] employed a metallic
plunger gate electrode that covered their junction, screening the electromag-
netic field in the proximity of the junction, reducing magnetic flux noise.

In a second series of measurements, we also analysed Andreev bound states
and multiple Andreev reflections in our Josephson junctions. We found that
applying a relatively small magnetic field of 20 mT dramatically increases the
critical current by up to 500%. We attribute this phenomenon to quasiparticle
trapping and propose two competing explanations, gap size engineering and
a type I superconductor in the mixed state which could explain the observed
phenomena.

The perplexing elusiveness in our experiments of any evidence for non-local
currents, Cooper pair splitting, or any coupling between states in the wire
segments by the superconductor remains an interesting mystery after these
five years of research.

One naturally wants to ask why? In all the characterisations we did, we
found we have excellent coupling to the source and drain with ΓS ∼ 2meV ,
hard gaps GN/GS > 100, quasi-ballistic transport evidenced by plateaus. It
would then seem unlikely that a fabrication issue would be the cause behind
the absence of evidence for the aforementioned effects. We also varied the
parameters available to us: wire diameter (40 nm - 110 nm), ex-situ and in-
situ aluminum deposition, sulfur passivation and argon milling oxide removal
and junction length.

It is interesting to think how it is possible that dot states which we charac-
terise as being strongly coupled to the superconductor do no seem to interact
with each other: resonances clearly attributed to separate wires cross, and if
they anti-cross, they also do so in the presence of a magnetic field. Maybe it is
a mistake to think of these resonances as states living in the wire segments: we
actually found that they are much more strongly coupled (by a 5-10:1 factor)
to the superconductor than the normal lead. The issue then might not be
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that our samples were of bad quality, but on the contrary the coupling to the
superconducting leads was too strong.

Indeed, the need for a pristine defect free interface between the supercon-
ductor and the nanowire spurred the development of the in-situ evaporation
technology, yielding epitaxially matched interfaces between the aluminum and
InAs nanowire. This ultimately gave us the devices presented in chapters 4 and
6. The goal of having well-defined states in the wire segments motivated us
to shorten the junctions, effectively increasing the separation of the dot states
in the energy spectrum. Ultimately, we have resonances from which we can
conclude that the dot has a larger coupling ΓS than the ∆ superconducting
gap, meaning that most assumptions which are made in the physics describing
quantum dots coupled to superconductors do not hold true.

Also, the states of electrons in a wire segment have extremely short lifetime,
which might negatively impact their interaction strength with states from the
adjacent segment. Thus, it might not be so surprising we were unable to
resolve the effects we were after: in the desire to improve our devices, we
might have inadvertently made the effect we were after harder to observe.

In the case of the non-local Josephson effect, we tentatively conclude that
the absence of a non-local current is due to the sensibility of a double nanowire
junction to flux noise, as well as the need for coherent transport of the elec-
trons from one superconducting lead to the other, requiring extremely short
junctions.

In conclusion, we set out to design a platform hosting exotic topological
states, parafermions, and while this goal remains elusive, we gained insight into
the phenomena of a double wire semiconductor superconductor hybrid. The
surprising absence of expected phenomena highlights the need to sometimes
take a step back, and be sure to understand the physics of the underlying
systems before pursuing more elegant and sophisticated goals. 7

79





Bibliography

[1] G. E. Moore, “Cramming more components onto integrated circuits,”
vol. 38, no. 8, p. 6, 1965.

[2] D. A. Wharam et al., “One-dimensional transport and the quanti-
sation of the ballistic resistance,” Journal of Physics C: Solid State
Physics, vol. 21, no. 8, pp. L209–L214, Mar. 20, 1988, issn: 0022-3719.
doi: 10 . 1088 / 0022 - 3719 / 21 / 8 / 002. [Online]. Available: https :
//iopscience.iop.org/article/10.1088/0022- 3719/21/8/002
(visited on 10/29/2022).

[3] B. J. van Wees et al., “Quantized conductance of point contacts in a
two-dimensional electron gas,” Physical Review Letters, vol. 60, no. 9,
pp. 848–850, Feb. 29, 1988, issn: 0031-9007. doi: 10.1103/PhysRevLett.
60.848. [Online]. Available: https://link.aps.org/doi/10.1103/
PhysRevLett.60.848 (visited on 10/29/2022).

[4] L. P. Kouwenhoven, C. M. Marcus, P. L. Mceuen, S. Tarucha, and
N. S. Wingreen, “ELECTRON TRANSPORT IN QUANTUM DOTS.,”
QUANTUM DOTS, p. 110,

[5] P. L. McEuen et al., “Transport spectroscopy of a Coulomb island in
the quantum Hall regime,” Physical Review Letters, vol. 66, no. 14,
pp. 1926–1929, Apr. 8, 1991. doi: 10.1103/PhysRevLett.66.1926. [On-
line]. Available: https://link.aps.org/doi/10.1103/PhysRevLett.
66.1926 (visited on 10/29/2022).

[6] W. Lu and C. M. Lieber, “Semiconductor nanowires,” Journal of Physics
D: Applied Physics, vol. 39, no. 21, R387, Oct. 2006, issn: 0022-3727.
doi: 10.1088/0022-3727/39/21/R01. [Online]. Available: https://dx.
doi.org/10.1088/0022-3727/39/21/R01 (visited on 10/30/2022).

[7] Y. Cui, Z. Zhong, D. Wang, W. U. Wang, and C. M. Lieber, “High
Performance Silicon Nanowire Field Effect Transistors,” Nano Letters,
vol. 3, no. 2, pp. 149–152, Feb. 1, 2003, issn: 1530-6984. doi: 10.1021/
nl025875l. [Online]. Available: https://doi.org/10.1021/nl025875l
(visited on 10/30/2022).

81

https://doi.org/10.1088/0022-3719/21/8/002
https://iopscience.iop.org/article/10.1088/0022-3719/21/8/002
https://iopscience.iop.org/article/10.1088/0022-3719/21/8/002
https://doi.org/10.1103/PhysRevLett.60.848
https://doi.org/10.1103/PhysRevLett.60.848
https://link.aps.org/doi/10.1103/PhysRevLett.60.848
https://link.aps.org/doi/10.1103/PhysRevLett.60.848
https://doi.org/10.1103/PhysRevLett.66.1926
https://link.aps.org/doi/10.1103/PhysRevLett.66.1926
https://link.aps.org/doi/10.1103/PhysRevLett.66.1926
https://doi.org/10.1088/0022-3727/39/21/R01
https://dx.doi.org/10.1088/0022-3727/39/21/R01
https://dx.doi.org/10.1088/0022-3727/39/21/R01
https://doi.org/10.1021/nl025875l
https://doi.org/10.1021/nl025875l
https://doi.org/10.1021/nl025875l


Bibliography

[8] J. Bao, M. A. Zimmler, F. Capasso, X. Wang, and Z. F. Ren, “Broad-
band ZnO Single-Nanowire Light-Emitting Diode,” Nano Letters, vol. 6,
no. 8, pp. 1719–1722, Aug. 1, 2006, issn: 1530-6984. doi: 10.1021/
nl061080t. [Online]. Available: https://doi.org/10.1021/nl061080t
(visited on 10/30/2022).

[9] E. C. Garnett, M. L. Brongersma, Y. Cui, and M. D. McGehee, “Nanowire
Solar Cells,” Annual Review of Materials Research, vol. 41, no. 1, pp. 269–
295, Aug. 4, 2011, issn: 1531-7331, 1545-4118. doi: 10.1146/annurev-
matsci-062910-100434. [Online]. Available: https://www.annualreviews.
org / doi / 10 . 1146 / annurev - matsci - 062910 - 100434 (visited on
10/30/2022).

[10] P. Offermans, M. Crego-Calama, and S. H. Brongersma, “Gas Detec-
tion with Vertical InAs Nanowire Arrays,” Nano Letters, vol. 10, no. 7,
pp. 2412–2415, Jul. 14, 2010, issn: 1530-6984. doi: 10.1021/nl1005405.
[Online]. Available: https://doi.org/10.1021/nl1005405 (visited on
10/30/2022).

[11] T. Xu et al., “Recent progress on infrared photodetectors based on InAs
and InAsSb nanowires,” Nanotechnology, vol. 31, no. 29, p. 294 004,
May 2020, issn: 0957-4484. doi: 10.1088/1361-6528/ab8591. [Online].
Available: https://dx.doi.org/10.1088/1361-6528/ab8591 (visited
on 10/30/2022).

[12] S. De Franceschi, L. Kouwenhoven, C. Schönenberger, and W. Werns-
dorfer, “Hybrid superconductor–quantum dot devices,” Nature Nan-
otechnology, vol. 5, no. 10, pp. 703–711, 10 Oct. 2010, issn: 1748-3395.
doi: 10.1038/nnano.2010.173. [Online]. Available: https://www.
nature.com/articles/nnano.2010.173 (visited on 10/30/2022).

[13] H. Kosaka, A. A. Kiselev, F. A. Baron, K. W. Kim, and E. Yablonovitch,
“Electron g factor engineering in III-V semiconductors for quantum
communications,” Electronics Letters, vol. 37, no. 7, pp. 464–465, Mar. 29,
2001, issn: 1350-911X. doi: 10.1049/el:20010314. [Online]. Available:
https://digital-library.theiet.org/content/journals/10.1049/
el_20010314 (visited on 10/30/2022).

[14] S. A. Dayeh, D. P. R. Aplin, X. Zhou, P. K. L. Yu, E. T. Yu, and
D. Wang, “High Electron Mobility InAs Nanowire Field-Effect Transis-
tors,” Small, vol. 3, no. 2, pp. 326–332, 2007, issn: 1613-6829. doi: 10.
1002/smll.200600379. [Online]. Available: https://onlinelibrary.
wiley.com/doi/abs/10.1002/smll.200600379 (visited on 10/30/2022).

82

7

https://doi.org/10.1021/nl061080t
https://doi.org/10.1021/nl061080t
https://doi.org/10.1021/nl061080t
https://doi.org/10.1146/annurev-matsci-062910-100434
https://doi.org/10.1146/annurev-matsci-062910-100434
https://www.annualreviews.org/doi/10.1146/annurev-matsci-062910-100434
https://www.annualreviews.org/doi/10.1146/annurev-matsci-062910-100434
https://doi.org/10.1021/nl1005405
https://doi.org/10.1021/nl1005405
https://doi.org/10.1088/1361-6528/ab8591
https://dx.doi.org/10.1088/1361-6528/ab8591
https://doi.org/10.1038/nnano.2010.173
https://www.nature.com/articles/nnano.2010.173
https://www.nature.com/articles/nnano.2010.173
https://doi.org/10.1049/el:20010314
https://digital-library.theiet.org/content/journals/10.1049/el_20010314
https://digital-library.theiet.org/content/journals/10.1049/el_20010314
https://doi.org/10.1002/smll.200600379
https://doi.org/10.1002/smll.200600379
https://onlinelibrary.wiley.com/doi/abs/10.1002/smll.200600379
https://onlinelibrary.wiley.com/doi/abs/10.1002/smll.200600379


Bibliography

[15] H. Xu et al., “Defect-Free<110> Zinc-Blende Structured InAs Nanowires
Catalyzed by Palladium,” Nano Letters, vol. 12, no. 11, pp. 5744–
5749, Nov. 14, 2012, issn: 1530-6984. doi: 10.1021/nl303028u. [On-
line]. Available: https://doi.org/10.1021/nl303028u (visited on
10/30/2022).

[16] R. P. Feynman, “Simulating physics with computers,” International
Journal of Theoretical Physics, vol. 21, no. 6-7, pp. 467–488, Jun. 1982,
issn: 0020-7748. doi: 10.1007/BF02650179.

[17] P. Shor, “Algorithms for quantum computation: Discrete logarithms
and factoring,” in Proceedings 35th Annual Symposium on Foundations
of Computer Science, Nov. 1994, pp. 124–134. doi: 10.1109/SFCS.
1994.365700.

[18] M. A. Nielsen and I. L. Chuang, Quantum Computation and Quantum
Information. Cambridge University Press, 2000.

[19] IBM quantum roadmap. [Online]. Available: https://www.ibm.com/
quantum/roadmap.

[20] National quantum initiative. [Online]. Available: https://www.quantum.
gov/.

[21] European quantum flagship. [Online]. Available: https://qt.eu/.
[22] A. Y. Kitaev, “Quantum computations: Algorithms and error correc-

tion,” Russian Mathematical Surveys, vol. 52, no. 6, pp. 1191–1249,
Dec. 1997, issn: 0036-0279. doi: 10.1070/RM1997v052n06ABEH002155.

[23] D. Gottesman, Opportunities and challenges in fault-tolerant quantum
computation, Oct. 2022. doi: 10.48550/arXiv.2210.15844. arXiv:
2210.15844 [quant-ph].

[24] A. Y. Kitaev, “Unpaired Majorana fermions in quantum wires,” Physics-
Uspekhi, vol. 44, p. 131, 10S Oct. 2001, issn: 1063-7869. doi: 10.1070/
1063-7869/44/10S/S29. [Online]. Available: https://dx.doi.org/10.
1070/1063-7869/44/10S/S29 (visited on 11/10/2022).

[25] A. Y. Kitaev, “Fault-tolerant quantum computation by anyons,” Annals
of Physics, vol. 303, no. 1, pp. 2–30, Jan. 1, 2003, issn: 0003-4916. doi:
10 . 1016 / S0003 - 4916(02 ) 00018 - 0. [Online]. Available: https : / /
www.sciencedirect.com/science/article/pii/S0003491602000180
(visited on 11/10/2022).

[26] E. Majorana, “Teoria simmetrica dell’elettrone e del positrone,” Il Nuovo
Cimento (1924-1942), vol. 14, no. 4, p. 171, Sep. 21, 2008, issn: 1827-
6121. doi: 10.1007/BF02961314. [Online]. Available: https://doi.
org/10.1007/BF02961314 (visited on 10/31/2022).

7

83

https://doi.org/10.1021/nl303028u
https://doi.org/10.1021/nl303028u
https://doi.org/10.1007/BF02650179
https://doi.org/10.1109/SFCS.1994.365700
https://doi.org/10.1109/SFCS.1994.365700
https://www.ibm.com/quantum/roadmap
https://www.ibm.com/quantum/roadmap
https://www.quantum.gov/
https://www.quantum.gov/
https://qt.eu/
https://doi.org/10.1070/RM1997v052n06ABEH002155
https://doi.org/10.48550/arXiv.2210.15844
https://arxiv.org/abs/2210.15844
https://doi.org/10.1070/1063-7869/44/10S/S29
https://doi.org/10.1070/1063-7869/44/10S/S29
https://dx.doi.org/10.1070/1063-7869/44/10S/S29
https://dx.doi.org/10.1070/1063-7869/44/10S/S29
https://doi.org/10.1016/S0003-4916(02)00018-0
https://www.sciencedirect.com/science/article/pii/S0003491602000180
https://www.sciencedirect.com/science/article/pii/S0003491602000180
https://doi.org/10.1007/BF02961314
https://doi.org/10.1007/BF02961314
https://doi.org/10.1007/BF02961314


Bibliography

[27] J. Alicea, “New directions in the pursuit of Majorana fermions in solid
state systems,” Reports on Progress in Physics, vol. 75, no. 7, p. 076 501,
Jun. 2012, issn: 0034-4885. doi: 10.1088/0034-4885/75/7/076501.
[Online]. Available: https://dx.doi.org/10.1088/0034-4885/75/7/
076501 (visited on 10/30/2022).

[28] V. Mourik, K. Zuo, S. M. Frolov, S. R. Plissard, E. P. A. M. Bakkers,
and L. P. Kouwenhoven, “Signatures of Majorana Fermions in Hybrid
Superconductor-Semiconductor Nanowire Devices,” Science, vol. 336,
no. 6084, pp. 1003–1007, May 25, 2012. doi: 10.1126/science.1222360.
[Online]. Available: https://www.science.org/doi/10.1126/science.
1222360 (visited on 10/31/2022).

[29] J. Klinovaja and D. Loss, “Time-reversal invariant parafermions in in-
teracting Rashba nanowires,” Physical Review B, vol. 90, no. 4, p. 045 118,
Jul. 17, 2014, issn: 1098-0121, 1550-235X. doi: 10.1103/PhysRevB.90.
045118. [Online]. Available: https://link.aps.org/doi/10.1103/
PhysRevB.90.045118 (visited on 11/08/2022).

[30] E. J. H. Lee, X. Jiang, M. Houzet, R. Aguado, C. M. Lieber, and
S. De Franceschi, “Spin-resolved Andreev levels and parity crossings
in hybrid superconductor–semiconductor nanostructures,” Nature Nan-
otechnology, vol. 9, no. 1, pp. 79–84, 1 Jan. 2014, issn: 1748-3395. doi:
10.1038/nnano.2013.267. [Online]. Available: https://www.nature.
com/articles/nnano.2013.267 (visited on 11/10/2022).

[31] H. Zhang et al., “RETRACTED ARTICLE: Quantized Majorana con-
ductance,” Nature, vol. 556, no. 7699, pp. 74–79, 7699 Apr. 2018, issn:
1476-4687. doi: 10.1038/nature26142. [Online]. Available: https://
www.nature.com/articles/nature26142 (visited on 11/10/2022).
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