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3. General Summary 
This thesis explores the intricate regulatory mechanisms governing amoeboid cell 
migration. It follows a cumulative format, beginning with an introduction, followed by a 
section delineating the aims of this thesis. The results chapter is divided into four 
sections (Sections I-IV), comprising a preprint, a set of unpublished data, and two 
published research articles. The final chapter, "Conclusion & Future Perspectives" 

relates the presented findings to a broader context and outlines possible directions for 
future studies. 
 
In the results Section I, titled “Engagement of the VPS34–PIKfyve Axis at the Uropod 
Promotes Fast Amoeboid Migration”, we reveal a novel role of the VPS34–PIKfyve 
lipid kinase pathway on endo-lysosomes at the uropod of migrating T cells. The 
findings, detailed in a preprint accompanied by extended data, underscore the 
necessity of VPS34 and PIKfyve activity for rapid migration of T cells. VPS34 and 
PIKfyve promote myosin IIA and retrograde actin flow, which are critical for T cell 
propulsion. Notably, this effector function of the VPS34–PIKfyve axis on amoeboid 
migration speed is conserved across myeloid cells, and the social amoeba 
Dictyostelium discoideum. This section encapsulates the main outcomes of my 
doctoral research.  
 
Section II of the results, titled “Interrogation of Chemokine-Induced Metabolism in 
Naïve CD8+ T cells”, unveils findings from an investigation into the chemokine-induced 
metabolic alterations in T cells in a set of unpublished data. These results elucidate 
alterations in glycolytic metabolism and mitochondrial respiration initiated by 
chemokines and provide first insights into the scope of chemokine-induced metabolic 
rewiring. 

 
The results in Section III, titled “Acetate Modulates Memory CD8+ T Cell Effector 
Function, Survival, and Migration During Bacterial Infections”, contain a published 
manuscript that explores the modulatory effects of acetate on memory CD8+ T cell 
function during bacterial infections. In this context, an investigation unraveled an 
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inhibitory effect of acetate on the migration of memory CD8+ T cells in vitro, aligning 
with alterations in cell numbers at sites of acetate treatment in vivo. 
 
Lastly, Section IV, titled “Development of a Volatile Metabolomics Platform for Dendritic 
Cells to Investigate Cellular Metabolism in Real-Time”, comprises a published 
manuscript describing the development of a platform capable of real-time monitoring 

of dendritic cell metabolism in the volatile phase. We demonstrate the ability of this 
novel experimental platform to discern varying metabolic states of dendritic cells and 
trace the incorporation of isotopically labeled glucose. 
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4. Introduction 

4.1. Biological Processes Underpinning Amoeboid Cell Migration 

4.1.1 Cell Migration in Organismal Homeostasis and Pathology 
Cell motility is an integral process for the homeostasis of unicellular and metazoan 
organisms across the eukaryotic domain. The ability to migrate enables unicellular 
organisms to forage, sexually reproduce, and adapt to the environment. A prominent 
example is the social amoeba Dictyostelium discoideum (Dicty) that relies on motility 
to predate bacteria and to aggregate for sexual reproduction.1,2 Further, the 
choanoflagellate Salpingoeca rosetta switches from flagella-propelled swimming to 
amoeboid motility in spatially confined environments. This switch of motility modes 
enables this organism to escape confinement.3 
 

Metazoans organisms rely on cell migration for development, wound healing, and 
effective immunity.4,5 The pivotal role of cell migration is notably illustrated during brain 
development. Neurons migrate in intricate ways to organize the various cell layers of 
the cerebral cortex.6,7 Further, cell migration is required to heal wounds. Surrounding 
fibroblasts of damaged tissue invade and remodel the extracellular matrix of the wound 
bed, thereby mending the defect.8 Moreover, cellular motility takes center stage in the 
defense against pathogens. Various steps of T cell-mediated immunity are facilitated 
by cell migration. First, naïve T cells constantly search for their cognate, pathogen-
related antigen presented on dendritic cells (DCs). For this naïve T cells must actively 
move through lymphoid organs.9 Upon encountering their antigen, they activate, 
proliferate and become effector cells. Now poised to fight the pathogen, effector T cells 
subsequently migrate out of lymphoid tissues and re-locate to the pathogen-affected 
tissue. For instance, during a Toxoplasma gondii infection, cytotoxic CD8+ T cells 
infiltrate and patrol the brain in pursuit of eliminating infected cells.10  
 
Consequently, alterations in immune cell migration can be catastrophic and contribute 
to the development of human diseases. T cells from patients harboring an autosomal-
recessive loss-of-function mutation in the DOCK8 gene struggle to coordinate their 
cytoskeleton. This causes a migration-dependent shattering and demise of protective 
T cells in dense microenvironments such as the skin. As result, these patients are 
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broadly immunocompromised and particularly susceptible to viral infections of the 
skin.11,12 On the other hand, dysregulated cell migration contributes to the 
pathogenesis of autoimmune disease such as multiple sclerosis. In patients suffering 
from multiple sclerosis, autoreactive B- and T-cells infiltrate the central nervous system 
and demyelinate neurons.13 This situation, however, presents a therapeutic 
opportunity that has been successfully exploited. Effective treatment strategies for 

patients with multiple sclerosis include both blocking T cell egress from lymph nodes 
and preventing adhesion to the brain endothelium.14 
 
Fundamentally, cell migration is a critical biological phenomenon and essential to a 
multitude of homeostatic processes in both unicellular and metazoan organisms. It is 
integral in the progression of various human diseases and insights into the underlying 
mechanisms governing cell migration have provided the basis for the development of 
therapeutic strategies. 
 

4.1.2 Modes of Eukaryotic Single-Cell Motility 
Given the central role of cell migration, substantial efforts have elucidated different 
modes of cellular locomotion and the underlying cellular mechanisms. Generally, 
metazoan cells demonstrate two predominant modes of single-cell motility: 

mesenchymal and amoeboid, along with less common modes such as swimming, 
flagellar, and osmotic engine motility.15 These methods are distinguished through 
unique propulsion mechanisms, cytoskeletal structures, migration speeds, interactions 
with the extracellular matrix (ECM), and specific cellular organization. 
 
Typically exemplified by fibroblasts, mesenchymal migration features slow migration 
speeds (~0.5 µm / min.), irregular cellular shapes with multiple protruding edges, and 
significant interactions with the ECM through focal adhesions and actin stress fibers.16 
In contrast, amoeboid migration is characterized by rapid migration speeds (exceeding 
5 µm / min.) facilitated by dynamic cytoskeletal rearrangements, and a defined front-
to-back polarity.17 Neutrophils, DCs, and T cells, as well as unicellular eukaryotes like 
Dicty perform amoeboid migration. Amoeboid migrating cells exhibit a distinct 
polarization with a leading edge (cell front) and uropod (cell rear).18 Within the 
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amoeboid mode, migration is further subdivided into pseudopod, stable bleb, and bleb-
based amoeboid migration.19 Pseudopod migration is characterized by actin 
polymerization-driven cell protrusion at the leading edge. In contrast, stable bleb and 
bleb-based modes are defined by single, respectively multiple, actin-free cell 
membrane protrusions.20 However, these sub-modes are not strictly isolated but 
interact synergistically to facilitate amoeboid cell movement.21 

 
The interaction with the ECM varies noticeably between mesenchymal and amoeboid 
movement. Notably, amoeboid migration can occur without the strict necessity for 
adhesion proteins like integrins, facilitating cellular movement.22 Meanwhile, 
mesenchymal migration depends on focal adhesions for propulsion. Mesenchymal 
migrating cells even transition to an amoeboid migration in environments with low 
adhesion and confinement.23,24 Contrary to amoeboid migration, mesenchymal 
movement remodels the ECM by pericellular proteolysis.25 
 
Furthermore, some cell types, such as T cells, exhibit swimming motility in suspension, 
characterized by a retraction of cellular protrusions and/or transmembrane molecules 
from the leading edge to the uropod.26,27 Since swimming is observed in amoeboid 
migration cells, it may be considered a subclass of amoeboid migration. Another 
distinct motility type is the osmotic engine, observed in spatially confined migrating 
cancer cells. The osmotic engine utilizes polarized water channels (aquaporins) and 
ion pumps (Na+/H+ pumps) to propel cells forward by displacing water from the front to 
the rear end.28,29 Flagellar propelled swimming is predominantly observed in unicellular 
organisms. In humans, sperm cells rely on flagellar motion for movement.30 
 
In conclusion, metazoan organisms have developed a diverse range of cell migration 

modes to facilitate the movement of cells. Amoeboid migration is conserved across the 
eukaryotic domain and its hallmarks encompass cellular polarization with a clear front-
to-back axis and fast migration speeds relying on cytoskeleton dynamics. 
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Figure 1: Amoeboid Cell Propulsion and Force Generation | The propulsion forces that facilitate 
amoeboid cell migration are primarily generated through retrograde actin flow. This process 
necessitates two concurrent actions: actin polymerization at the leading edge, and myosin IIA-mediated 
contraction of the actin network at the uropod. The force generated through this process is transmitted 
to the extracellular matrix via integrins, which establish connections between the actin flow and cellular 
adhesion molecules or by pushing against extracellular topological features. 
 
4.1.3 Amoeboid Cell Propulsion 
Cell propulsion requires the generation of an internal force, which is transmitted to the 
extracellular space. The fundamental mechanism driving amoeboid cell migration 
hinges on dynamics of the actin cytoskeleton, which generates the requisite force (Fig. 
1). Actin polymerization at the leading edge and contraction of the actin network by 
non-muscle myosin IIA (myosin IIA) at the rear end of the cells results in a cortical actin 
flow toward the uropod (i.e. retrograde actin flow).22,31–36 This actin flow entails the 
force transmitted to the extracellular environment. Actin polymerization also protrudes 
the plasma membrane forward in the direction of migration, generating a pseudopod. 
Alternatively in bleb-based amoeboid migration, increased intracellular pressure, also 
provided by myosin IIA contraction, pushes the cell membrane at the leading edge 
forward.17 Cell protrusions at the front and cell retractions at the uropod are 

synchronized by myosin IIA activity, thereby preserving a coherent cell shape.33 
 
The force generated within cells is conveyed to the extracellular environment by a 
process analogous to the functioning of a clutch. The type of clutch engaged depends 
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on the specific characteristics of the microenvironment. T cells couple the retrograde 
actin flow via the integrin LFA-1 to extracellular adhesion molecule ICAM-1. Thereby, 
the force from the actin flow is transmitted and propels the cell forward.37 DCs similarly 
engage in integrin-dependent migration when adhesion molecules are available. 
However, DCs without any integrins cannot couple the retrograde actin flow but still 
manage to maintain comparable migration speeds.31 In fact, DCs without integrins 

migrate efficiently through 3D matrix pores but they fail to adhere and migrate on 2D 
surfaces.22 In confined spaces like a 3D matrix, amoeboid cells utilize the topography 
of the microenvironment (e.g. collagen fibers) to transmit force, making integrins 
dispensable (Fig. 1).38 
 
Thus, amoeboid cell propulsion entails a coordinated mechanism involving actin 
polymerization at the cell front and actin network contraction by myosin IIA at the 
uropod, fostering retrograde actin flow and consequently, force generation. The same 
mechanism also preserves a coherent cell shape during cell migration. The force 
generated by actin flow is transmitted to the extracellular environment by either 
integrins or topological features in confined environments. 
 

4.1.4 Cellular Polarization of Amoeboid Migrating Cells 

Forming and maintaining a stable cellular polarization with a leading edge and uropod 
is indispensable for effective amoeboid migration. This front-to-back axis defines the 
direction of actin flow and thereby the direction of motion. The process of cellular 
polarization within the context of amoeboid migration is fundamentally self-organizing. 
Yet, pro-migratory stimuli (e.g. chemokines) can initiate and sustain this polarization.  
 
Spontaneous directed actin flow (i.e. symmetry-breaking) is already observed in 
simplistic systems, such as meiotic cytoplasm from Xenopus egg extracts in spatially 
confined oil droplets. In this system, inhibition of myosin IIA reduces the speed of 
retrograde actin flow but is not pivotal for symmetry breaking.39 However, in cells - 
specifically in fish keratocytes - spontaneous polarization is prefaced by myosin IIA 
activity at the evolving uropod, which initiates directional actin flow and cell migration.40 
These observations resonate with findings in other cellular systems. For instance, T 
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cell polarization is impaired by myosin IIA inhibition. The transition from mesenchymal 
to amoeboid migration, instigated by confinement and low adhesion, is contingent on 
myosin IIA activity.23,41 Thus, the establishment of a front-to-back axis in cellular 
polarization is orchestrated through both actin polymerization and myosin IIA 
contractility. 
 

Even though cell polarization occurs spontaneously, pro-migratory stimuli (such as 
chemokines) initiate and sustain cell polarization by RhoA and Rac1/-2 GTPase 
signaling. Chemokines are secreted proteins that activate chemokine receptors and 
induce G-protein- and subsequent GTPase-signaling.42 Chemokine receptor signal 
transduction is further detailed in the introduction section 4.3.2. RhoA activates myosin 
IIA via ROCK at the uropod, while Rac1/-2 promotes actin polymerization through 
Cdc42 at the leading edge.43–45 The small GTPases, RhoA and Rac1/-2 mutually inhibit 
each other, thereby self-organizing spatially delineating the zones of actin 
polymerization and myosin IIA activity.46,47 
 
Thus, cell polarization is primarily a self-organized process that necessitates a myosin 
IIA-mediated actin network contraction, thereby establishing a directional axis for the 
force-producing actin flow. Polarization occurs spontaneously but external stimuli (e.g. 
chemokines) induce and sustain this self-organizing process by inducing Rac1/-2 and 
RhoA signaling. 
 

4.1.5 Structure, Regulation, and Pharmacological Interventions of Myosin IIA 

Myosin IIA plays a pivotal role in the polarization and force generation in amoeboid 
migrating cells. Belonging to the myosin superfamily, this motor protein has been 
thoroughly studied for its ability to convert chemical energy into physical force. Its 
activity can be pharmacologically modulated to alter cellular migration. 
 
The structure of myosin IIA consists of three pairs of peptide chains: non-muscle heavy 
chain, regulatory light chain (RLC), and essential light chain (ELC). The heavy chain 
itself is structured into a globular head, a neck and a tail domain that partners with 
another heavy chain to form the myosin IIA hexamer.48,49 The globular head domain 
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binds to F-actin and includes a magnesium (Mg²⁺)-ATPase motor domain. Both RLC 
and ELC are non-covalently attached at the neck domain (Fig. 2A).50 
 
In the resting state, the tail domain is bent, thereby inhibiting the Mg2+-ATPase motor 
domain. Myosin IIA activation begins with the phosphorylation of RLC at Serine 19 by 
the myosin light chain kinase (MLCK) and Rho-associated coiled-coil-containing 

protein kinase (ROCK). This process liberates the tail domain from the globular head, 
initiating the Mg2+-ATPase activity.51–53 Further amplification of Mg2+-ATPase activity 
occurs through Threonine 18 phosphorylation by MLCK.54 Conversely, RLC is 
deactivated by the myosin light chain phosphatase complex (MLCP; Fig. 2A).55 
 
MLCK and ROCK kinase activity are regulated by two distinct pathways. Increased 
cytosolic calcium (Ca2+) binds to calmodulin, thereby activating MLCK and can be 
pharmacologically blocked with ML-7.52,56,57 Alternatively, ROCK activity is triggered 
by RhoA and can be inhibited by the compound Y-27632.58,59 In turn, RhoA activity is 
promoted by the guanine exchange factor H1 (GEF-H1). GEF-H1 is inactive when 
associated with microtubules.60–62 Notably, the application of microtubule destabilizing 
agents like Nocodazole amplifies myosin IIA activity by releasing GEF-H1 (Fig. 
2B).33,63 
 
Active Myosin IIA forms homotypic bipolar filaments, which connect to F-actin. The 
binding of ATP to the Mg2+-ATPase dissociates the globular head domain from F-actin. 
The subsequent ATP hydrolysis instigates a conformational shift by straightening the 
neck domain and allows re-attachment to F-actin. The subsequent phosphate release 
causes re-bending in the neck domains, thereby exerting force onto the bound F-actin 
strands (Fig. 2C).50 Blebbistatin directly inhibits myosin IIA activity by binding to the 

Mg2+-ATPase.64 
 
To summarize, myosin IIA requires activation through the Ca2+-Calmodulin-MLCK and 
/ or RhoA-ROCK pathways to promote amoeboid cell migration. Bending and re-
bending of the myosin IIA neck domain generates force and is fueled by ATP 
hydrolysis. Pharmacological inhibition of either regulatory pathway or ATP hydrolysis 
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is commonly exploited in amoeboid cell migration studies to manipulate myosin IIA 
activity dynamics. 
 

Figure 2: Myosin IIA Activation Pathway and Related Force Generation | A) The myosin IIA heavy 
chain is composed of pairs of globular head, tail, and neck domains. The latter binds to both the essential 
light chain (ELC) and the regulatory light chain (RLC). The phosphorylation of myosin IIA by MLCK and 
/ or ROCK induces a conformational change that enables the activity of the Mg²⁺-ATPase. This change 
can be reversed by MLCP. B) The regulatory pathways controlling myosin IIA activity include the Ca²⁺-
calmodulin-MLCK pathway and the RhoA-ROCK pathway. Various elements within these pathways, 
including the Mg²⁺-ATPase, can be pharmacologically targeted to modulate myosin IIA activity. C) Once 
activated, myosin IIA forms homotypic dimers and binds to F-actin. ATP binding to the head domain 
triggers the release from F-actin, initiating a cycle of conformational changes. The hydrolysis of ATP 
induces straightening of the head domain, enabling it to bind to F-actin again. The subsequent release 
of phosphate causes the neck domain to bend once more, exerting force onto the attached actin 
filament. 

4.1.6 Organelle Positioning in Amoeboid Migrating Cells 
Polarization in amoeboid migrating cells reorganizes cellular ultrastructure beyond the 
cytoskeleton and extends to organelles as well (Fig. 3A). In fact, the reorganization of 
cell organelles supports amoeboid migration in various capacities. Resting T cells are 

barely motile and round but polarize and migrate upon chemokine exposure.65,66 
Therefore, they can be employed as a cellular system to study cell polarization and 
organelle redistribution in the wider context of amoeboid migration.   
 
In T cells, chemokines induce mitochondrial fission and relocate along with 
microtubules and the microtubule-organizing center (MTOC) to the uropod. Here, 
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mitochondrial ATP synthesis promotes myosin IIA RLC phosphorylation (Fig. 3B). 
Blocking either microtubule-dependent translocation or fragmentation of mitochondria, 
decreases the fraction of polarized T cells and impairs their migration.67,68 However, 
the location of the MTOC in amoeboid migrating cells is a subject of debate. An in vivo 
study reported that the MTOC of migrating neutrophils is located in front of the 
nucleus69. This contrasts various other studies where the MTOC is found in the uropod 

in neutrophils, DCs, Dicty and T cells.63,70–72 The role of the MTOC and the arising 
microtubules in amoeboid migration remain incompletely understood. Manipulation of 
microtubules indirectly affects myosin IIA activity by the aforementioned interplay with 
GEF-H1. This confounds inference of the role microtubules in amoeboid migration. 
However, this effect was exploited to demonstrate that microtubule-mediated myosin 
IIA activation controls amoeboid cellular shape in complex environments.63 
 
Similar to the MTOC the Golgi apparatus’ location is contested. In migrating T cells, it 
is located in the uropod, while in DCs it has been reported to be located in front of the 
nucleus and also in the uropod.73–75 However, the localization of the MTOC and Golgi 
apparatus behind the nucleus away from the leading edge is distinct for polarized 
amoeboid ultrastructure. Mesenchymal cells position their Golgi apparatus together 
with the MTOC in front of the nucleus towards the leading edge, for instance during 
wound healing in fibroblasts.76–79 
 
The positioning of the endoplasmic reticulum (ER) in amoeboid cell migration is not 
well documented. In DCs, the inositol 1,4,5-trisphosphate receptors (IP3R) on the ER 
regulates Ca2+ efflux to activate calmodulin–MLCK–myosin IIA and enables migration 
in spatially confined environments.80 A special role has been assigned to the nucleus. 
The nucleus functions as a ruler to measure the pore size of the extracellular matrix 

and choose the path of least resistance.81 Other organelles such as early endosomes 
and endo-lysosomes are also located in the uropod. They significantly contribute to 
amoeboid cell migration and are discussed in the subsequent sections 4.1.7 and 4.1.8.  
 
Together, a considerable body of evidence suggests an accumulation of most cell 
organelles (including mitochondria, the Golgi apparatus, endocytosis machinery, and 
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endo-lysosomes) at the uropod (Fig. 3A). Nevertheless, this localization may vary 
depending on the cell type or specific context. Crucially, the strategic placement of 
these organelles at the uropod and their associated pathways directly augments 
amoeboid cell migration by optimizing myosin IIA activity. 
 

Figure 3: Organelle Positioning in Amoeboid Migrating Cells | A) In polarized cells, most studies 
indicate the majority of cell organelles to be located at the uropod. B) The activity of myosin IIA is 
augmented by mitochondrial ATP production. C) Endocytosis at the uropod aids in the removal of 
integrins and ligated chemokine receptors from the plasma membrane, a process dependent on myosin 
IIA. This promotes the recycling of these membrane proteins and assists in the detachment of the uropod 
from the extracellular space. D) Endo-lysosomes play a critical role in myosin IIA activation, primarily by 
facilitating Ca²⁺ efflux via TRPML1 channels and through the inactivation of MLCP by the Ragulator-Rag 
complex. 

 

4.1.7 The Endo-Lysosomal System in Amoeboid Cell Migration 
The various functions of the endo-lysosomal system intersect with different facets of 
amoeboid cell migration. The endo-lysosomal system consists of a spectrum of 
intracellular vesicles enabling cells to take up, deliver, recycle, and degrade 
extracellular and cellular material. Early endosomes (EEs) are formed through 
endocytosis by invaginating and budding parts of the plasma membrane.82 EEs either 
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undergo homotypic fusion or mature to late endosomes (LE). Some cycle back to the 
plasma membrane as recycling endosomes, thereby enabling membrane protein 
recycling.  EEs are characterized by the membrane effector protein Rab5 and are 
weakly acidic (pH ~6.2).83 The maturation of EEs to LE is mediated by a Rab switch 
(Rab5 to Rab7).84 LEs, in turn, are part of a cycle wherein LEs fuse with lysosomes, 
thereby delivering material for degradation. These vesicles later resolve by fission and 

fuse again with LEs.85 This fusion and fission cycle of LE and lysosome represents a 
continuum of vesicles, making a distinction between LEs, lysosomes, or intermediate 
forms difficult. Thus, they arguably represent a functional unit and are here referred to 
as endo-lysosomes. Endo-lysosomes are characterized by the membrane proteins 
Lamp1 and / or Rab7.  EEs and endo-lysosomes are bidirectionally connected with the 
trans-Golgi network (TGN). Vesicles transport effector proteins such as hydrolases 
from the TGN to EEs or endo-lysosomes.86,87 Conversely, EEs or LEs also recycle 
transmembrane proteins to the TGN.88 
 
Endocytosis and early endosomes are localized at the uropod of neutrophils, T and 
Dicty cells and remove integrins from the plasma membrane.89–94 This uncouples 
integrins from adhesion molecules and in turn detaches the uropod from the ECM. 
Likewise, upon ligation the chemokine receptors are endocytosed. When the 
chemokine CCL19 binds to CCR7, both are endocytosed and then trafficked in two 
different directions. CCL19 is directed to the endo-lysosomal system for degradation 
and CCR7 is recycled back to the plasma membrane, ready to signal again.95 CCR7 
receptor-mediated-endocytosis depletes CCL19 from the direct vicinity of DCs. This 
affects local chemokine availability and subsequent directional migration of the cell 
collective.96 Myosin IIA activity enables endocytosis, unraveling an additional role of 
myosin IIA-dependent regulation in amoeboid migration.91,97–99 Hence, endocytosis at 

the uropod is integral for the uptake and recycling of integrins and chemokine receptors 
and is regulated by the myosin IIA (Fig. 3C). 
 
In amoeboid migrating cells, it has been postulated that endocytosed components 
undergo exocytosis at the leading edge, a concept known as “fountain flow”. This 
theory encompasses a continuous cycle where membrane and membrane proteins are 
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endocytosed at the uropod and recycled to the leading edge. In turn, the plasma 
membrane flows from the leading edge to the uropod. Observations of retrograde 
membrane flow in Dicty cells experiments support this hypothesis. However, in T cells, 
no such membrane flow has been observed.100,37 Formal proof of fountain-flow entails 
detection of exocytosis at the leading edge. In mesenchymal migrating cells, 
exocytosis reporters have demonstrated integrin trafficking from the Golgi to the 

leading edge.101,102 Although the localization of endosomes and endocytosis at the 
uropod is well-documented in various amoeboid migrating cell types, evidence for 
exocytosis at the leading edge is lacking. 
 
In summary, endocytosis underpins amoeboid migration by promoting cell detachment 
and membrane protein recycling. It requires myosin IIA and is restrained to the uropod. 
Here, removing integrins from the plasma membrane facilitates cell detachment. 
Further, ligated chemokine receptors are endocytosed enabling recycling but also 
shaping local chemokine availability. 
 

4.1.8 Endo-Lysosomes Control Amoeboid Migration by Activating Myosin IIA 
Recent discoveries shed light on the role of endo-lysosomes in regulating myosin IIA 
activation in dendritic cells (DCs). Notably, the endo-lysosomal Ca2+ channel, TRPML1 

co-localizes with the lysosomal transmembrane protein Lamp1 at the uropod of DCs. 
TRPML1-knock-out (ko) cells display slower migration and diminished F-actin at the 
uropod, indicative of reduced retrograde flow. Pharmacological activation of TRPML1 
accelerates migration and induces calcium transients in DCs. These findings indicate 
that Ca2+ release from endo-lysosomes via TRPML1 activates myosin IIA at the 
uropod, thereby regulating actin dynamics and DC migration speed.103 Subsequently, 

Rab7b was demonstrated to regulate DC speed by linking TRPML1 to myosin IIA. Like 
TRPML1-ko cells, Rab7b-ko cells exhibit disrupted actin dynamics and reduced levels 
of RLC phosphorylation. TRPML1 activation partially rescued myosin IIA activation.104 

Endo-lysosomes at the uropod also harbor the Ragulator-Rag complex. The 
Ragulator-Rag complex binds MPRIP, a subunit of the MLCP, thereby increasing 
myosin IIA activity, promoting a cohesive cell shape and migration.105 
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Collectively, these findings underscore that in dendritic cells, endo-lysosomes are 
situated at the uropod and foster cell migration through myosin IIA activation. This is 
achieved by the efflux of calcium from endo-lysosomes via TRPML1 and the 
deactivation of MLCP by the Ragulator-Rag complex. Whether these mechanisms 
extend to other types of amoeboid migrating cells remains unexplored (Fig. 3D). 
 

4.1.9 Metabolic Requirements for Amoeboid Cell Migration 
Amoeboid cell migration significantly relies on energy in the form of ATP. A complex 
network of enzymes and chemical reactions – known as intermediary metabolism – 
facilitates energy generation. Intermediary metabolism also synthesizes essential 
metabolites required for macromolecule assembly. The production of ATP primarily 
occurs through glycolysis—a process where glucose is oxidized to pyruvate, and via 
the electron transport chain (ETC) fueling the ATP-synthase in mitochondria. The 
tricarboxylic acid (TCA) cycle plays a pivotal role by reducing the coenzymes and 
electron acceptors NAD+ and FAD+ to NADH + H+ and FADH2, respectively. Oxidation 
of NADH and FADH2 by the ETC fuels the creation of a proton gradient across the 
inner mitochondrial membrane. A proton flux through the ATP-synthase in the inner 
mitochondrial membrane facilitates the production of ATP. This process, called 
oxidative phosphorylation, necessitates oxygen as the final electron acceptor and 

thereby constitutes a significant portion of cellular respiration.106 
 
Chemokines modulate mitochondria in various ways, including their positioning, 
function, and morphology. During chemokine-induced cell polarization, mitochondria 
are fragmented and subsequently relocated to the uropod.68,107 At the uropod, 
mitochondrial ATP synthesis is integral to T cell migration, by aiding in the 
phosphorylation of myosin IIA RLC.67,108,109 Further, simultaneous treatment of 
chemokines and integrin augments mitochondrial respiration in T cells.109 
 
Glycolysis emerges as a central metabolic pathway for amoeboid cell migration. DC 
and T cell migration requires the assimilation of extracellular glucose and ensuing 
glycolytic metabolism.110–112 Glycolysis is induced by ligation of various chemokine 
receptors, including CXCR4, CXCR3, CCR4, and CCR7.109–111,113 Additionally, several 
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other pathways, including Toll-like receptor signaling in DCs, stimulate glycolysis, 
thereby promoting glycolysis-dependent migration.112 It is noteworthy that several 
costimulatory molecules (LFA-1, CTLA4, and CD28) engage glycolysis and thereby 
modulating the migration and localization of regulatory T cells to inflammatory sites in 
vivo.111 Mechanistically, ATP production at sites of actin polymerization by glycolytic 
enzymes has been proposed to provide energy for F-actin formation.111,114 Moreover, 

glycolysis contributes to the oligomerization of CCR7 in DCs. This leads to efficient 
signaling and therefore maintains polarized cell shape and migration.112,115  
 
Aligned with cellular polarization, a compartmentalized energy production has been 
postulated in amoeboid migrating cells.116 This paradigm proposes a synergistic role 
of ATP synthesis by glycolysis at the leading edge to support actin polymerization, 
while mitochondrial ATP fosters myosin IIA activation at the uropod. This intricate 
interplay hints at a reciprocal regulation of amoeboid cell polarization and cellular ATP 
production. Moreover, glycolysis-driven chemokine receptor oligomerization extends 
the role of cellular metabolism beyond energy production. Notably, the engagement of 
intermediary metabolism in response to chemokine signaling, beyond glycolysis, 
remains relatively unexplored. 
 

4.2 The Phosphatidylinositol Lipid Kinase VPS34–PIKfyve Axis 

4.2.1 Phosphatidylinositol Lipid Pathways and Membrane Localization 
Phosphatidylinositol lipids (PIs) are central to cellular homeostasis in eukaryotes. They 
recruit and activate effector proteins by providing molecular motifs at specific 
subcellular locations. Despite their importance, PIs only constitute 10% of all 
phospholipids and less than 1% of all lipids in cell membranes.117,118 PIs are 
synthesized in the ER.119 Then distinct lipid kinases and phosphatases modify the 
phosphorylations at the third, fourth, and fifth carbon in the inositol ring, bestowing 
unique identities to the PI (Fig. 4A). Structurally, PIs feature two fatty acid chains, 
commonly in the form of diacylglycerol (DAG), coupled with inositol through a 
phosphate group situated at the first position. The fatty acid chains of DAG anchor PIs 
into membranes.120  
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Mono-phosphorylations of the inositol ring predominantly occur on 
endomembranes.121 At the Golgi apparatus, PI4KA/-B phosphorylate PI, converting it 
to PI(4)P.122 VPS34, encoded by PIK3C3, drives the conversion of PI to PI(3)P on EEs 
and endo-lysosomes.123 Additionally, PI(3)P is found on autophagosome precursor 
membranes (i.e. the ER and omegasomes).124,125 The kinase, PIKfyve contains a 
PI(3)P-binding FYVE zinc finger domain (FYVE domain), and therefore localizes to 

sites of PI(3)P. PIKfyve phosphorylates PI(3)P to PI(3,5)P₂.126 On the other hand, 
myotubularins (MTMRs) dephosphorylate the third position of the inositol ring, 
converting PI(3,5)P2 to PI(5)P and PI(3)P to PI, respectively.127–131 
 
At the plasma membrane, PI4P5K converts PI(4)P to PI(4,5)P2, followed by its 
transformation to PI(3,4,5)P3 by class 1 phosphatidylinositol-3-kinases (PI3KC1).121 
PI3KC1 are widely studied PI-kinases and relay extracellular signals to activate diverse 

cellular processes.132,133 The PI3KC1 variant, PI3Kg, participates in chemokine 

receptor signaling.134–138 In polarized amoeboid migration cells, PI(3,4,5)P3 is localized 
at the leading edge, facilitating F-actin polymerization, while PI(3,4)P2 and PI(4,5)P2 
concentrate at the uropod plasma membrane.139–142  

 
Figure 4: Phosphatidylinositol Lipid Pathways and Localization on Endomembranes | A) PI 
pathways with their respective kinases (in black) and phosphatases (in grey). Orange P symbols mark 
phosphorylation on the respective position of the inositol ring. The grey P at position 1 is the linker of 
the inositol group to the membrane-integrated fatty acid chains. B) Main membrane distribution and 
trafficking routes of PI species. 
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In contrast, class II PI3-kinases remain relatively elusive and hold distinct roles to 

VPS34 or PI3KC1. PI3KC2a converts PI(4)P to PI(3,4)P₂ at the plasma membrane, a 

critical step in endocytosis.143 It also governs the transition of PI to PI(3)P on the 

primary cilium in reaction to shear stress.144 Moreover, in liver cells, PI3KC2g operates 

as a Rab5 effector on early endosomes, where it produces of PI(3,4)P2.145 
 

4.2.2 VPS34: Partners, Effectors, Function, Murine Models and Pharmacological 

Inhibitors 
VPS34 was first described in 1990 as a protein governing vacuolar protein sorting in 
baker’s yeast.146 It is the only PI3K conserved across the eukaryotic domain and is the 
founding member of the PI3K family.147 Human VPS34 is ubiquitously expressed and 
shares extensive sequence homology with its yeast counterpart.148 The main effector 
mechanism of VPS34 is the local synthesis of PI(3)P on membranes thereby recruiting 
proteins containing PI(3)P-binding FYVE-zinc finger or PX domains.149 
 
VPS34 forms two distinct complexes: Complex I with VPS15, Beclin-1, and ATG14; 
and Complex II with VPS15, Beclin-1, and UVRAG.150 VPS15 is the regulatory subunit 
of VPS34 and anchors VPS34 complexes to membranes.151 Beclin-1 has multiple post-
translational modification sites that fine-tune VPS34 activity, and its membrane-binding 
capacity is essential for VPS34's function.123,152,153 
 
Complex I is defined by the presence of ATG14 as a third partner and localizes to 
autophagosome precursor membranes.154 Starvation-induced inhibition of MTORC1 
leads to ULK1 activation, which in turn phosphorylates ATG14 in the VPS34 Complex 
I.155,156 VPS34 Complex I then produces PI(3)P, thereby enabling assembly of the 

autophagy machinery (including ATG16L1, ATG12, ATG3, and LC3) and subsequent 
autophagosome formation.157–159 
 
Complex II, defined by the presence of UVRAG, regulates endo-lysosomal 
homeostasis.160,161 Active (GTP-bound) Rab5 binds VPS15, thereby targeting the 
VPS34 Complex II to early endosomes, initiating the local production of PI(3)P.162,163 
PI(3)P recruits EEA1 and Hrs, which control endosome docking, transport, recycling, 
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and homotypic fusion.164–167 Endosomal PI(3)P also facilitates endosome maturation 
by recruiting Mon-1 and Ccz1, which deactivate Rab5 and recruit Rab7.168–171 A pool 
of PI(3)P resides on endo-lysosomes and facilitates lysosomal fission.172,173 The role 
of the PI(3)P effector PIKfyve is discussed subsequently (4.2.3). 
 
PI(3)P can be imaged with a fusion protein of two FYVE-domains with a GFP (2xFYVE-

GFP) or a PX-domain fused to GFP.174,175 These probes bind to PI(3)P and thereby 
reveal the subcellular location. Studying VPS34 was long hampered by the lack of 
selective inhibitors and the embryonic lethality of whole-body knockouts.176–178 
However, cell-specific VPS34 deletions in mouse models revealed the importance of 
VPS34-dependent autophagy for normal liver and heart function and T cell 
survival.179,180 Alongside, the development of highly selective inhibitors (e.g. VPS34-
In1, PIK-III, and SAR405) complemented the tool box needed to study VPS34 
biology.181–185 Both genetic depletion of VPS34 and pharmacological inhibition induce 
an accumulation of large vesicles in cells, reflective of VPS34’s central role in 
controlling endo-lysosomal homeostasis.179,184,186 
 
Taken together, VPS34 intricately controls various aspects of endo-lysosomal 
homeostasis and autophagy by locally producing PI(3)P and recruiting specific effector 
proteins to endomembranes. Advances in biomedical research have provided valuable 
tools to study the complex biology of VPS34 and PI(3)P in greater detail. 
 
4.2.3 PIKfyve Contributes to Cell Migration and Human Disease 

PIKfyve is targeted to PI(3)P-containing endomembranes through its FYVE domain 
and thus is primarily found on early endosomes, endo-lysosomes and 
autophagosomes.187–189 Like VPS34, PIKfyve functions within a complex, which is 
composed of scaffolding protein Vac14 pentamer and the PI(3,5)P2 phosphatase Fig4. 
Steric hindrance within the complex restricts access to the membrane-bound PI 
species to either Fig4 or PIKfyve. The complex's lipid kinase and phosphate activities 
are influenced by protein phosphorylation. Autophosphorylation of PIKfyve inhibits 
PI(3,5)P2 synthesis and amplifies Fig4 phosphatase activity. In a reciprocal regulation, 
Fig4 phosphorylation of PIKfyve promotes PI(3,5)P2 synthesis.126 
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Precise knowledge on the role and function of PIKfyve, its product PI(3,5)P2, and their 
effectors are limited. Concentration measurements are difficult due to PI(3,5)P2's 
scarcity and the first reliable sensor for PI(3,5)P2 was only recently published.190,191 A 
well-characterized effector PI(3,5)P2 is TRPML1, as detailed further in 4.2.5.192 The 
VPS34–PIKfyve axis facilitates mesenchymal cell migration by promoting integrin 

recycling through the SNX17-Retriever to the TGN.188,193,194 Further, mesenchymal 
cancer cells migration is promoted by PI(5)P produced by VPS34–PIKfyve–MTMR3 
(Fig. 4A). PI(5)P activates Rac1 and actin polymerization.77,195 Likewise, PIKfyve 
inhibition negatively affects neutrophil migration, correlating with reduced Rac1/-2 
activity.196  
 
Similar to VPS34, PIKfyve deficiency leads to substantial vesicle accumulation in cells 
across various species (e.g. humans, mice, zebrafish, and Dicty).191,194,197,198 This 
vesicular accumulation is characterized by increased endo-lysosomal markers Lamp1 
and Rab7 and aligns with decreased endo-lysosomal fission and increased 
fusion.199,200 Another parallel to VPS34 is the embryonic lethality of PIKfyve in whole-
body knock outs. Hence, in vivo studies require cell specific deletions of PIKfyve.201 
Selective inhibitors for PIKfyve (Apilimod and YM201636) are commonly used to study 
PIKfyve biology. Apilimod has been and is undergoing clinical evaluation for conditions 
like Crohn’s disease and B-cell cancers.197,202–205 
 
PIKfyve contributes to several human pathologies with an apparent focus in 
neurodegenerative diseases. For instance, PIKfyve inhibition prevents amyotrophic 
later sclerosis in preclinical models.206 The loss of PIKfyve causes neuronal spongiosis 
(= large vesicles) in prion diseases.207 Additionally, mutations within the PIKfyve– 

Vac14–Fig4 complex have been linked to several human diseases, including Charcot-
Marie-Tooth type 4J, Yunis-Varon syndrome, congenital cataract, and primary lateral 
sclerosis.208 Lastly, PIKfyve inhibition halts RNA virus replication (e.g. SARS-CoV-2, 
Zika virus) by impairing endosomal maturation and preventing viral entry into the 
cell.209,210 
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In summary, PIKfyve converts PI(3)P produced by VPS34 to PI(3,5)P2 and is required 
for mesenchymal and neutrophil migration. A well-established effector of PI(3,5)P2 is 
TRPML1, which regulates Ca2+ flux from endo-lysosomes into the cytoplasm. Various 
studies implicate PIKfyve in the pathogenesis of human diseases.  
 

4.2.4 TRPML1 on Endo-Lysosomes Contributes to Cytosolic Calcium 

Homeostasis 
Calcium (Ca2+), a bivalent cation and signaling molecule, plays a pivotal role in 
regulating diverse cellular functions, including metabolism, apoptosis, migration, and 
growth. Therefore, cytoplasmic Ca2+ concentrations are tightly controlled in a range 
from 100 to 1000 nM. Cells regulate these levels through multiple methods, including: 
(i) Exchanging Ca2+ with the extracellular environment via transport proteins, and (ii) 
buffering Ca2+ within organelles such as the ER, mitochondria, and endo-
lysosomes.211–213 
 
Endo-lysosomes are cellular Ca2+ stores with concentrations around 0.5 mM and 
actively participate in cytosolic Ca2+ signaling.214,215 Both a proton / Ca2+ exchange and 
IP3R-dependent Ca2+ flux from the ER (proton-independent) have been brought 
forward as possible hypotheses for Ca2+ uptake into endo-lysosomes.216–219 On the 

other hand, endo-lysosomal Ca2+ release is regulated by two-pore channel (TPC) and 
TRPML1. The TPC opens upon binding of the second messenger nicotinic acid 
adenine dinucleotide phosphate (NAADP) and TRPML1 is activated by PI(3,5)P2 
(further detailed in 4.2.6).192,220,221 Ca2+ efflux through TRPML1 also triggers Ca2+ efflux 
from the ER into the cytosol.222 
 
All Ca2+-storing organelles– the ER, endo-lysosomes, and mitochondria – can be 
tethered to each other to form tight membrane contact sites (MCS). These MCS 
facilitate Ca2+ transport between the ER, endo-lysosomes, and mitochondria, 
respectively, which is mediated by IP3R and TRPML1.218,219,223 However, the 
physiological implications of MCS in Ca2+ handling remain elusive. 
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In conclusion, the ER, mitochondria, and endo-lysosomes all contribute to cellular Ca2+ 
handling. Endo-lysosomes release Ca2+ through TRPML1 or TPC and thereby 
participate in cytosolic Ca2+ homeostasis and signaling. 
 

4.2.5 Regulation of TRPML1, Associated Cellular Functions and Diseases 

TRPML1 (encoded by MCOLN1) is allosterically activated by PI(3,5)P2, which binds to 
an N-terminal, positively charged domain on the cytosolic side of the endo-
lysosome.192,221 PI(3,5)P2 induces a conformational change, opening the central pore 
of TRPML1 and allowing Ca2+ influx into the cytoplasm.192 Conversely, PI(4,5)P2 
inhibits TRPML1-dependent Ca2+ flux.224 This offers an explanation for the restriction 
of TRPML1 activity on endo-lysosomes. Ca2+ flux can also be induced 
pharmacologically with the TRPML1 agonists ML-SA1 and MK6-83.225,226 
 
TRPML1 has various cellular functions, which rely on the activation of calcium-binding 
signaling proteins such as calcineurin and calmodulin. Thereby, TRPML1 controls the 
induction of autophagy by activating TFEB and VPS34.227,228 Additionally, TRPML1 is 
required for lysosomal exocytosis.229,230 Further, TRPML1 induces lysosomal fission 
and TRPML1 overexpression reverses PIKFYVE-inhibition-induced vesicle 
formation.221,231 Simultaneously, it promotes lysosome fusion with phago- or 

autophagosomes and assists in their intracellular trafficking.232–235 Lastly, TRPML1's 
role in the regulation of DC migration via activation of myosin IIA has been discussed 
in 4.1.8 of the introduction.  
 
Mucolipidosis type IV (MLIV) is a rare, autosomal recessive lysosomal storage disease 
caused by mutations in MCOLN1.236–238 Clinically, MLIV presents with ocular 
manifestations (e.g. retinopathy, corneal clouding and strabismus), cognitive, and 
psychomotor impairment.239 MLIV patient-derived fibroblasts also exhibit increased 
numbers of cytosolic vesicles.240 While most mutations introduce a premature stop 
codon in MCOLN1, a few point mutations reduce the agonistic effect of PI(3,5)P2 on 
TRPML1.226 
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Thus, binding of PI(3,5)P2 to TRPML1 enables Ca2+ flux from endo-lysosomes into the 
cytosol, which activates calcium-dependent proteins such as calmodulin and 
calcineurin. These mediators regulate various functions including vesicle fusion and 
fission, as well as autophagosome formation. Mutations in the TRPML1 encoding gene 
are causative for the rare genetic disease MLIV. Importantly, TRPML1 has been linked 
to amoeboid migration by activating myosin IIA in DCs. 

 

4.3 Function and Migration of T Cells 

4.3.1 T Cell Subsets and Associated Functions 
T cells are instrumental for the immune system's functioning. Their vital roles have 
propelled extensive research efforts to decipher their functions, including aspects of 
amoeboid migration. Classified into several categories, each T cell subset embodies 
specific functions driven by their intrinsic cell biology. Broadly, these cells are 

separated into conventional and innate-like T cells. Conventional T cells express an 

ab T cell receptor (TCR) that identifies cognate peptide antigens presented on MHC-I 

or II molecules. This category comprises the cytotoxic CD8+ and helper CD4+ T cells. 
Whereas, innate-like T cells encompass natural killer T cells, mucosal-associated 

invariant T cells, and gd T cells, all of which function as innate-like immune cells. Innate-

like T cells do not recognize classical peptide epitopes, unlike their conventional 

counterparts.241 
 
Conventional naive T cells are antigen inexperienced. They navigate from the 
bloodstream into secondary lymphoid organs (SLOs), eventually returning to the 
bloodstream via the thoracic duct. Within SLOs, naive T cells scan presented antigens 
on antigen-presenting cells (e.g. dendritic cells). Upon TCR-binding to their cognate 
antigen, naïve T cells undergo activation, followed by proliferation and acquisition of 
effector function.242,243 Effector T cells (or T cell blasts) then exit the SLO and relocate 
to their respective effector sites (e.g. sites of infection). Here, cytotoxic effector CD8+ 
T cells target and eliminate cancerous or infected cells that display their cognate 
antigen on MHC-I molecules.244 Activated helper CD4+ T cells differentiate into various 
effector subsets (Th1, Th2, Th17, Tfh, and Treg) depending on the cytokine milieu 
during activation. These different CD4+ T cell subsets orchestrate the immune 
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response to different pathogen classes. For instance, Th1 cells develop in response to 
intracellular pathogens, while Th17 cells protect against extracellular pathogens. 
Regulatory CD4+ T cells modulate immune reactions to mitigate potential harm to 
inflamed tissues.245,246 
 
Following the primary immune response, a notable proportion of effector T cells 

undergo contraction. Few T cells persist as memory cells and serve as an 
immunological memory. Memory T cells mount a rapid and robust immune response 
to previously encountered pathogens bypassing the lengthy priming and effector 
maturation of naïve T cells.247 In line, memory T cells are strategically placed in the 
organism to facilitate optimal responses during secondary infections. They are further 
stratified in central, effector and tissue-resident T cells. Central memory T cells reside 
in SLOs but also circulate through the blood – like effector memory T cells. Tissue-
resident memory cells are restricted to non-lymphoid tissues (e.g. the skin), where they 
constantly scan the environment for their cognate antigen.248 
 
In summary, the various subsets of conventional T cells facilitate a nuanced adaptive 
immune response to pathogens. 
 

4.3.2 Chemokine Signaling Regulates T Cell Migration and Positioning 

Chemokines and their respective receptors control positioning and motility of T cells. 
Dependent on cell type and environmental context, conventional chemokine-receptor 
signaling evokes various motility responses. These include chemotaxis (directed 
movement), chemokinesis (increased, non-directed motility), haptotaxis (directed 
movement along substrates with immobilized chemokines), adhesion, migratory arrest 
and transcellular migration (i.e., extravasation).42,249,250 On the other hand, atypical 
chemokine receptors are involved in scavenging chemokines to modulate their 
extracellular availability. However, they are not present on T cells.251 
 
Conventional chemokine receptor signaling is complex. It is primarily facilitated by 

pertussis-toxin-sensitive G-proteins and b-arrestin. Upon receptor ligation, a receptor-

associated trimeric G-protein exchanges GDP for GTP, which detaches the bg-
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subunits from the a-subunit. Subsequently, this activates PI(4,5)P2 cleavage by 

phospholipase C to generate IP3 and DAG.252,253 IP3 increases cytosolic Ca2+ level by 
activating IP3R on the ER, while DAG activates protein kinase, which contributes to T 
cell polarity.254,255 The G-protein signaling cascade also activates DOCK2, a guanine-
exchange factor pivotal for T cell polarization and migration by fostering the activation 
of Rac1/-2.256,257 DOCK2 also modulates Rap1, instrumental in uropod formation 
through the activation of RhoA and myosin IIA.47,258 Further, chemokine signaling 
activates integrins via Rap1, facilitating T cell adhesion.259 Together, this complex and 
intricate signaling network poises T cells to adhere, polarize and migrate. 
 
Specific sets of chemokines present in the local environment and the repertoire of 
chemokine receptors expressed on the T cells dictate their position within the 
organism. Below, three prominent chemokine–chemokine–receptor systems illustrate 
the regulation of T cell positioning. The chemokine receptor CCR7 is key for naïve T 
cell homing and recruitment into T cells zones within SLOs. First, L-selectin induces T 
cell rolling on high endothelial venules (HEV) of lymph nodes. Then, the chemokine 
CCL21 on HEVs, activates the CCR7, which in turn induces LFA-1 to bind to ICAM-1 
on HEVs and facilitates cell adhesion. T cells then polarize and crawl on HEVs, and 
subsequently transmigration into the lymph node stroma.260 Here, fibroblastic reticular 

cells express CCL19 (another ligand for CCR7), and CCL21 to guide naive T cells into 
the T cell zone, where they encounter DCs.261,262 Another exemplary chemokine–
chemokine receptor pair is CXCL13 and CXCR5. The expression of CXCR5 on 
follicular helper CD4+ T cells (Tfh) allows these cells to sense CXCL13 expressed in B 
cell follicles and therefore enter germinal centers. Here, they support B cell 
differentiation into memory or plasma cells and facilitate persistent antibody 
production.263–265 Further, effector T cells express CXCR3. Its ligands – the 
chemokines CXCL9 and CXCL10 – are expressed at sites of inflammation. They 
recruit effector T cells from the circulation to these sites of inflammation, where they 
subsequently fulfill their effector role.266 
 
In conclusion, chemokines and their receptor-mediated signaling dictate the T cell 
motility, positioning, and recruitment at various points of T cell-mediated immunity. A 
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complex signaling network, consisting of G-proteins and small GTPases promotes cell 
polarization, cytoskeleton dynamics, and integrin activation. Distinct combinations of 
chemokine receptor expression and the localized secretion of corresponding ligands 
guide T cells to their designated microenvironment. 
 

4.3.3 Cellular Metabolism Governs T Cell Functionality 

The functioning of T cells is intricately connected to cellular metabolism, encompassing 
aspects such as activation, differentiation, proliferation, and migration. Naïve T cells 
are quiescent and their metabolism mainly supports cell survival.267 However, upon 
antigen-induced T cell activation their metabolism must support proliferation, 
epigenetic remodeling, and increased bioenergetic demands, met through the 
reprogramming of cellular metabolism.268,269 A central metabolic response to T cell 
activation is an increase in aerobic glycolysis. Glycolysis is fundamental for the 
acquisition of CD8+ T cell effector function, including the synthesis of effector cytokines 

like interferon-g (IFN-g).270,271 Differential metabolic repertoires that vary across T cell 

subsets drive their specific effector functions. This is exemplified by the glycolytic 
metabolism of effector memory CD8+ T cells. Upon activation, an immediate increase 

in glycolysis enables generation of IFN-g at a significantly quicker pace than their naïve 

counterparts.272 Hence, immediate engagement of glycolysis is a prerequisite for a fast 
memory CD8+ T cell response.  
 
T cells are also influenced by the varying levels of metabolites present in the 
microenvironment. Their assimilation into the cellular metabolism alters associated T 
cell functions. Such a phenomenon is notably evident in tumor microenvironments, 
where infiltrating immune cells and tumor cells compete for nutrients.273 Diminished 

glucose availability hinders T cell activation and suppresses the efficacy of tumor 
immunosurveillance.274,275 Moreover, lactate in the synovial fluid of rheumatoid arthritis 
patients is absorbed by effector CD4+ T cells and enhances the production of the 
proinflammatory cytokine interleukin 17. In parallel, lactate reduces glycolytic flux, 
thereby restricting migration and trapping T cells at the sites of inflammation, which 
exacerbates synovial inflammation.110 
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In summary, adequate cellular metabolism is a requirement for optimal T cell function. 
T cell subsets are characterized by differential metabolic capacities, supporting their 
specific functionalities. Moreover, extracellular metabolites are incorporated into the T 
cell metabolism, thereby altering their functions and, in turn, the immune response as 
a whole. 
 
4.3.4 Acetate Regulates T Cell Effector Function 

Acetate is a metabolite commonly detected in mammals.276,277 In cells, acetyl-CoA 
synthetases (ACSS 1 and 2) convert acetate and coenzyme A (CoA) to acetyl-CoA. 
Acetyl-CoA participates in various reactions such as fueling the TCA cycle or providing 
an acetyl donor group for protein acetylation.278,279 
 
In this context, acetate promotes glycolysis and enhances effector memory CD8+ T 
cell function. During bacterial infections in mice, serum acetate levels transiently 
increase, and memory T cells assimilate acetate. This increases intracellular acetyl-
CoA abundance, subsequently leading to the acetylation of the glycolytic enzyme 
GAPDH. Acetylated GAPDH exhibits increased catalytic activity. Pre-treatment of 
memory CD8+ T cells with acetate leads to increased glycolysis following T cell 

activation, enhanced production of IFN-g, and improved bacterial control.280 

Furthermore, acetate contributes to IFN-g production by CD8+ T cells in both 

homeostatic and glucose-restricted conditions.281,279 Mechanistically, acetate-derived 

acetyl-CoA promotes histone acetylation, facilitating the expression of IFN-g 

transcripts.281 
 
In summary, acetate regulates T cell function under homeostatic conditions by 

promoting IFN-g transcription. Additionally, increased acetate levels during systemic 

bacterial infections further enhance memory CD8+ T cell functionality by boosting their 
glycolytic capacity when reencountering their cognate antigen. However, the variations 
of acetate levels in different microenvironments and how T cells might regulate acetate 
metabolism in a context-dependent manner remain unexplored. 
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4.4 Real-Time Monitoring of Cellular Metabolism  

4.4.1 Methods to Study Cellular Metabolism in Real-Time 

The metabolism of cells is central to their function, as exemplified for amoeboid cell 
migration and T cell function in 4.1.9 and 4.3.3, respectively. While various direct and 
indirect techniques are available for assessing immune cell metabolism, only a few 
permit real-time monitoring. A prevalent method for evaluating real-time glycolysis and 
cellular respiration is the use of extracellular flux analyzers.282,283 This approach 
necessitates a limited cell quantity and facilitates intra-assay injection of stimuli or 
inhibitors. The assessed parameters are surrogates for glycolysis (= extracellular 
acidification rate, ECAR) and cellular respiration (= oxygen consumption rate, OCR), 
offering a valuable, yet, limited view into cellular metabolic processes. 
 
Another possibility to interrogate metabolism in real-time is the application of 
genetically encoded fluorescence biosensors (e.g. for glycolysis or the NAD/NADH+ 
ratio).284,285 However, here only a single aspect of metabolism at a time is monitored. 
Further, the application of these sensors entails transduction or transfection into the 
cell system of choice. Moreover, sensors might not be available for the metabolic 
pathway of choice. 
 

Mass spectrometry (MS), coupled with liquid or gas chromatography, permits the 
identification of numerous metabolites found in cell lysates or medium. These 
techniques involve extensive sample preparation and provide end-point 
measurements.286 The application of stable isotopically-labeled metabolites, such as 
glucose with carbon-13 (13C), facilitates the tracking of metabolic pathways through 
MS, granting a dynamic view into cellular metabolism.287 
 
An alternative for real-time cellular metabolism tracking utilizes mass spectrometry to 
probe the headspace of biological cultures. Typically, in vitro cell cultures are linked 
directly to secondary electrospray ionization-high resolution mass spectrometry (SESI-
HRMS), which detects volatile organic compounds (VOCs) in the volatile phase. These 
VOCs, which evaporate at room temperature and ambient pressure, usually have a 
mass of up to 500 Da.288 SESI-HRMS discerns isotopologue pairs, thus facilitating the 
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tracing of labelled metabolites, as demonstrated in yeast cultures.289 Previously, this 
non-invasive method successfully differentiated breast cancer cells from normal 
mammary cells in vitro.290 Furthermore, SESI-HRMS are extremely sensitive as they 
detect VOCs emitted from 103 colony-forming units (CFU) of bacteria within minutes.291 
Nevertheless, this approach presents two substantial limitations: (i) only compounds 
produced by cells able to pass the plasma membrane into the culture medium and 

evaporate are detectable, and (ii) compound identification based on mass data is 
complex, given that these systems forgo chromatography. 
 
In conclusion, the real-time monitoring of cellular metabolism remains challenging. 
Extracellular flux analysis yields insights into glycolysis and cellular respiration. 
Genetically encoded biosensors are not available for all metabolic pathways and solely 
analyze one metabolic parameter. MS analysis allows extensive metabolite 
identification and pathway tracking utilizing isotopically-labeled compounds but is an 
end-point measurement. The SESI-HRMS systems non-invasively detect metabolic 
processes by measuring VOCs.  
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5. Aims of the Thesis 
Amoeboid cell migration is a complex and multifaceted process, integral to human 
physiology and disease. A significant layer of regulation hinges on the intricate cellular 
ultrastructure, which facilitates cytoskeleton dynamics to generate propulsion forces. 
Moreover, cellular metabolism, modulated by chemokines and the surrounding 
metabolic microenvironment, serves as another critical determinant of amoeboid 

motility. Throughout my doctoral research, I aimed to uncover new facets of the 
aforementioned regulators: 
 

1. What aspects of the cellular ultrastructure are promoting amoeboid migration? 
 

2. Which aspects of cellular metabolism are shaped by chemokines? 
 
Given their pivotal role in host immunity, my primary focus was on T cells, offering a 
physiologically relevant lens to explore amoeboid migration. As a proven therapeutic 
target in the field of autoimmunity, enhancing knowledge on T cell migration might 
contribute to a broader effort in leveraging this process further. Interrogation of T cell 
migration also holds potential to reveal broader cell biological paradigms of amoeboid 
migration, as underlying mechanisms are largely conserved across the eukaryotic 
domain.  
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6. Results 

6.1 Section I: Engagement of the VPS34–PIKfyve Axis at the Uropod 

Promotes Fast Amoeboid Migration 

6.1.1 Summary 
Amoeboid cell migration is a fundamental process underpinning various biological 
processes, including immunity and development. Our objective was to define structure-
function relationships of amoeboid cell migration by studying organellar positioning and 
associated pathways in T cells. In the preprint titled “An evolutionary-conserved 
VPS34-PIKfyve-TRPML1-Myosin II axis regulates the speed of amoeboid cell 
migration”, we elucidate the role of the VPS34–PIKfyve lipid kinase pathway on endo-
lysosomes in facilitating rapid amoeboid cell migration. 
 

Imaging studies in polarized and migrating T cells demonstrate an endo-lysosomal re-
location to the uropod, along with an active VPS34–PIKfyve pathway. VPS34 and 
PIKfyve promote myosin IIA activity and retrograde actin flow, thereby enabling 
efficient T cell propulsion. In the proposed molecular framework, VPS34–PIKfyve 
pathway produces PI(3,5)P2, thereby inducing Ca2+ flux from the endo-lysosome into 
the cytoplasm through TRPML1 and activating myosin IIA. The ubiquitous expression 
of VPS34 and PIKfyve across the eukaryotic domain, directed us to test this 
observation beyond T cells. VPS34 and PIKfyve also regulated the migration speed in 
myeloid cells. Further, PIKfyve or TRPML1 orthologue knockout Dicty cells exhibited 
slower migration. 
 
Together, our findings unveil the VPS34–PIKfyve axis as a conserved speed control 
system of amoeboid cell migration. 
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6.1.2 Author Contribution 
This study was supervised and conceived by Christoph Hess (University of Basel and 
the University of Cambridge) and Matthias Mehling (University of Basel). Christoph 
Hess and Philippe Dehio wrote and edited the manuscript. Thorsten Schaefer 
(University of Basel) and Matthias Wymann (University of Basel) initially proposed 
inhibiting the VPS34–PIKfyve pathway, provided the necessary compounds and 

guided their application. Philippe Dehio performed and analyzed all live cell microscopy 
and migration experiments involving T cells, DCs, and neutrophils. He conducted 
immunofluorescence, immunoblotting, and flow cytometry experiments, and performed 
the sequence alignment, phylogenetic analysis, and in silico docking experiments. 
Lucien Fabre was responsible for the electron microscopy sample preparation and 
imaging. Dictyostelium cell migration experiments were carried out by Céline Michard 
(University of Geneva), with the analysis being jointly performed by Céline Michard 
and Philippe Dehio. Thierry Soldati (University of Geneva) supplied the Dictyostelium 
strains and contributed to the design of the Dictyostelium cell migration assays. The in 
vivo adoptive T cell transfer experiments were carried out by Adrià-Arnau Martí i Líndez 
(University of Cambridge), Juan Carlos Yam-Puc (University of Cambridge), and 
Philippe Dehio, with Klaus Okkenhaug (University of Cambridge) providing advice on 
the in vivo experiments and supplying the necessary mouse strains.  
 

6.1.3 Preprint: An evolutionary-conserved VPS34-PIKfyve-TRPML1-Myosin II 

axis regulates the speed of amoeboid cell migration 
The following preprint, titled “An evolutionary-conserved VPS34-PIKfyve-TRPML1-
Myosin II axis regulates the speed of amoeboid cell migration”, is currently in under 
peer review. It is accessible by the QR-code: 
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Abstract 
Amoeboid cell migration is key to efficient T cell immunity. Spatial polarization of organelles 

within cells, including endo-lysosomes, is a prerequisite of migration. However, how 

ultrastructural polarization is linked to the signaling requirements governing T cell migration, 

remains unknown. Here we show that signaling molecules generated by endo-lysosome-

localized kinases regulate velocity of amoeboid migration. Specifically, imaging of T cells 

identified accumulation of endo-lysosomes decorated with the lipid kinases VPS34–PIKfyve at 

the uropod of polarized cells. Activity of VPS34 and PIKfyve regulated speed, but not 

directedness, of migrating T cells. Mechanistically, PI(3,5)P2 generated by the sequential 

action of VPS34 and PIKfyve mediated Ca2+ efflux from lysosomes via the mucolipin TRP cation 

channel 1 (TRPML1), thus controlling activity of myosin IIA and hence the generation of 

propulsive force through retrograde actin flow. The VPS34–PIKfyve kinases also regulated 

velocity of myeloid cells, as well as of the amoeba Dictyostelium discoideum – establishing the 

axis as an evolutionary conserved speed control system of amoeboid cell migration.  



 
42 

 

Introduction 
Cell migration is critically involved not only in immunity, but also early embryonic 

development, tissue homeostasis and regeneration. Across the eukaryotic domain, crawling-

like, or amoeboid, movement is the most prevalent mode of cellular motility, with origins 

predating the emergence of metazoans.1 Amoeboid locomotion is characterized by bleb- or 

pseudopod-based membrane protrusion at the leading edge and retraction of the uropod – 

thereby establishing the direction of motion.2–5 At the molecular level, actomyosin 

contractility at the uropod, and actin polymerization at the leading edge, drive a retrograde 

actin flow, which propels cells forward when transmitted to the extracellular space.6–10 This 

directed motion of F-actin is regulated via phosphorylation of the non-muscle myosin IIA 

regulatory light chain (RLC).11 RLC is phosphorylated, and hence activated, by myosin light 

chain kinase (MLCK) in a calmodulin and cytosolic calcium (Ca2+) dependent process.12,13 

Generation of propulsive force in amoeboid migration is accompanied by, and relies on, 

polarization of the cellular ultrastructure. In T cells, for instance, mitochondria translocated to 

the uropod have been shown to locally provide the necessary energy for myosin IIA 

activation.14,15 In dendritic cells (DCs), endo-lysosomes positioned at the uropod were 

demonstrated to support activation of myosin IIA by facilitating lysosomal Ca2+ release 

through the Ca2+-channel TRPML1.16,17 Binding of chemokines to their respective receptors 

triggers engagement of Rac1/2 and RhoA GTPase activity, which is affecting cell polarity and 

actin polymerization.18,19 The downstream signaling events that regulate amoeboid cell 

migration remain unexplored. 

Here we investigated the role of lysosomes as signaling hubs in controlling amoeboid 

migration of T cells. Broader relevance of key findings was explored in non-related cell 

systems, including the non-metazoan organism Dictyostelium discoideum (D. discoideum).  
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Results 

Endo-lysosomes re-locate together with VPS34-PIKfyve to the uropod of migrating T cells 

To assess the localization of organelles among resting vs. chemokine-activated naïve murine 

CD8+ T cells, focused ion beam scanning electron microscopy (FIB-SEM) imaging was 

performed. Non-stimulated T cells were roughly circular in shape, and organelles distributed 

around the nucleus. Activation with the chemokine CCL19 induced cells to elongate and 

organelles to group towards one side of the cell (=polarization), including those with 

morphologic characteristics of endo-lysosomes (Fig. 1A). Immunofluorescence imaging of 

endo-lysosomes, using antibodies targeting Rab7 (late endosome and lysosome marker) and 

Lamp1 (lysosome marker), confirmed endo-lysosomal polarization towards one side of CCL19 

activated naïve murine CD8+ T cells (Fig. 1B, top panels and lower left panel). Stimulation with 

CCL19 furthermore increased colocalization of Rab7 and Lamp1, indicative of endo-lysosomal 

maturation (Fig. 1B, lower right panel). Live-cell imaging of migrating naïve murine CD8+ T cells 

stained with a lysosomal dye also captured polarization of (endo)-lysosomes within cells, and 

established that endo-lysosomes accumulated at the uropod (Fig. S1A). Lastly, imaging naïve 

murine CD8+ T cells migrating in fluorescently tagged CCL19 (DY-649P1-CCL19) revealed focal 

accumulation of labelled CCL19 in intracellular vesicular structures that maintained their 

position throughout an observation period of up to five minutes (Fig. 1C). 

Immunofluorescence imaging confirmed accumulation of CCL19 in Rab7+ Lamp1+ positive 

regions, i.e. endo-lysosomes, in polarized naïve murine CD8+ T cells (Fig. S1B). 

Lysosomes function as signaling hubs for various kinases, including the mechanistic target of 

rapamycin (mTOR). Specifically, mTOR, in conjunction with the Ragulator–Rag complex, 

integrates environmental signals (e.g. nutrients and cytokine signaling) on lysosomes.20 mTOR 

has been suggested to be activated by chemokine signaling, and regulate T cell migration.21–

23 We thus reasoned that endo-lysosomes might control T cell migration by recruiting mTOR 

signaling to the uropod. Using the selective mTOR1/2 inhibitor PQR620, we blocked mTOR 

activity in naïve CD8+ T cells migrating in a CCL19 gradient.24 The mTOR blocking activity of 

PQR620 was confirmed by assessing phosphorylation of the mTOR target S6K by flow 

cytometry in activated CD8+ T cells (Fig. S1C). Inhibiting mTOR did not affect velocity of naïve 

murine CD8+ T cells in our system (Fig. 1D), possibly due to low mTOR activity in naïve T cells.21–

23,25 
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Figure 1: Endo-lysosomes decorated with VPS34–PIKfyve relocate to the uropod of polarized T cells | A) FIB-
SEM microscopy images of naïve murine CD8+ T cells treated with vehicle control (left panels) or 0.5 µg / ml 
CCL19 (right panels). Arrows indicate endo-lysosomes, further magnified examples are pointed out in purple 
(lower panels). The nucleus is pseudo-colored in yellow. Scale bar: 5 µm for top panels, 100 nm for lower panels. 
B) Immunofluorescence imaging of endo-lysosomes in naïve murine CD8+ T cells treated with either vehicle 
control or 0.5 µg / ml CCL19. Top panels: Representative images of a cell stained with DAPI, Rab7, and Lamp1. 
The dashed line in Rab7 and Lamp1 panels indicates the outline of the nucleus. Bottom left panel: Fraction of 
cells with polarized or non-polarized endo-lysosomes assessed via Rab7 staining in presence (n = 45) or absence 
(n = 29) of CCL19. Bottom right panel: Colocalization of Rab7 and Lamp1 fluorescence signal in naïve murine CD8+ 
T cells after treatment with vehicle control (n = 29) or CCL19 (n = 26). Scale bar: 5 µm. C) Top panels: Bright field 
images merged with DY-649P1-CCL19 signal (red) of a representative naïve murine CD8+ T cell. Lower panels: 
Quantification of the CCL19 signal fluorescent intensity (FI) from the above image along the x-axis of the dashed 
box. Scale bar: 5 µm. D) Velocity of naïve murine CD8+ T cells in a CCL19 gradient, following treatment with 
vehicle (n = 272) or the mTOR inhibitor PQR602 (n = 232). E) Diagram of the VPS34-PIKfyve pathway with 
inhibitors used (in color) and their respective targets. VPS34 and PIKfyve phosphorylate the inositol ring of 
phosphatidylinositol (PI) at the third and fifth position, respectively (represented by an orange circle marked with 
a "P"). F) Representative images of naïve murine CD8+ T cells transfected with the PI(3)P-sensor 2xFYVE-eGFP, 
showing quantification of detected PI(3)P+ vesicles (= 2xFYVE-eGFP spots) in polarized and non-polarized 
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migrating naïve CD8+ T cells (n = 42). Data are pooled from three independent experiments. Arrows indicate 
PI(3)P+ vesicles. Scale bar: 5 µm. Panels B-D and F: Representative data from three or more independent 
experiments. Not significant = p-value (p) > 0.05, *** p < 0.001; Wilcoxon rank-sum test for panels B and D. 

However, endo-lysosomal membranes are also the target of the lipid-kinases VPS34 and 

PIKfyve, which phosphorylate phosphatidylinositol (PI) to PI(3)P and PI(3,5)P2, respectively 

(Fig. 1E).26 These kinases impact endo-lysosomal maturation, receptor recycling and Rac1 

activity, features that have been associated with regulation of cell motility.26–28 This prompted 

us to consider their role in T cell migration. A fluorescent probe consisting of two PI(3)P-

binding FYVE domains fused to an eGFP (2xFYVE-eGFP) enables subcellular localization of 

PI(3)P, i.e. the substrate of PIKfyve by fluorescence imaging.29 2xFYVE-eGFP accumulated on 

vesicular structures at the uropod of CCL19-polarized naïve murine CD8+ T cells (Fig. 1F), thus 

capturing VPS34 activity in these cells and opening the possibility for involvement of the 

VPS34–PIKfyve axis in regulating amoeboid cell migration. This notion was further supported 

by a recently published CRISPR screen that identified PIK3C3, the gene encoding VPS34, as a 

regulator of T cell migration into the central nervous system in an experimental autoimmune 

encephalitis model.30 

In all, these imaging studies (i) demonstrated that chemokine exposure of naïve CD8+ T cells 

induced endo-lysosomal maturation and polarization to the uropod, and (ii) provided 

evidence for engagement of lipid kinase activity on uropod-localized endo-lysosomes. 

T cell velocity, but not directedness, is controlled by VPS34 and PIKfyve 

Using inhibitors of VPS34 and PIKfyve, we first explored how activity of these kinases related 

to accumulation of endo-lysosomes in polarized T cells. Inhibition of VPS34, using the potent 

and selective inhibitor VPS34-In1, was verified by imaging studies (Fig. S2A).31 Apilimod is a 

highly selective PIKfyve inhibitor in clinical development.32,33 Importantly, both inhibitors do 

not affect other lipid kinases, such as class 1 PI3K (e.g. PI3Kg), which have been implicated in 

T cell migration.34 At 2 µM, i.e. the concentration used throughout, neither VPS34In-1 nor 

Apilimod affected the viability of murine CD8+ T cell blasts after 6 hours of treatment (Fig. 

S2B). With these tools in hand, we blocked VPS34 or PIKfyve in CCL19 stimulated naïve murine 

CD8+ T cells and examined cells using brightfield imaging. Inhibiting either kinase resulted in 

the appearance of large vesicles at the uropod of polarized cells (Fig. 2A, upper panel). The 

fluorescent signal from a lysosomal dye was also increased in VPS34In-1 as well as Apilimod-

treated naïve murine CD8+ T cells, indicative of an increase in endo-lysosomal volume (Fig. 2A, 
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lower panel). These findings align with the known role of the VPS34–PIKfyve system in endo-

lysosomal homeostasis.26 

 
Figure 2: T cell velocity, but not directedness, is controlled by VPS34 and PIKfyve | A) Upper panel: 
Representative bright field images of naïve murine CD8+ T cells migrating in a CCL19 gradient, treated with either 
vehicle control, VPS34-In1, or Apilimod. Arrows point at (large) vesicles. Lower panel: Quantification of lysosomal 
dye signal (mean fluorescent intensity, MFI) per cell, treated with vehicle control (n = 60), VPS34-In1 (n = 106), 
or Apilimod (n = 73). B) Left panel: Time course analysis of DY-649P1-CCL19 uptake in naïve murine CD8+ T cells 
(flow cytometry, geometric mean intensity (gMFI) and standard deviation of three biological replicates). Right 
panel: Representative bright field images merged with DY-649P1-CCL19 signal (red) of naïve murine CD8+ T cells 
migrating in a CCL19 gradient, treated with vehicle control, VPS34-In1, or Apilimod. C) Migration metrics 
(velocity, directedness, and angle of migration) of naïve murine CD8+ T cells treated with vehicle control (n = 362) 
and VPS34-In1 (n = 193), or D) vehicle control (n = 125), and Apilimod (n = 121). E) Left panels: Migration metrics 
of human CD8+ T cell blasts transduced with scrambled control (shCTR; n = 292), or VPS34-targeting shRNA 
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(shVPS34, n = 255), and placed in a CXCL12 gradient. Right panel: VPS34 knockdown efficiency as determined by 
Western blotting; connections between dots link samples from the same biologic replicate. F) Velocity of naïve 
murine CD8+ T cells placed in a CCL19 gradient and treated with vehicle control (n = 175), PI(3,5)P2-C16 (n = 149), 
VPS34-In1 (n = 466), or PI(3,5)P2-C16 & VPS34-In1 (n = 636). G) Circularity analysis and representative bright field 
images of naïve murine CD8+ T cells migrating in a CCL19 gradient. Left panel: Vehicle control (n = 161) and VPS34-
In1 (n = 157). Right panel: Vehicle control (n = 40) and Apilimod (n = 102). H) Schematic of experiment and result 
of CD8+ T cell homing analysis, comparing transfer of wild-type vs. catalytically-inactive VPS34 (pooled data from 
two independent experiments with 5-6 recipient animals each). I) Comparison of vehicle vs. Apilimod-treated 
CD8+ T cells in homing experiments (pooled data from two independent experiments with 5 recipient animals 
each). Yellow dashed lines indicate cell outline, and the scale bars indicate 5 µm in panels A, B, and G. Panels A - 
G: Representative data from three or more independent experiments. ns = p > 0.05, *** p < 0.001, **** p < 
0.0001; Wilcoxon rank-sum test for panels A, C-E, G-I; Aligned Rank Transform (ART) ANOVA for panel F. 

To test whether uptake and vesicular accumulation of chemokines at the uropod was affected 

by inhibition of VPS34 or PIKfyve, naïve murine CD8+ T cells were activated using fluorescent 

CCL19 in presence or absence of VPS34In-1 or Apilimod, respectively. Neither inhibition with 

VPS34In-1 nor Apilimod affected uptake of CCL19, as measured by (i) flow cytometry after 30 

or 90 minutes (Fig. 2B, left panel), and (ii) accumulation of fluorescence in vesicular structures 

at the uropod (Fig. 2B, right panel). This suggested that the uptake of chemokine and cell 

polarization were not affected by inhibition of the VPS34–PIKfyve axis. We then went on and 

tested how inhibiting VPS34 or PIKfyve impacted T cell motility, using an under-agarose 

migration assay (Fig. S2C). Inhibition of VPS34 and PIKfyve both reduced the migration velocity 

of naïve murine CD8+ T cells, while not altering directedness and angle of migration towards 

the source of chemokine (Fig. 2C,D, Fig. S2D). VPS34In-1 and Apilimod also reduced the speed 

of murine CD8+ T cell blasts in a CCL19 gradient (Fig. S2E). shRNA-mediated silencing of VPS34 

in human CD8+ T cell blasts likewise decreased their speed, while preserving directedness and 

angles of migration (Fig. 2E). Finally, the structurally non-related, selective VPS34 inhibitor 

SAR405 phenocopied migration deficits induced by VPS34 and PIKfyve inhibition in human 

CD8+ T cell blasts migrating in a CXCL12 gradient (Fig. S2F).35 

Assessing whether the product of the VPS34–PIKfyve axis was indeed responsible for the 

observed phenotype, cell culture medium was supplemented with dipalmitoyl-PI(3,5)P2. 

Evidencing the importance of PI(3,5)P2, reduced migration velocity imposed by inhibition of 

VPS34 in naïve murine CD8+ T cells was partially rescued by addition of this synthetic PI(3,5)P2 

(Fig. 2F). Rapidly migrating T cells tend to be elongated and less circular.6 Notably, inhibition 

of VPS34 and PIKfyve, and thus slowing their migration, also decreased the average circularity 

of naïve murine CD8+ T cell migrating in a CCL19 gradient (Fig. 2G). This phenotypic 

constellation (decreased migration speed among less circular cells) was compatible with 
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insufficient myosin IIA activity in VPS34–PIKfyve inhibited cells – a notion further explored 

below.4,36,37 To test whether also in vivo migration of CD8+ T cells was impacted by VPS34 and 

PIKfyve, adoptive transfer experiments were performed. Specifically, murine CD8+ T cells 

expressing either wild-type or a catalytic inactive form of VPS34 were injected in a 1:1 ratio 

into the tail vein of recipient mice, and their homing into lymph nodes (inguinal, axillary, 

cervical) was quantified (Fig. 2H, left panel).38 In these experiments, the number of wild-type 

CD8+ T cells migrating into lymph nodes was consistently higher than that of cells expressing 

catalytic inactive VPS34 (Fig. 2H, right panel). Likewise, pre-treatment of murine CD8+ T cells 

with Apilimod reduced lymph node homing relative to vehicle-treated control cells (Fig. 2I). 

Frequencies of transferred CD8+ T cells in the spleen were similar to input, irrespective of 

VPS34 and PIKfyve sufficiency vs. insufficiency (Fig. S2G,H) – aligning with passive 

accumulation in the red pulp and marginal zone compartment.39,40 

Together these experiments identified the lipid kinase pathway PI®PI(3)P®PI(3,5)P2, 

governed by VPS34 and PIKfyve, as a modifier of endo-lysosomal turnover at the uropod of T 

cells, while leaving chemokine uptake unaltered. More importantly, activity of these kinases, 

through their end product, determined velocity of migrating CD8+ T cells, without affecting 

chemotactic directedness. 

VPS34 and PIKfyve regulate retrograde actin flow and myosin IIA activation 

The flow of actin – i.e. the propulsion force underlying amoeboid cell migration – relies on 

synchronized actin polymerization at the leading edge, and myosin IIA-induced F-actin traction 

at the uropod.6,7,9,10 The importance of myosin IIA activity in governing cell migration was 

specifically verified for T cells by using two distinct approaches. First, direct (blebbistatin), as 

well as indirect (ML-7), inhibition of myosin IIA activity reduced migration speed of human 

CD8+ T cell blasts as well as human naïve CD8+ T cells, irrespective of upstream VPS34 activity 

(Fig. 3A-C). Second, nocodazole, which increases myosin IIA activity, increased velocity of 

migration both in presence and absence of VPS34 blockade, and also restored decreased 

circularity induced by inhibition of VPS34 to baseline levels (Fig. 3A, Fig. 3D and Fig. S3A).41–45 

Given these clear data, we hypothesized that the VPS34–PIKfyve system impacted migration 

via regulating the activity of myosin IIA – an alternative possibility being an impact of the 

kinase-system on actin polymerization. The latter idea was refuted by the finding that actin 

polymerization in CCL19-treated naïve murine CD8+ T cells was unaffected upon inhibition of 
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either VPS34 or PIKfyve (Fig. 3E). By contrast, in this same system myosin IIA activity – read 

out by the phosphorylation status of RLC – was diminished upon blocking of either kinase (Fig. 

3F), also aligning with elongation observed among T cells migrating in presence of VPS34 or 

PIKfyve inhibitors (Fig. 2G).  

 
Figure 3: VPS34 and PIKfyve regulate retrograde actin flow and myosin IIA activation| A) Schematic of the 
myosin IIA regulatory light chain activation pathway. Inhibitors or inhibitory interactions are shown in red, 
activators or activating interactions in green. B) Velocity of human CD8+ T cell blasts transduced with control 
shRNA (n = 1037 for vehicle control; n = 759 for Blebbistatin) or VPS34-shRNA (n = 534 for vehicle control; n = 
594 for Blebbistatin), placed in a CXCL12 gradient in presence vs. absence of Blebbistatin. C) Velocity of naïve 
murine CD8+ T cells in a CCL19 gradient treated with vehicle control (n = 815), ML-7 (n = 1019), VPS34-In1 (n = 
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199), and ML-7 & VPS34-In1 (n = 238); or D) Vehicle control (n = 439), Nocodazole (n = 185), VPS34-In1 (n = 243), 
and Nocodazole & VPS34-In1 (n = 336). E) Left panel: Representative flow cytometry histograms of F-actin 
staining (AF488-Phalloidin) in naïve murine CD8+ T cells assessed one minute after treatment with vehicle control 
or CCL19. Right panel: Phalloidin mean fluorescence intensity (MFI, flow cytometry) of three technical replicates. 
F) Left panel: Per cell MFI signal (fluorescence microscopy) among naïve murine CD8+ T cells stained for myosin 
IIA RLC phosphorylated at serine 19 (pRLC) and treated with vehicle control (no CCL19: n = 81; CCL19: n = 75), 
VPS34-In1 (no CCL19: n = 79; CCL19: n = 88), and Apilimod (no CCL19: n = 139; CCL19: n = 64). Right panels: 
Representative bright-field images of cells overlaid with pseudo-colored pRLC signal. G) Representative tracks of 
F-actin foci derived from actin-reporter T cell blasts with or without VPS34-In1, pseudo-colored according to 
speed. Dashed lines denote the leading edge, arrows indicate the direction of actin flow. H) Kymograph-based 
speed analysis of retrograde actin flow (right panels) in actin-reporter T cell blasts treated with vehicle control 
(n = 27) or VPS34-In1 (n = 24), and I) vehicle control (n = 25) or Apilimod (n = 26). Left panels: Representative 
kymographs of F-actin reporter signal along the cell's axis over a 30 sec period. The yellow dashed line indicates 
an exemplary actin trace used for speed analysis. Scale bars in panels F-I represent 5 µm. Panels B-I represent 
results from three independent experiments. ns = p > 0.05, ** p < 0.01, **** p < 0.0001; Wilcoxon rank-sum test 
for panels F, H, I; ART ANOVA for panels B - D. 

To dynamically visualize dependency of actin flow on the VPS34–PIKfyve system, T cell blasts 

from Lifeact-GFP expressing mice were confined by serum-free agarose on a non-adhesive 

coating and activated by CCL19 contained in the polymer (Fig. S3B).46 As expected, inhibition 

of either VPS34 or PIKfyve reduced the speed of cortical F-actin foci moving within cells (Fig. 

3G-I). 

Collectively, these findings established that VPS34 and PIKfyve regulated retrograde actin flow 

– the main propulsion mechanism for T cell migration – via tuning activity of myosin IIA. 

VPS34 and PIKfyve regulate migration velocity of T cells via lysosomal Ca2+ 

We next aimed to explore how activity of the VPS34–PIKfyve axis, myosin IIA activity, and T 

cell migration were mechanistically interlinked. Endo-lysosomes function as Ca2+ stores, and 

cytosolic Ca2+ promotes activation of myosin IIA (Fig. 3A).16,17 We therefore imaged 

intracellular Ca2+ in naïve murine CD8+ T cells migrating in a CCL19 gradient in presence or 

absence of inhibitors for VPS34 and PIKfyve, respectively. Inhibition of either kinase resulted 

in a notable increase in lysosomal Ca2+ (Fig. 4A). Substantiating specificity of this signal, 

chelating intracellular Ca2+ with BAPTA-AM caused progressive fading of the calcium indicator 

in lysosomes (Fig. 4B and Fig. S4A). 

The flux of Ca2+ from lysosomes to the cytoplasm is gated by TRPML1, a process regulated by 

PI(3,5)P2 (Fig. 4C).47–49 We thus hypothesized that inhibition of VPS34 or PIKfyve, and thus 

depletion of PI(3,5)P2, hinders lysosomal Ca2+ efflux – leading to accumulation of lysosomal 

Ca2+ in migrating naïve murine CD8+ T cells. Functional engagement of TRPML1 should thus 

restore lysosomal Ca2+ efflux and reverse VPS34-dependent migration deficits in T cells. To 

test this idea we monitored migration of naïve murine CD8+ T cells in presence or absence of 
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VPS34-In1 and/or the specific and potent TRPML1 agonist MK6-83 (Fig. 4C).50 Indeed, MK6-83 

reduced lysosomal Ca2+ sequestration and partially rescued the speed deficit imposed by 

inhibition of VPS34 (Fig. 4D,E). TRPML1 activation also reverted reduced myosin IIA activation 

imposed by inhibition of VPS34 (Fig. 4F). 

From these experiments a molecular framework emerged, where VPS34–PIKfyve derived 

PI(3,5)P2 was regulating TRPML1 mediated lysosomal Ca2+-efflux, thereby triggering the 

calmodulin–MLCK pathway and hence activation of myosin IIA. 

Figure 4: VPS34 and PIKfyve regulate migration velocity of T cells via lysosomal Ca2+ | A) Left panels: 
Fluorescence images of naïve murine CD8+ T cells stained with a calcium indicator dye (Calbryte) and  a lysosomal 
dye (LysoTracker). Bright field images were merged with a pseudo color map indicating the overlap of calcium 
and lysosomal signals (Pearson correlation coefficient). Right panel: Overlap coefficient (= colocalization) of 
calcium and lysosomes in cells treated with vehicle control (n = 45), VPS34-In1 (n = 44), or Apilimod (n = 37). B) 
Left panel: Time-course analysis of calcium indicator signal (MFI) in large vesicles induced by VPS34-In1 (n = 8) or 
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Apilimod (n = 6) after BAPTA-AM addition in naïve murine CD8+ T cells. Right panels: Representative calcium 
indicator image of tracked vesicles, marked by a red circle. C) Schematic of TRPML1 activation: Green symbols 
denote the TRPML1 agonist PI(3,5)P2 and MK6-83. D) Left panels: Fluorescence images of naïve murine CD8+ T 
cells stained with a calcium indicator dye (Calbryte) and a lysosomal dye (LysoTracker). Bright field images were 
merged with a pseudo color map indicating the overlap of calcium and lysosomal signals (Pearson correlation 
coefficient). Right panel: Overlap coefficient (= colocalization) of calcium and lysosomes in cells treated with 
vehicle (n = 94), VPS34-In1 (n = 120), MK6-83 (n = 65) or VPS34In-1 & MK6-83 (n = 122). E) Velocity of naïve 
murine CD8+ T cells migrating in a CCL19 gradient, treated with vehicle control (n = 560), VPS34-In1 (n = 408), 
MK6-83 (n = 418), and a combination of VPS34-In1 & MK6-83 (n = 580). F) Per cell MFI signal (fluorescence 
microscopy) among naïve murine CD8+ T cells stained for pRLC and treated with vehicle control (no CCL19: n = 
83; CCL19: n = 110), VPS34-In1 (no CCL19: n = 72; CCL19: n = 113), MK6-83 (no CCL19: n = 47; CCL19: n = 72), and 
VPS34-In1 (no CCL19: n = 71; CCL19: n = 74). Scale bars in panels A and B indicate 5 µm. Panels A, B, D-F are 
representative results of 3 independent experiments. ** p < 0.01, **** p < 0.0001; Wilcoxon rank-sum test for 
panel A; ART ANOVA for panel D-F. 

Regulation of amoeboid migration is a conserved function of the VPS34–PIKfyve axis 

To explore whether the VPS34–PIKfyve system is involved in regulating amoeboid migration 

also in other cell types, HL-60-derived neutrophils and murine bone marrow-derived DCs were 

used. Both, neutrophils in the presence of fMLP and DCs exposed to CCL19 migrated slower 

when blocking either VPS34 or PIKfyve (Fig. 5A and Fig. 5B, left panel). Infiltration of DCs under 

an agarose-matrix was likewise reduced when blocking VPS34 or PIKfyve (Fig. 5B, right panel 

and Fig. S5A). These findings expanded the role of the VPS34–PIKfyve system in regulating 

velocity of amoeboid cell migration beyond T cells. Of note, VPS34 and PIKfyve orthologues 

are widely expressed across all eukaryotic kingdoms (Fig. S5B).51 We thus considered the idea 

that the VPS34–PIKfyve ® TRPML1 pathway could be a conserved biological module 

regulating velocity of amoeboid cell migration. To test this idea, we used the social amoeba 

and professional phagocyte D. discoideum, a non-metazoan model organism that separated 

from the animals and fungi a billion years ago. D. discoideum exhibit similar vesicular 

alterations upon PIKfyve inhibition as metazoan cells, and its migration is myosin II-

dependent.52,53 Further, absence of the D. discoideum TRPML1 orthologue Mucolipin (MCLN) 

impairs Ca2+-release from endo-lysosomes.54 Indeed, spontaneous amoeboid migration of 

PIKfyve knock-out (ko) and Apilimod-treated wild-type (Ax2) D. discoideum cells was slower 

than that of respective control cells. Inhibition of PIKfyve with Apilimod did not alter the speed 

of migration among PIKfyve ko cells, arguing for the specificity of the inhibitor (Fig. 5C). 

Moreover, MCLN-deficient D. discoideum phenocopied PIKfyve deficiency (Fig. 5D). 

Supporting the notion that MCLN was the target of PI(3,5)P2 also in D. discoideum cells, the 

alpha-fold model of MCLN displayed a positively charged pocket similar to the PI(3,5)P2 

binding pocket in the N-terminus of TRPML1 (Fig. 5E).47,48 In line, 5 out of 7 amino acids in this 
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poly-basic domain are conserved between TRPML1 and MCLN (Fig. S5C), and in silico docking 

analyses suggested potential binding of PI(3,5)P2 to this pocket in MCLN (Fig. 5E). To explore 

whether regulation of amoeboid migration speed has evolved as an early feature of the 

VPS34–PIKfyve axis, we extracted the number proteins with zinc finger FYVE domains from 

the public domain.55 PI(3)P binding to the FYVE zinc finger domain regulates function and 

recruitment of proteins containing this motif. Therefore, the number of distinct proteins with 

FYVE domains may serve as a proxy for a potential functional involvement of the VPS34–

PIKfyve kinase system. While the number of proteins harboring this motif is relatively low in 

unicellular organisms (including D. discoideum), it increases in metazoans along with 

complexity (Fig. S5D). It hence is plausible that regulation of migration speed is an ancient 

function of the VP34–PIKfyve axis. 

In all, these findings suggested an evolutionarily conserved mechanism in which PI(3,5)P2, 

generated by the VPS34–PIKfyve axis, regulated TRPML1 activity, thereby controlling the 

release of Ca2+ from lysosomes at the uropod of migrating cells – and hence velocity of 

amoeboid cell migration. 

Figure 5: Regulation of amoeboid migration is a conserved function of the VPS34–PIKfyve pathway| A) Velocity 
of HL-60 derived neutrophils treated with vehicle control (n = 214), VPS34-In1 (n = 243), and Apilimod (n = 194), 
migrating in presence of the chemokine fMLP. B) Left panel: Velocity of DCs migrating in CCL19, exposed to 
vehicle control (n = 412), VPS34-In1 (n = 104), Apilimod (n = 205). Right panel: Mean and standard deviation of 
number of cells detected per fields of view (n = 6 per condition) infiltrating under the agarose matrix. C) Velocity 
of D. discoideum wild-type (Ax2) cells treated with vehicle control (n = 124) or Apilimod (n = 87), and PIKfyve-
orthologue ko cells treated with vehicle control (n = 91) or Apilimod (n = 74). D) Velocity of DH1-10 (wild-type 
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strain, n = 113) and mucolipin-ko (MCLP-ko, n = 114) D. discoideum cells. E) Left panel: Experimentally determined 
structure of TRPML1 (public domain) with bound PI(3,5)P2.47 Right panel: Predicted structure of Mucolipin with 
PI(3,5)P2 docked in silico. The structures are aligned and superimposed with electrostatic potential. Panels A-D: 
Representative results from three or more independent experiments. ns p > 0.05, *** p < 0.001, and **** p < 
0.0001; Wilcoxon rank-sum test used in panels A, B and D; ART ANOVA for panel C. 

 

Discussion 
The key finding of this study was that the VPS34–PIKfyve axis, in association with endo-

lysosomes, locates to the uropod of migrating T cells. This lipid kinase pathway is thereby 

ideally positioned to regulate retrograde actin flow by enabling Ca2+ efflux from endo-

lysosomes through TRPML1, and hence myosin IIA activity. Regulation of cell migration-

velocity via this molecular axis applies to various cell types, including D. discoideum, i.e. 

unicellular eukaryotic cells. 

Precise positioning of lysosomes has previously been shown to be important for amoeboid 

migration, ensuring site-specific availability of Ca2+ (Refs. 16,17). We now show that the VPS34–

PIKfyve axis links local cytosolic availability of Ca2+ (i.e. endo-lysosomes) and Ca2+ 

appropriation from these stores to engage myosin IIA activity. An increasing understanding of 

how ultrastructure and function are mechanistically interlinked highlights the importance to 

interrogate the molecular mechanisms orchestrating context-specific spatial ultrastructural 

dynamics. 

Microtubules, and the microtubule organizing center at the uropod of cells, are critically 

involved in shaping the ultrastructure of amoeboid migrating cells. In T cells, for example, 

mitochondria are coupled to microtubules via Miro-1, which enables their re-location to the 

uropod upon chemokine signaling.15 In an analogous manner, endo-lysosomes connected to 

microtubules by Arl8B or RILP/Rab7, have been shown to be re-positioned within cells 

depending on nutrient availability.56,57 It will be interesting to define how chemokine signaling 

and microtubule-dependent positioning of organelles are interlinked, and characterize the 

adaptor proteins that are involved in this process. Given the precise and dynamic 

ultrastructural adaptations happening in cells upon external input, further defining structure–

function relationships of ultrastructural components, as well as their interactions, will also be 

relevant. At the uropod, mitochondria, endo-lysosomes, and the ER reside in close vicinity. 

Intriguingly, membrane contact sites physically connecting these organelles jointly regulate 

Ca2+ dynamics and provide microdomains for local signaling.58–61 Whether such contact sites 
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selectively form as an ultrastructural adaptation in migrating cells and, if so, their biologic 

roles, remains to be investigated. 

In our experiments with T cells, chemokine-induced F-actin formation was unaffected by 

VPS34–PIKfyve. Notably, in neutrophils and cancer cells, PIKfyve has been shown to stimulate 

activity of the GTPases Rac1/2, which control actin polymerization.18,27,62 It will be interesting 

to explore whether VPS34 and PIKfyve also control Rac1/2 in T cells and, if so, what the 

molecular and functional consequences of Rac1/2 activity are. 

VPS34 and PIKfyve orthologues are universally expressed in eukaryotes and their appearance 

is known to predate the emergence of amoeboid cell migration.51,63 Roles previously assigned 

to the VPS34–PIKfyve axis are regulation of endocytic trafficking and of autophagy.64 The 

herein described role in governing the speed of amoeboid cell migration not only in vertebrate 

immune cells but also D. discoideum, indicates early functional assimilation of the VPS34–

PIKfyve kinase system to also support this cellular process. Across taxa, F-actin polymerization 

and cortical actin-network contraction by myosin IIA lie at the center of amoeboid 

locomotion.65,66 This study thus implicates regulation of myosin IIA activation by lysosomal 

Ca2+ via VPS34–PIKfyve–TRPML1 axis as an evolutionary conserved regulator of this core 

mechanism. 

In all, our work identified a conserved regulatory node linking local availability of Ca2+ stores 

(endo-lysosomes) and generation of lipid-mediators with the efflux of Ca2+ from their storage 

organelles. This spatially organized biologic system governs the speed of amoeboid cell 

migration.  
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Supplemental information 

 
Fig. S1: Endo-lysosomes decorated with VPS34–PIKfyve relocate to the uropod of polarized T cells | A) 
Representative live cell images of lysosomes (Lysosensor dye, right panels), the nucleus (Hoechst dye, middle 
panels), and a merged images (left panels) of naïve murine CD8+ T cell treated with CCL19 or vehicle control. The 
arrow in the left panel indicates direction of migration and the black line in the right panels marks the nuclear 
outline. Scale bar: 5 µm. B) Representative fluorescence microscopy images of a naïve murine CD8+ T cell treated 
with CCL19-Dy-649P1 (right panels) and stained with Lamp1 (left panels) & Rab7 (middle panels). Top panels: 
Overlay with DAPI signal (blue), the box indicating the region of interest magnified in the bottom panel. Scale 
bar: 5 µm (top panels), 500 nm (bottom panels). C) Representative histogram (flow cytometry) of pS6K expression 
among murine CD8+ T cells activated for 24 h with CD3 and CD28 targeting antibodies and treated with the mTOR 
inhibitor PQR620 (purple) vs. vehicle control (grey).  
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Fig. S2: T cell velocity, but not directedness, is controlled by VPS34 and PIKfyve | A) Naïve murine CD8+ T cells 
transfected with the 2xFYVE-eGFP PI(3)P sensor, placed in a CCL19 gradient and treated with vehicle control or 
VPS34-In1. Arrows point at PI(3)P+ vesicles. Scale bar: 5 µm. B) Left panels: Representative live/dead staining 
plots (flow cytometry) of murine CD8+ T cell blasts exposed to vehicle control, VPS34-In1, or Apilimod for 6 h. 
Right panel: Percentage of live cells of three biological replicates. C) Schematic (top view) of a T cell under-
agarose migration assay. D) Definitions of cell migration metrics used in this report. E) Migration speed of murine 
CD8+ T cell blasts in a CCL19 gradient, treated with vehicle control (n = 66), VPS34-In1 (n = 81), or Apilimod (n = 
79). F) Migration speed of human CD8+ T cell blasts migrating in a CXCL12 gradient, treated with the VPS34 
inhibitor SAR405 (n = 626) or vehicle control (n = 755). G) Spleen homing index (normalized to each internal 
control) of murine CD8+ T cells expressing the wild-type or catalytic dead (CD) VPS34, and H) spleen homing index 
(normalized to each internal control) of vehicle or Apilimod-treated cells. ns = p > 0.05, *** p < 0.001, **** p < 
0.0001; Wilcoxon-test for panels E- H.  
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Fig. S3: VPS34 and PIKfyve regulate retrograde actin flow and myosin IIA activation | A) Left panel: Circularity 
of naïve CD8+ T cells placed in a CCL19 gradient treated with vehicle control (n = 81), Nocodazole (n = 70), VPS34-
In1 (n = 85), and VPS34-In1 & Nocodazole (n = 56). Right panels: representative bright field images. Scale bar: 5 
µm. **** p < 0.0001, ART ANOVA. B) Experimental setup for assessing retrograde actin flow in murine T cell 
blasts expressing the Lifeact-GFP reporter (to visualize F-actin dynamics). 

 

 
Fig. S4: VPS34 and PIKfyve regulate migration velocity of T cells via lysosomal Ca2+| A) Experimental setup of 
calcium chelation experiments. Naïve murine CD8+ T cells, stained with a calcium indicator (Calbryte dye), were 
treated with either VPS34-In1 or Apilimod and allowed to migrate in a CCL19 gradient (left panel). The chemokine 
solution in the well was then replaced with medium containing BAPTA-AM (a membrane-diffusible calcium 
chelator), and the calcium indicator signal in T cells was imaged over time (right panel).  
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Fig. S5: Regulation of amoeboid migration is a conserved function of the VPS34–PIKfyve pathway | A) 
Schematics of the migration and infiltration assay of DCs: Cells were added to the well in the agarose (containing 
inhibitors and CCL19, left panel). DCs crawled under the gel (= infiltration) and the number of cells in the field of 
view was quantified (right panel). B) Phylogenetic analysis of the amino acid (AA) sequences of VPS34, PIKFYVE, 
and p110a (as an example for Class I PI3K). C) Alignment of the PI(3,5)P2-binding protein region from Mus 
musculus TRPML1 and the Dicty orthologue. PI(3,5)P2-binding AAs are highlighted in green, conserved AAs 
indicated by an asterisk. D) Number of proteins with a FYVE domain across the listed species. Orange indicates 
non-metazoan, purple metazoan organism. 
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Materials and Methods 
Cell isolation and culture 

Cells and cell lines were cultured in RPMI1640 (containing 25 mM HEPES and L-Glut; Gibco, 

Cat. # 52400-025) + 10 % heat-inactivated fetal calf serum (hiFCS; Gibco, Cat. # 10270) + 

GlutaMax (diluted 100x; Gibco, Cat. # 35050-038) + 50 µM b-Mercaptoethanol (Gibco, Cat. # 

31350-010) + 100 U/ml penicillin and streptomycin (Gibco, Cat. # 15140-122), referred to 

throughout the text as complete medium. 

Naïve murine CD8+ T cells were isolated from the spleens and lymph nodes (inguinal, axillary, 

and cervical) from C57BL/6NCrl with a negative magnetic isolation kit, according to the 

manufacturer’s instruction (Stemcell, Cat. # 19858; Miltenyi Biotec, Cat. # 130-104-075). Mice 

of the age 6-25 weeks of both genders were used for the experiments. They were bred and 

housed in a specific-pathogen-free facility at the University of Basel. All experiments adhered 

to the guidelines of the Swiss Federal Veterinary Office and were approved by local 

authorities. Isolated murine T cells were cultured in 10 ng / ml recombinant murine IL-7 

(Peprotech, Cat # 217-17) in complete medium and used up to 5 days after isolation.  

HL-60 cells (a gift from Jürg Schwaller, University of Basel) were maintained in complete 

medium at a density of 2 x 105 - 1.5 x 106 cells / ml and split every 2-3 days. Neutrophil 

differentiation was induced by adding 1.3% (v/v) DMSO into complete medium. Differentiated 

cells were used 5-7 days after DMSO addition.  

For DC differentiation, bone marrow was harvested from femurs and tibias of C57BL/6NCrl 

mice, and 2 x 106 cells were plated in 10 cm Petri-dishes with 10 ml of complete medium 

containing 10 ng / ml GM-CSF (BioLegend, Cat. # 576306). At day 3 and 6 fresh medium with 

GM-CSF was added. On day 8, the floating fraction of cells (immature DCs) was harvested and 

frozen in 90 % hiFCS + 10 % DMSO and stored in liquid nitrogen. Frozen cells were thawed in 

a water bath at 37 ° C, added to prewarmed complete medium, and centrifuged at 200 x g for 

5 min. The thawed cells were resuspended in complete medium & 10 ng / ml GM-CSF and 100 

ng / ml LPS (Lucerna Chem, Cat. # abx082480) and matured for 14 h for migration experiments. 

Human CD8+ T cell isolation and shRNA-mediated VPS34 silencing 

Peripheral Blood Mononuclear Cells (PBMCs) were isolated by density centrifugation from 

buffy coats of healthy and consenting donors (Blood donor center, University of Basel, male 

and female, 18-65 years old). CD8+ T cells were isolated using anti-CD8 microbeads, following 
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the manufacturer’s instructions (Miltenyi Biotec, Cat. # 130-045-201). 2.5 x 106 T cells were 

activated for two days with CD3/CD28-complexes (25 µl / ml, Stemcell, Cat. # 10971) and 100 

U / ml of IL-2 (Bio-Techne Sales Corp., Cat. # 202-IL-050). The cells were then split into two 

500 µl samples and treated with 100 µl of lentivirus solution. This solution contained 30 µl of 

scrambled or 10 µl VPS34-targeting shRNA per target sequence to a total of 30 µl and was 

supplemented with 6x polybrene to reach a final concentration of 6 µg / ml (Sigma Aldrich, 

Cat. # TR-1003-G) in a complete medium. The cells were spinoculated for 60 min at 1000 g at 

30 °C. On day 3 after activation, the medium was replaced with complete medium containing 

300 U/ml of IL-2. On day six post-activation, we sorted the cells for GFP+ expression using a 

FACSMelody Cell Sorter (BD). Sorted cells were expanded and maintained in complete 

medium containing 300 U/ml of IL-2 for up to two weeks before use in experiments. The high-

titer shRNA lentivirus against human VPS34 (along with a scrambled control) was procured 

from VectorBuilder (shRNA 3 & 1 with EGFP; target sequences: GAGGCAAATATCCAGTTATAT, 

CCACGAGAGATCAGTTAAATA, GCTGGATAGATTGACATTTAG). 

Under-agarose cell migration assay 

The under-agarose migration assay was adapted from a previously published method.67 Ibidi 

µ-Slide 8-well high Glass Bottom slides (Ibidi, Cat. # 80807) were coated with 150 µl of human 

plasma fibronectin (10 µg / ml; EMD Millipore, Cat. # FC010) in PBS and incubated at 37 °C for 

2 h. The slides were then rinsed twice with 400 µl PBS per well. To cast the 1.2 % agarose gels, 

0.48 g of ultra-pure agarose (Thermo Scientific, Cat. # 16500100) was mixed in 10 ml deionized 

water. Separately, 4 ml filtered hiFCS, 16 ml phenol-red free RPMI (Gibco, Cat # 11835-063), 

and 10 ml 2x HBSS (pH 7.2, from 10x HBSS stock; Gibco, Cat # 14065056) were combined and 

heated to 60 °C. The agarose was heated to a boil for three times in a microwave, interspersed 

with mixing. The medium, HBSS, and FCS mixture were then added to the molten agarose 

solution, followed by gentle mixing. Each well received 400 µl of the agarose mixture and was 

left to solidify with a closed lid. When inhibitors were used, 100 µl of a 5 x inhibitor solution 

in complete medium was added to the gel and incubated overnight at RT, sealed with parafilm. 

Before the migration assay, the medium solution was removed, and a well was created with 

a 3 mm biopsy puncher. Cells pretreated with inhibitors and stained with Hoechst 33342 (see 

below) were centrifuged at 200 x g for 5 min, and resuspended in complete, phenol-red free, 

inhibitor-containing medium at a concentration of 1 x 107 cells / ml. 5.5 µl of the cell 
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suspension was injected 2-3 mm away from the punched well using a micropipette with a gel-

loading tip. All fluid was aspirated from the well, which was then filled with 20 µl of complete 

medium containing chemokines. For human CD8+ T cell blast migration assays, 2 µg / ml 

CXCL12 (Preprotech, Cat # 300-28A) was added, whereas for murine T cell migration assays, 2 

µg / ml CCL19 (Peprotech, Cat # 250-27B) or 20 µM DY-649-P1-CCL19 (a kind gift from Daniel 

Legler, Biotechnology Institute Thurgau) in complete medium was added in the punched 

well.68 The dish was then transferred to the microscope. For DC experiments, the agarose gel 

was overlaid with 5 x inhibitor / vehicle solution and 5 x CCL19 solution (final concentration: 

0.25 µg / ml) and cells were added to the well. For neutrophil migration assays, gels were 

overlaid with 5 x inhibitor / vehicle solution and 5x fMLP (Sigma-Aldrich, Cat # F3506, final 

concentration at 10 nM). 

Microscopy imaging modalities and analysis 

Most imaging experiments (except Dicty cell migration assay) were conducted using Nikon 

inverted Ti/Ti2 microscopes (Table 1), equipped with a Photometrics 95B (25mm, back-

illuminated sCMOS) camera. The Nikon Ti2 widefield microscope employed an LED, the Nikon 

Ti CSU-W1 spinning disk utilized a diode-pumped solid-state laser, and the Nikon Ti2 Cresty 

spinning disk used a Celesta solid-state laser as a light source. CFI Plan Apo Lambda objectives 

were used, with magnifications of 20x air (NA: 0.75), 40 x air (NA: 0.95), 100x air (NA: 1.45), 

and 60x water (NA: 1.2, Plan Apo VC). For live cell imaging, stage-top incubators maintained a 

constant temperature of 37 °C, 100 % humidity (20 l / h airflow), and 5 % CO2. 

Table 1 

Experiment Microscope 
modality 

System Objective Applied assay Sampli
ng rate 

Immunofluorescence of 
endo-lysosomes  

Widefield  Nikon 
Ti2 

100x Fixed and 
mounted cells 

 

Immunofluorescence of 
RLC phosphorylation  

40x 

Assessment of 
retrograde actin flow 

Spinning 
disk 
confocal  

Nikon 
Ti / 
Nikon 
Ti2 

60x, 100x Modified 
under-agarose 
(see below) 

1 fps 

Live cell migration with 
inhibitors 

Nikon Ti2 Nikon 
Ti2 

20x Under-agarose  20 or 
30 sec 
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Live cell imaging: T cell 
morphology 

Widefield Nikon 
Ti2 

40x & 1.5 
optical 
zoom, 
100x 

Under-agarose   

Live cell imaging: T cell 
with Lysosomal stains / 
DY-649P-CCL19 / 2x 
FYVE-eGFP probe / 
calcium indicator 

Widefield Nikon 
Ti2 

100x Under-agarose  10 fps 
or 
single 
images 

Cell morphology and fluorescence intensities were measured using FIJI. Regions of interest 

(ROI) were manually drawn in FIJI to obtain mean fluorescence intensities and shape 

descriptors. Each experiment involved analyzing at least three different fields of view per 

condition. Cell tracking, either for nuclei or brightfield images, was conducted using either 

Ilastik (with Pixel Classification followed by Tracking) or TrackMate in FIJI (Log detector; Simple 

LAP tracker with linking max distance: 20 microns, gap-closing max distance: 20 microns, gap-

closing max frame gap: 2).69,70 Velocities and directedness were then calculated using a 

custom-written script in R. Colocalization analysis was performed on cropped images 

containing only one single cell using Huygens (Scientific Volume Imaging). For RAB7 and 

LAMP1 colocalization, a deconvolution step was performed in Huygens prior to the analysis. 

Dictyostelium discoideum culture and migration assay 

The D. discoideum strains used in this study are listed in Table 2. Cells were axenically grown 

in 10 cm Petri dishes (Falcon) at 22°C in HL5 or HL5c medium (Formedium, Cat. # HLG0101) 

supplemented with 100 U/ml penicillin and streptomycin (Gibco, Cat. # 15140-122). At least 

24 h before the migration experiments, all the cell lines were grown in HL5 medium. 6 x 103 

cells were seeded in each well of a 4-well µ-slide (Ibidi, Cat. # 80426) in HL5 medium and 

incubated 1 h at 22 °C. When necessary, 5 µM Apilimod (Table 4) or DMSO was added to the 

cells before the incubation. Time-lapse movies of 30 min with images taken at 30 sec intervals 

were recorded with a widefield inverted LEICA DMi8 microscope using a 40x objective. Images 

were processed with the Trackmate ImageJ plug-in. 

Table 2 

Genotype Background strain Source / Reference 
Wild-type 

Ax2 Buckley et al. 201952 PIKfyve-ko 
Wild-type DH1-10 Gift from Pierre Cosson; Lima et al. 201254 
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Mucolipin-ko 

Assessment of retrograde actin flow 

The assessment of retrograde actin flow was carried out using a modified under-agarose assay 

(as described above). The slides were first plasma cleaned and PEG-coated at 4 °C overnight 

with 200µg/ml poly(L-lysine)-PEG (SuSoS, PLL(20)-g[3.5]-PEG(2)) in PBS. The slide was washed 

three times with PBS and 400 µL of 1.2 % agarose solution (without any serum). The gels were 

then treated overnight with 100 µL of 5x solutions of either the vehicle, VPS34In-1, or Apilimod 

in serum- and phenol-red free RPMI1640 containing 1.25 µg / ml CCL19. Subsequently, Lifeact 

T cell blasts were treated with either VPS34In-1 or Apilimod for 2 h and then injected under 

the agarose gel (as described above). 

Actin flow videos were acquired at 1 frame per second (fps) for 30 s in the GFP channel (Ex.: 

488nm) using an inverted spinning disk confocal (details above). The acquired images were 

then analyzed with FIJI: First, cells with visible actin spots were cropped and loaded into the 

KymographClear plugin with the average intensity projection.71 A line was then drawn through 

the cells, along the F-actin foci traces from the uropod to the leading edge, to generate a 

kymograph (with a line width of 5 pixels). The angle of a representative F-actin trace was 

analyzed, from which the speed was calculated by taking the tangent of the angle and scaling 

the result to µm / min. The tracking of F-actin foci was performed using Trackmate and the 

integrated LoG detector. 

Immunofluorescence staining 

8-well removable cell culture dishes (ibidi, Cat. # 80841) were coated with 100 µg / ml Poly D-

Lysine (Milipore Cat. # A-003-E) in PBS for 2 hours at 37 °C and washed three times with PBS. 

Then, 1 x 105 naïve CD8+ T cells were plated per well, centrifuged for 30 s at 300 x g, and 

treated with 0.5 µg / ml CCL19 and inhibitors according to the protocol. At the end of the 

treatment, prewarmed EM-grade paraformaldehyde was added directly to the medium to 

achieve a final concentration of 4 %. The plate was then incubated for 15 minutes at 37 °C and 

washed once with PBS. Cells were permeabilized with 0.2% Triton X in PBS for 15 min and 

blocked with 5% goat serum in PBS-T (blocking buffer) for 1 hour. Primary antibodies were 

incubated overnight at 4 °C and secondary antibodies for 1 h in the dark at RT, with three 

intermittent washes with PBS-T. The antibodies were diluted in blocking buffer (Table 3). 
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Finally, the slides were washed in PBS, mounted with a coverslip and ProLong Gold Antifade 

with DNA Stain DAPI (Invitrogen, Cat. # P36931) and sealed the next day with nail polish. 

Immunoblotting 

Human CD8+ T cell blasts were harvested, washed with ice-cold PBS, and then centrifuged at 

500 x g for 5 min. Cells were lysed in RIPA buffer (ThermoFisher, Cat. # 89901) supplemented 

with protease inhibitors (Roche, Cat. # 05892970001) and phosphatase inhibitors (Roche, Cat. 

# 04906845001). Cell lysates were stored at -20 °C and cleared by centrifugation at 15000 g 

for 10 min at 4 °C prior to use. Protein concentrations were determined with a BCA Protein 

Assay Kit (ThermoFisher, Cat. # 23225). For each sample, 5 µg of protein was combined with 

4x Laemmli buffer (Biorad, Cat. # 1610747) and 10 % 2-mercaptoethanol, and then denatured 

at 95 °C for 5 min. Protein samples were loaded into 4 - 20 % precast gradient gels (Biorad, 

Cat. # 1704158) alongside a page ruler (ThermoFisher, Cat. # 26620), and then subjected to 

electrophoresis for 5 min at 80 mV, followed by 55 min at 100 mV. The separated proteins 

were transferred to nitrocellulose membranes (Biorad, Cat. # 1704158) using a Trans-blot 

turbo system (Biorad) and blocked with 5 % BSA in TBST for 1 h at room temperature (RT). 

Membranes were sliced at the 70 kDa mark and incubated overnight at 4 °C with either anti-

VPS34 or anti-Actin antibodies (Table 3). Following three washes with TBST, membranes were 

incubated for 1 h at RT with horseradish peroxidase (HRP) conjugated secondary antibodies 

(Table 3). Membranes were then washed, incubated for 5 min with chemiluminescent 

substrate (ThermoFisher, Cat. # 34580), and imaged on a gel doc system (Biorad). 

Table 3 

Antibody target Manufacturer Cat. # Dilution Application 
Anti-Rab7 Abcam 

 
ab137029 1:1000 

 
Immunofluorescence 
 Anti-Lamp1 ab25245 

Anti-Phospho 
Myosin Light Chain 
2 (Ser19) 

Cell Signaling 
Technology 
 

3671 1:100 

Anti-PI3 Kinase 
Class III 

4263 1:1000 Western blot 
 

Anti-b-Actin 3700 1:10000 
 Anti-Rabbit IgG 

HRP 
7074 
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Anti-Mouse IgG 
HRP 

7076 

Anti-Phospho-p70 
S6 Kinase (Thr389) 

9234 1:500 Flowcytometry 

Anti-Rabbit IgG 
AF647 

Invitrogen 
 

A-21244 1:1000 
 

Immunofluorescence 
/ Flowcytometry 

Anti-Rat IgG AF488 A-11006 Immunofluorescence 

Treatment with Inhibitors / Agonists and Dipalmitoyl PI(3,5)P2 Supplementation 

All inhibitor stock solutions were prepared in DMSO, with the same DMSO concentration 

applied for vehicle controls. Inhibitor concentrations and manufacturers are listed in Table 4. 

The compound PQR620 was synthesized in-house at the University of Basel's Wymann 

Laboratory, following a published protocol.24 Prior to experiments, cells were treated with 

inhibitors or vehicle control for 2 hours. Exceptions were MK6-83 and Nocodazole, which were 

exclusively incorporated into the agarose gel for migration assays. 

PI(3,5)P2-diC16 (Echelon Biosciences, Cat. # P-3516) was conjugated to fatty-acid-free BSA 

(Sigma-Aldrich, Cat. # A7030) by incubating at 37 °C for 1 h. Subsequently, phenol-red free 

RMPI1640, preheated to 37 °C, was added to the fatty-free BSA to attain a concentration of 

100 mg / ml, yielding a final stock concentration of 500 µM. Aliquots of this stock were stored 

at -80 °C. As needed, the stock solution was diluted in complete medium for agarose gel 

preparation or cell treatments, as previously described. 

Table 4 

Name Target Manufacturer Cat. # Concentration 
PQR620 mTORC1/2 Wymann Lab 

(University of 
Basel) 

 2 µM 

VPS34-In1 VPS34 Selleckchem S7980 2 µM 
SAR405 VPS34 EMD Millipore 533063 4 µM 
Apilimod PIKFYVE MedChem 

Express 
HY-
14644A 

2 µM 

(S(-4)’-nitro-
Blebbistatin 

Non-muscle 
myosin II ATPases 

Cayman 
Chemical 

24171 25 µM 

ML-7 MLCK MedChem 
Express 

HY-
15417 

10 µM 

Nocodazole Microtubules M1404 M1404 1 µM 
MK6-83 TRPML1  Sigma-Aldrich SLM1509 5 µM 
BAPTA-AM Calcium MedChem 

Express 
HY-
100545 

20 µM 
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Staining of Live Cells with Fluorescent Dyes 

For calcium imaging, naïve murine CD8+ T cells were stained with 2.5 µM Calbryte 520 AM 

(AAT Bioquest, Cat. # 20650) in complete medium at 37°C for 30 min. Subsequently, a 2 h drug 

treatment was carried out in the presence of 1µM LysoTracker Deep Red (Invitrogen, Cat. # 

L12492). Lysosensor Green DND-189 was added to the complete medium at a concentration 

of 1 µM and the cells were incubated at 37 °C for 2 h. Nuclear staining was performed using 

Hoechst 33342 (ThermoFisher, Cat. #R3705; one drop per two ml of medium) in parallel with 

the drug treatment. 

Electroporation of 2xFYVE-eGFP Plasmid into T cells 

The pEGFP-2xFYVE plasmid, (a kind gift from Harald Stenmark; Addgene, Cat. # 140047) 

electroporation was performed using a 4D-Nucleofector (Lonza, Cat # AFF-1002B) with the P3 

Nucleofector kit (Lonza, Cat. # V4SP-3096). Naïve murine CD8+ T cells (2 x 106) were washed 

twice with PBS and resuspended in 20µl of P3 electroporation buffer containing 1 ng of the 

plasmid. The cell suspension was then added to an electroporation cuvette strip. Immediately 

after electroporation, 130 µl of prewarmed complete medium with 20 ng / ml IL-7 was added 

to the cuvette, and the cells were allowed to rest for 10 min at 37 °C. The cell suspension was 

mixed, centrifuged at 200 x g for 5 min, and resuspended in 1 ml of prewarmed complete 

medium with 20 ng / ml IL-7. The cells were prepared for imaging on the following day. 

Flow Cytometric Analysis of F-Actin Polymerization, Live / Dead Staining, S6K 

Phosphorylation, and CCL19 Uptake 

For F-actin staining, 7.5 x 104 naïve murine CD8+ T cells were treated with either a vehicle, 

VPS34In-1, or Apilimod and then stimulated for 1 min with 0.5 µg / ml CCL19. The cells were 

fixed directly in the medium with 4% PFA for 15 minutes, washed in PBS, and permeabilized 

with 0.2 % Triton-X in PBS for 15 minutes. F-actin was stained with AF-488 phalloidin (1 drop 

in 4 ml FACS buffer; Invitrogen, Cat. # R37110) for 30 minutes, washed thrice, and then 

acquired in FACS buffer (PBS & 5% BSA). 

To assess the effect of VPS34 or PIKFYVE inhibition on murine CD8+ T cell blast viability, cells 

were treated with inhibitors for 6 hours and then stained with Zombie Aqua (BioLegend, Cat. 

# 423101) following the manufacturer’s instructions. 

S6K phosphorylation was measured by intracellular staining in murine CD8+ T cells activated 

for 24 h with plate-bound anti-CD3 (coated at 5 µg / ml for 14 h at 4 °C in PBS; BioLegend, Cat. 
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# 100331) and 1 µg / ml soluble anti-CD28 (BioLegend, Cat. # 1002116). Cells were stained for 

live/dead cells, fixed, and permeabilized for 15 min, followed by overnight staining with a 

primary anti-pS6K antibody at 4 °C and one hour of secondary antibody staining at RT (Table 

3). This staining procedure was carried out with the Transcription Factor Staining Buffer Set 

(Invitrogen, Cat. # 00-5523-00). 

CCL19 uptake in naïve CD8+ T cells was measured by adding 20 nM of DY-649P1-CCL19 to the 

cell culture medium for 0, 30, or 90 min. The cells were then subjected to live / dead staining 

and washed in FACS buffer. All samples were acquired with a CytoFlex (Beckman Coulter) and 

analyzed using Flowjo (BD). 

Preparation and Acquisition of Electron Microscopy Samples 

A total of 1 x 107 cells were fixed by adding a 2x concentrated EM fixative (comprising a final 

solution of 2.5 % glutaraldehyde (Sigma-Aldrich, Cat. # G5882) and 2.0 % paraformaldehyde 

(Science Services, Cat. # E15710) in 100 mM PIPES buffer (pH 7.2; Sigma-Aldrich, Cat. # P6757) 

to the cell culture medium (1:1) for 20 min at RT. After removing the fixative, it was replaced 

with a 1x fixative containing 0.01 % green malachite (Sigma-Aldrich, Cat. # 32745) for 2 h on 

ice. The cells were rinsed six times with PIPES buffer before being embedded in a 2 % low melt 

agarose (Roth, Cat. # 6351.1). Embedded cell pellets were washed five times for 3 min each in 

cacodylate buffer (0.15 M cacodylate with 4 mM CaCl2; Electron Microscopy Sciences, Cat. # 

12300) before being post-fixed with osmium-ferricyanide (2 % OsO4, Electron Microscopy 

Sciences, Cat. # 19100; 1% K3Fe(III)(CN)6, Electron Microscopy Sciences, Cat. # 20150; in 

cacodylate buffer) for 30 minutes on ice. After five washes with ddH2O for 3 min each, cell 

pellets were immersed in a thiocarbohydrazide (TCH, Sigma-Aldrich, Cat. # 223220) solution 

for 30 min. Subsequently, cell pellets were treated with 1% OsO4 in water for 30 min at RT, 

washed five times, and immersed in 1 % uranyl acetate (Electron Microscopy Sciences, Cat. # 

22400) overnight at 4 °C. On the following day, cells were washed and treated with Walton’s 

lead aspartate (0.66% lead nitrate in 0.4 % aspartic acid solution) for 1 h. After another wash, 

the cells underwent dehydration using an ethanol series (25 %, 50 %, 75 %, 90 %, and 2x 100 

%) for 5 min each. The cell pellets were then infiltrated with Durcupan (Electron Microscopy 

Sciences, Cat. # 14040) using an ethanol-Durcupan gradient (20%, 50%, 70%, 90%, and 2x 

100%) for 3 min each in the microwave. This was followed by a 30 min immersion in a 1:1 

Ethanol:Durcupan resin and a subsequent overnight immersion in 100 % Durcupan solution. 
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The next day, cells were immersed in freshly prepared resin for 1 h. Resin blocks were 

polymerized at 60 °C for 3 d. The polymerized samples were mounted on SEM stubs and 

imaged on either an FEI Helios NanoLab 650 (courtesy of NanoImaging Lab Basel; acquired 

pixel size: 8 x 8 x 16 nm) or a ZEISS Crossbeam 550 serial block face (courtesy of the Electron 

Microscopy Core Facility of EMBL Heidelberg; acquired pixel size: 8 x 8 x 40 nm). Image stacks 

were aligned using the SIFT module available on FIJI for analysis.72 

In vivo T cell homing assay 

For adoptive T cell transfer, isolated murine CD8+ T cells were initially rested overnight and 

then divided into two groups. One group was labeled with 250 nM CellTrace Violet (CTV), while 

the other group was labeled with 1000 nM CellTrace Far Red (CTFR) (Invitrogen, Cat. # C34557 

/ C34564) for 15 minutes in PBS at 37 °C. Subsequently, the stained cells were separately 

treated with either 1:1000 DMSO or 2 µM Apilimod for 2 h at 37 °C, followed by washing. The 

cells were then combined in a 1:1 ratio in PBS. CD8+ T cells with wild-type VPS34 (isolated from 

CD8a-cre+/-, VPS34-Exon21wt/wt animals) were labeled with CTV, while those with catalytic-

dead VPS34 (CD8a-cre+/-, VPS34-Exon21flox/flox animals) were labeled with CTFR, and both were 

mixed in a 1:1 ratio. Generation and characterization of the VPS34-Exon21 flox model was 

described previously.38 CD8a-cre and VPS34-Exon21-flox mice were bred and housed in a 

specific-pathogen-free facility at the University of Cambridge. 

The labels were switched for each respective repetition experiment. For injection, a total of 3 

x 106 cells (1.5 x 106 per condition) were administered into the tail vein of recipient mice. After 

1 h spleens and lymph nodes (inguinal, axillary, and cervical) were harvested, and single-cell 

suspensions were obtained by passing the organs through a 70 µm cell strainer. Samples 

collected from spleens and organs were subjected to red blood cell lysis, followed by a single 

wash in FCS buffer and fixation with 4% PFA. The ratio of transferred cells was quantified using 

a CytoFlex (Beckman Coulter) or Aurora flow cytometer (Cytek). Subsequently, the homing 

index was calculated by determining the ratio of CTV-labeled cells to CTFR-labeled cells in 

comparison to the input ratio. The relative abundance of Apilimod-treated cells or cd-VPS34 

T cells was normalized to their internal controls per recipient mouse. 
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Sequence alignment, phylogenetic analysis and FYVE-domain retrieval 

The amino acid sequences were accessed through the public domain (UniProt; Table 5).73 The 

Mega (Version 11.0.13) software was used to perform alignments with the MUSCLE algorithm 

and the phylogenetic analysis with the maximum likelihood method.74 The FYVE domains were 

extracted by searching the InterPro for the FYVE zinc finger domain (IPR000306) for the 

analyzed animals and filtering out duplicate protein names.55 

Table 5 

Organism Gene / orthologue Accession # 
Arabidopsis thaliana VPS34 P42339 

FAB1A / PIKfyve Q0WUR5 
Danio rerio PIKfyve B2KTE3 

p110a F1QAD7 
VPS34 F1Q9F3 

D. discoideum PI5K3 / PIKfyve B0G126 
pikA / p110a  P54673 
pikE / VPS34 P54676 
Mucolipin / TRPML1  Q54Y0 

Homo sapiens PIKfyve Q9Y2I7 
p110a P42336 
VPS34 Q8NEB9 

Mus musculus Pikfyve / PIKfyve Q9Z1T6 
p110a P42337 
VPS34 Q6PF93 
TRPML1 Q99J21 

Saccharomyces cerevisiae 
(Saccharomyces cere.) 

VPS34  P22543 
Fab1 / PIKfyve  P34756 

Xenopus tropicalis 
 

PIKfyve A0A6I8Q3Y5 
p110a B0BLW6 
VPS34 F6ZM84 

Protein structure analysis and in silico docking 

Protein structures for TRPML1 bound to PI(3,5)P2 (Mus musculus; experimentally determined; 

UniProt Entry: Q99J21, Structure identifier: 7sq7) and Mucolipin (D. discoideum; Alphafold 

model; UniProt Entry: Q54EY0, Structure identifier: AF-Q54EY0) were sourced through the 

public domain (UniProt, AlphaFold).73,75,76 Structures were aligned in PyMol and electrostatic 

potential was computed with the Adaptive Poisson-Boltzmann Solver (APBS) plug-in.77 The in 
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silico docking was performed with high ambiguity-driven protein-protein docking (HADDOCK 

2.4).78,79 The predicted mucolipin and PI(3,5)P2 structures were inputted and the PI(3,5)P2 

binding AAs were added as interacting residues. The output model was then loaded into the 

PyMol and aligned with the TRPML1 structure. 
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6.1.4 Extended Data, Material, and Methods 

6.1.4.1 PIKfyve Inhibition Impairs T cell Recruitment and Bacterial Control in a Murine 

Peritonitis Model 
To investigate whether PIKfyve inhibition influences T cell recruitment in an 
inflammatory setting in vivo, we employed an ovalbumin-expressing Listeria 
monocytogenes (LmOva)-infection peritonitis model. Immunization of mice with 
LmOva generates memory T cells that are rapidly recruited to sites of re-
infections.292,293 We utilized this model to treat LmOva-immunized mice with vehicle 
(PBS) or the PIKfyve inhibitor, Apilimod, one hour before peritoneal rechallenge with 
LmOva. 16 hours post-infection, a peritoneal lavage was carried out to collect cell 
infiltrating the peritoneum, and the spleen was harvested (Fig. 5A). The Apilimod-
treated mice exhibited reduced numbers of infiltrating CD8+ and CD4+ T cells in the 
peritoneum (Fig. 5B-C). Further, an increased bacterial burden was detected in the 
peritoneum and spleen of Apilimod-treated animals (Fig. 5D). It remains unclear 
whether the infiltration is a direct effect of PIKfyve inhibition on T cells or a secondary 
effect (e.g. reduced chemokine production by innate cells) due to the systemic 
administration of Apilimod.  
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Figure 5: PIKfyve Inhibition Impairs T cell Recruitment and Bacterial Control in a Murine 
Peritonitis Model | A) Schematic of the LmOva peritonitis model: Six weeks post-immunization, mice 
were treated either with a vehicle or with Apilimod intraperitoneally (ip), followed by a rechallenge using 
LmOva (ip) B) Representative frequencies of CD8+ (upper panels) and CD4+ T cells (lower panels) in 
the live cell gate of the peritoneal fluid from a vehicle-treated (left panels) or Apilimod-treated (right 
panels) subject. C) Quantification of the CD8+ (left panel) and CD4+ T cells (right panel) present in the 
peritoneal fluid of subjects treated with the vehicle (n = 9) or Apilimod (n = 8). D) Quantification of CFU 
in the peritoneal fluid (left panel) and spleen (right panel) 16 hours after the LmOva rechallenge in 
subjects treated with either the vehicle (n = 10) or Apilimod (n = 10). For panels C and D, individual 
points represent data from single animals, which have been pooled from two independent experiments. 
A p-value of < 0.0001 (****), as determined by a Mann-Whitney test, indicates statistical significance. 
 

6.1.4.2 Material and Methods for the LmOva peritonitis model 
LmOva (a gift from Ed Palmer) was grown in BHI-medium (Sigma Aldrich, Cat. # 
70138) at 37 °C to an optical density of 0.5 - 1. 8 - 10-week-old C57BL/6NCrl mice 
were infected with 5 x 104 CFU LmOva in 100 µL PBS intraperitoneally (ip) for the 
immunization. After 6 weeks, 50 mg / kg body weight Apilimod (MedChem Express, 
Cat. # HY-14644A) or 100 µL PBS as vehicle control was administered ip, one hour 
before re-infection with 5 x 105 CFU LmOva. Sixteen hours after the secondary 
infection, the animals were euthanized using CO2 (Fig. 5A). A peritoneal lavage was 
conducted using 8 ml of PBS, followed by spleen extraction. The spleens were then 
weighed and homogenized using steel beads. Bacterial burden was determined by 
plating 50 µL of peritoneal lavage or homogenized spleen on petri dishes containing 
BHI agar (Sigma Aldrich, Cat. #70138) and colony forming units (CFU) counted after 

16 h of incubation at 37 °C. To quantify T cell numbers in the peritoneal lavage, 
counting beads were added to 4 ml of the peritoneal lavage, followed by preparation 
for flow cytometry. A live-dead staining was performed as per the protocol outlined in 
the unpublished manuscript (Section I, Prepared Manuscript, Material and Methods), 
followed by surface staining for 15 min at RT with antibodies against murine FITC anti-
CD3e (Biolegend, Cat. # 553062), APC-Cy7 anti-CD8 (Biolegend, Cat. # 100713), and 
BV650 anti-CD4 (Biolegend, Cat. # 100555) antibodies. After the staining, the cells 
were fixed in a 4% paraformaldehyde solution and samples acquired using a CytoFlex 
(Beckman Coulter) flow cytometer. 
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6.2 Section II: Interrogation of Chemokine-Induced Metabolism in Naïve 

CD8+ T cells 

6.2.1 Summary 

Amoeboid T cell migration relies on energy derived from both glycolysis and 
mitochondrial respiration, which in turn facilitates cytoskeleton dynamics.67,109–113 
Chemokine stimulation increases glycolysis and mitochondrial respiration, fostering 
migration in effector and regulatory T cells.109–111 However, the intricacies of metabolic 
adaptations to chemokines are not fully explored. We, therefore, investigated the 
cellular metabolism of naïve murine CD8+ T cells upon CCL19 treatment.  
 
Following CCL19 exposure, a surrogate for glycolytic activity indicated enhanced 
glycolysis in naïve murine CD8+ T cells. Moreover, CCL19 transiently increased 
cellular respiration and augmented maximal mitochondrial respiration. These results 
confirmed a metabolic reaction of naïve CD8+ T cells to CCL19. Therefore, an 
unbiased metabolomic analysis was performed and revealed various differentially 
abundant metabolites, including metabolites from the TCA cycle upon chemokine 
treatment. These observations hint at a broad metabolic reshaping of naïve CD8+ T 
cells following chemokine exposure, although they necessitate further targeted 
validation. Next, we hypothesized that migratory characteristics (e.g. speed) might 

correlate with the ability to engage metabolic pathways. A comparative transcriptome 
analysis revealed an increase in glycolytic and TCA cycle enzyme transcripts 
correlating with faster and more directed naïve CD8+ T cell migration in a CCL19 
gradient. 
 
In summary, our preliminary findings in naïve CD8+ T cells suggest a metabolic 
adaptation to CCL19 beyond glycolysis. The TCA cycle emerges as a promising 
candidate pathway for subsequent research. However, further studies are warranted 
– including validation as well as functional and metabolic analyses – to establish a 
functional connection between our observations and T cell migration. 
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6.2.3 Introduction 
Amoeboid T cell migration is indispensable for adaptive immunity and contributes to 
the pathogenesis of autoimmune diseases. Chemokines induce polarization and 
migration and are pivotal for directing T cells to appropriate effector sites.262 Two major 
bioenergetic requirements of T cell migration are actin polymerization, met by 
glycolysis, and myosin IIA activity, facilitated by mitochondrial ATP synthesis.67,111 

Recent studies underscore the importance of chemokine-mediated metabolic shifts in 
optimizing T cell migration. For instance, the chemokine CXCL10 has been 
demonstrated to promote migration of effector CD4+ T cells by augmenting glycolysis 
and elevating the expression of glycolytic enzymes.110 Similarly, the chemokine CCL22 
plays a critical role in regulating migration and actin polymerization in regulatory T 
cells.111 Furthermore, exposure to CXCL12 augments glycolytic activity and 
mitochondrial function in effector CD8+ T cells in the presence of ICAM-1.109 However, 
the full extent to which chemokines modulate cellular metabolism remains unexplored. 
Compared to effector T cells, naïve T cells exhibit a quiescent metabolism, potentially 
aiding in the dissection of chemokine-induced metabolism.267  
 
Given this background, our study aimed to pinpoint metabolic pathways influenced by 
exposure to CCL19, a chemokine recognized for its pro-migratory properties, in naïve 
CD8+ T cells. 
 

6.2.4 Results 

6.2.4.1 CCL19 Alters Glycolysis and Cellular Respiration of Naïve CD8+ T Cells 
To test if naïve murine CD8+ T cells alter glycolysis and cellular respiration upon CCL19 
exposure, we monitored their metabolic activity using an extracellular flux analyzer. 
This allows the assessment of the extracellular acidification rate (ECAR) and the 
oxygen consumption rate (OCR), serving as a surrogate for glycolysis or cellular 
respiration, respectively. Using the same experimental setup, we performed a 
mitochondrial stress test using ETC inhibitors to assess the mitochondrial respiration. 
 
Our data reveal that CCL19 exposure caused an immediate elevation in ECAR, 
indicative of increased glycolytic activity (Fig. 6A, left panels). Concurrently, an initial 



 
82 

surge in cellular respiration was detected post-CCL19 treatment, which subsequently 
reverted to baseline levels within approximately 30 minutes (Fig. 6A, right panels). A 
mitochondrial stress test unveiled that CCL19 enhanced maximal respiration without 
influencing ATP-linked or non-mitochondrial respiration (Fig. 6B). 

 
Figure 6: CCL19 Alters Glycolysis and Cellular Respiration of Naïve CD8+ T Cells | A) Far left 
panel: Representative ECAR profile of murine naïve CD8+ T cells. Center left panel: ECAR levels 5 
minutes after CCL19 injection, based on nine biological replicates from three independent experiments. 
Center right panel: Representative oxygen consumption rate (OCR) profile for naïve CD8+ T cells. Far 
right panel: OCR levels 5 minutes after CCL19 injection. B) Far left panel: Representative mitochondrial 
stress test OCR profile 130 minutes after vehicle or CCL19 injection; Center left: ATP-Production linked 
Respiration (after Oligomycin injection), Center right: Maximal Respiration (after FCCP injection), and 
Far right: Non-Mitochondrial Respiration (after Rotenone injection). For panels A, B: OCR and ECAR 
profiles wherein dots indicate the mean, error bars standard deviation of 4 technical replicates, and the 
dotted line marks the CCL19 / Vehicle injection. For comparison of OCR and ECAR levels, 
measurements were normalized to their last baseline measurement. Dots represent biological replicates 
(n = 9) from three independent experiments, and the bar graph indicates the mean and standard 
deviation. Statistical analysis: Wilcoxon matched-pairs signed rank test, p-value: ns > 0.05, ** < 0.01 

Collectively, this indicates that CCL19 treatment induces an augmentation in glycolysis 
in naïve murine CD8+ T cells — a metabolic signature resembling that seen in effector 
or regulatory CD4+ T cells upon stimulation with CXCL10 or CCL22, respectively.110,111 
In addition to this, we detected a temporary spike in cellular respiration paired with a 
boost in maximal mitochondrial respiration post-chemokine treatment. 
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6.2.4.2 CCL19 Broadly Alters Metabolism of Naïve CD8+ T Cells 

The extracellular flux analysis revealed metabolic alterations in naïve CD8+ T cells 
upon CCL19 exposure. Consequently, we sought to directly examine the abundance 
of metabolites in cells treated with CCL19. To accomplish this, we conducted an 
unbiased metabolomics study on naïve murine CD8+ T cells treated for 4 hours with 
CCL19 or vehicle (Fig. 7A). 

 
Figure 7: CCL19 Broadly Alters Metabolism of Naïve CD8+ T Cells | A) Experimental design of the 
unbiased metabolomics study. B) Sample correlation of the three biological replicates treated with either 
CCL19 or vehicle. C) Heat map of differentially abundant metabolites ordered by metabolic pathways 
with an adj. p-value < 0.05 with colors indicating the levels of abundance (red for higher abundance, 
blue for lower abundance). 
 
The sample correlation analysis demonstrated a clear separation of the two groups, 
indicative of distinct metabolic profiles (Fig. 7B). Notably, we identified an 

accumulation of metabolites associated with the TCA cycle (citrate, a-ketoglutarate, 

oxalosuccinate, malate) and a decrease in lactate abundance in CCL19-treated naïve 
murine CD8+ T cells. Concurrently, chemokine treatment resulted in altered abundance 
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of metabolites in various metabolic pathways, including amino acids (alanine, 
aspartate, glutamine, and asparagine), arginine-derived metabolites, as well as 
compounds linked to pyrimidine and purine pathways (Fig. 7C). 
 
Thus, these results hint at a substantial metabolic reconfiguration in naïve CD8+ T cells 
in response to CCL19 stimulation, including a decrease of lactate and increase of TCA 

cycle metabolites. 
 

6.2.4.3 Glycolytic and TCA-cycle Transcript Levels Correlate with Faster and more 
Directed Naïve CD8+ T Cell Migration 
With the knowledge of altered metabolism upon CCL19 exposure, we hypothesized 
that the ability to engage metabolism (e.g. by different levels of metabolic enzyme 
transcript abundance) could correlate with migratory behavior of T cells. To test this 
hypothesis, we aimed to perform a comparative transcriptome analysis on naïve 
murine CD8+ T cells that displayed varying migratory properties in a CCL19 gradient.  
 
To this end, naïve murine CD8+ T cells were placed in the lower third of a published 
microfluidic migration device coated with ICAM-1. (Fig. 8A, far left panel, Fig. 9).294–

296 Subsequently, a CCL19 gradient was established with FITC-dextran serving as a 

chemokine surrogate (Fig. 8A, left panels). Over four hours, cell migration was 
monitored as T cells distributed along the gradient, followed by cell harvesting (Fig. 
8A, center left panel). The T cells that advanced to the upper two thirds of the migration 
chamber were designated as "Responders", whereas those remaining in the lower 
third were categorized as "Non-Responders" (Fig. 8A, center left – far right panels). 
Responder cells exhibited increased migration velocity, displacement speed, and 
directionality (Fig. 8B, left and center right panels). Moreover, a distinction was 
observed in the initial starting positions of the Non-Responders and Responders, with 
the latter predominantly commencing from a higher point within the chamber, as 
indicated by the Y-position (Fig. 8B, far right panel). 
 
We employed a low-input RNA-sequencing protocol to retrieve transcriptome data from 
the harvested T cells. In the differential gene expression analysis, we encountered 
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gene dropouts (= missing transcript detections in single or multiple data points), 
resulting in variable genome coverage. The analysis did not yield a clear distinction 
between groups and necessitated stringent data filtering to remove gene dropouts and 
accounting for genome coverage in the statistical model (Fig. 8C). We detected 209 
downregulated and 202 upregulated genes in responder cells, which included 
metabolic genes like ATP-citrate lyase (ACLY), pyruvate kinase (PKM), serine 

hydroxymethyltransferase 2 (SHMT2), malic enzyme (ME2), and oxoglutarate 
dehydrogenase (OGDH; Fig. 8D). 
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Figure 8: Glycolytic and TCA-cycle Transcript Levels Correlate with Faster and more Directed 
Naïve CD8+ T Cell Migration | A) T cell migration and harvest experiment in a microfluidic device. Far 
left: Bright field image of seed T cells, with exemplary cell positions indicated by red arrows and the 
initial FITC-gradient shown in the GFP channel. Center left: Positions of cells before harvest after 4 
hours of migration in the brightfield image and final FITC-dextran gradient (GFP channel). Center right: 
Bright field image following the harvest of Responder cells. Far right: Image of the migration chamber 
after complete cell harvest. Scale bar: 100 µm. B) Velocity (far left), displacement speed (calculated as 
Euclidean distance migrated divided by the observed time period, center left), directedness (center right) 
stratified by Responder (n = 288) and Non-Responder (n = 250) cells (data pooled from three migration 
chambers). Far right: Starting positions for Non-Responder and Responder cells. **** p-Value < 0.0001; 
Wilcoxon-rank-sum test C) Sample correlation of transcriptome data between Non-Responder and 
Responder cells, derived from four biological replicates across independent experiments. D) Volcano 
plot of differential gene expression of non- and responder T cells transcriptomes. Genes with an adj. p-
value < 0.05 and a log2 fold change greater or smaller than 0.5 were considered as differentially 
expressed and colored in purple. E) Cellular component GO-term pathway analysis, comparing the 
transcriptomes of Non-Responder vs. Responder T cells. The red arrows indicate pathways of interest. 

To further explore whether migratory behavior was associated not only with individual 
metabolic genes but also with metabolic pathways, we conducted a Gene Ontology 
(GO) pathway analysis. Though this analysis did not identify significantly differentially 
abundant pathways in intermediary metabolism within the "Biological Process" 

category, it highlighted differential expression in transcripts linked with non-coding and 
ribosomal RNA metabolism (Fig. 8E, left panel). In the "Cellular Components" 
category, late endosomal genes were found to be differentially abundant, an intriguing 
finding considering the role of endo-lysosomes as elucidated in Section 6.1, Part I of 
the results (Fig. 8E, right panel). 
 
Thus, the comparative transcriptome analysis revealed an upregulation of several 
metabolic gene transcript, including a glycolytic gene and two TCA-cycle genes, 
correlating with faster and more directed migration of naïve CD8+ T cells. 
 

6.2.5 Discussion 
In this study, we explored metabolic changes induced by the chemokine CCL19 in 
murine naïve CD8+ T cells. We observed increased glycolysis and increased 

mitochondrial respiration following exposure to CCL19. An unbiased metabolomics 
analysis demonstrated significant alterations in metabolite abundance within CCL19-
treated naïve CD8+ T cells, including a decline in lactate levels alongside an elevation 
of TCA cycle metabolites. Additionally, an association between migratory 
characteristics and metabolic enzyme transcript levels in naïve CD8+ T cells navigating 
a CCL19 gradient was detected. 
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The extracellular flux analysis indicated an increase of ECAR subsequent to CCL19 
stimulation, indicative of increased glycolysis. The noted decline in cellular lactate 
abundance aligns with extracellular flux data, as lactate is a plausible driver of ECAR. 
Our finding concurs with prior research highlighting chemokine-induced glycolysis in 
various T cell subsets and DCs.109–111,113 These studies also inferred a causal 
relationship of chemokine-induced glycolysis and cell migration. Whether CCL19-

induced glycolysis regulates the migration of naïve CD8+ T cells requires further 
functional studies. We also observed a temporary increase of cellular respiration and 
enhanced maximum respiratory capacity post-CCL19 treatment in immobilized naïve 
CD8+ T cells. In contrast, effector CD8+ T cells treated with CXCL12 display a 
sustained elevated respiration and maximum mitochondrial respiration, when plated 
on ICAM-1.109 The underlying reasons for this discrepancy in cellular respiration might 
encompass variations in the T cell subset, cellular mobility, or the involvement of ICAM-
1-LFA1 integrin signaling. 
 
The comparative transcriptome analysis revealed an upregulation of several metabolic 
genes in responder cells, including the glycolytic gene Pkm. However, due to several 
confounders, it is unclear whether these differentially expressed transcripts play a 
causative role in the observed migratory phenotype. First, responder cells encounter 
higher levels of CCL19 in the upper parts of the migration chamber, possibly driving 
gene expression. This needs to be considered as Pkm expression is induced by the 
chemokine CXCL10 in effector CD4+ T cells.110 Next, cells starting closer to the 
chemokine source were more likely to become a responder cell, effectively arguing 
against a pure stratification on migratory behavior. DCs shape chemokine gradients by 
chemokine receptor mediated endocytosis. Their directed migration is driven by the 
cell collective depleting CCL19 from their close vicinity.96 Speculatively, T cell migration 

in the microfluidic device might be influenced by a similar effect, thereby confounding 
the separation of T cells by their single-cell migratory behavior. Moreover, the issue of 
gene dropouts during transcriptome analysis needs to be addressed. This is a 
challenge encountered in single cell transcriptome sequencing.297 A potential 
mitigation might entail increasing cell material or refinement of sequencing protocols. 
This could enhance the comprehensiveness of similar transcriptome analyses in the 
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future. Nonetheless, the TCA cycle emerges as a candidate pathway for further 
interrogation of T cell migration from the convergence of increased TCA cycle genes 
in responder T cells, TCA cycle metabolites and maximal mitochondrial respiration 
upon CCL19 treatment. 
 
In summary, we present evidence that CCL19 modulates glycolysis and cellular 

respiration in murine naïve CD8+ T cells. An unbiased metabolomics analysis suggests 
an expansive metabolic engagement in response to chemokine stimulation. The TCA 
cycle stands out as promising candidate for further exploration. Connecting these 
findings functionally to amoeboid T cell migration demands targeted validation, coupled 
with metabolic tracing experiments, and genetic and metabolic interventions. 
 

6.2.6 Material and Methods 

6.2.6.1 Cell isolation and culture 

Isolation and cell culture were performed as described in Material and Methods of the 
unpublished manuscript in Section I (6.1.3) of the results. In short, naïve CD8+ T cells 
were isolated from spleens and lymph nodes of C57BL/6NrCl mice using negative 
magnetic cell separation and cultured overnight in complete medium (= RPMI 1640 
supplemented with 10% heat-inactivated fetal calf serum, GlutaMax (1:100), 50 µM β-
mercaptoethanol, 100 U/mL penicillin, 100 µg/mL streptomycin) supplemented with 10 
ng/mL IL-7, before use. 
 

6.2.6.2 Extracellular Flux Analysis 
Analyses were conducted using the Seahorse XFe96 Analyzer (Agilent). XF 96-well 
plates (Agilent, Cat. # 103794-100) were coated with 22.4 µg / ml Cell-Tak 
(FisherScientific, Cat. # 10317081) in ddH2O + 0.1 mM sodium bicarbonate (pH 8) 

overnight. Concurrently, the sensor cartridge (Agilent, Cat. # 103792-100) was 
hydrated with 200 µl calibrant liquid (Agilent, Cat. # 100840-000) per well in an 
incubator at ambient CO2-level at 37 °C. The following day, each well of the 96-well 
plate was rinsed with 200 µl sterile ddH2O and air-dried for 1 hour. 
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The following steps were all conducted in unbuffered RPMI1640 with glucose (pH 7.4; 
Sigma-Aldrich, Cat. # R65040). Murine naïve CD8+ T cells were washed twice, 
counted, and resuspended to 2 x 106 cells / ml. Subsequently, 100 µl of cell suspension 
(= 2 x 105 cells) was dispensed per well in the dried 96-well plates. The plate was 
centrifuged to a speed of 45 g with an acceleration of 5 and deceleration of 4, turned 
180°, and centrifuged to a speed of 95 g with an acceleration 4 and deceleration of 3. 

After centrifugation, 75 µl unbuffered RPMI1640 was added to each well, and the plate 
was placed in a CO2-free incubator at 37 °C for 15 minutes. 
 
For the assay, 25 µl of the following solutions diluted in unbuffered RPMI1640 were 
loaded into the respective injection ports of the sensor cartridge: Port A: 12 µg / ml 
CCL19 (Peprotech, Cat. # 250-27B) or vehicle, Port B: Oligomycin (8 mM; Sigma-
Aldrich, Cat. # 75351), Port C: FCCP (20 µM; Sigma-Aldrich, Cat. # C2920), and Port 
D: Rotenone (10 µM; Sigma-Aldrich, Cat. # R8875). The cartridge was subsequently 
placed in the extracellular flux analyzer for calibration. 
 
Post-calibration, the cell-containing plate was transferred to the analyzer. A 20-minute 
baseline measurement (4 cycles) was taken before the CCL19 injection. This was 
followed by a 2-hour measurement phase (20 cycles). Subsequent injections included 
oligomycin, FCCP, and rotenone, with each injection monitored over a 15-minute 
period (3 cycles). Data were processed and analyzed using the Prism software 
(GraphPad). 
 

6.2.6.3 Microfluidic Device Fabrication, Operation, Cell Migration Assay, and Cell 

Harvest 
The microfluidic device was fabricated and operated as previously described.294–296 
The devices were prepared by exposing the harvest outlet channels and then 
connecting the control layer to the solenoid valve control system, pressurizing it, and 
mounting it on the incubation system of the microscope stage (37 °C, 100% humidity, 
5% CO2; Fig. 9A). After testing the control valves for functionality and integrity, the 
system was filled with PBS, and the migration chamber was coated overnight with 200 
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nM ICAM-1 (R&DSystem, Cat. # 720-IC-050) in PBS. The next day, the system was 
flushed for one hour with phenol-red-free complete medium. 

 
Figure 9: Microfluidic device and modifications for cell harvest | A) Photograph of the microfluidic device from 
the top with the flow layer (containing cells, medium and chemokine) channels in blue and the control layer 
(containing water to control the valves) in red. The device contains four migration chambers – one magnified 
(indicated by the green lines). The yellow areas were removed for the cell harvest. B) Cell loading scheme: Yellow 
arrows indicate direction flow and red dot represents cells. This figure was adapted by Frick et al. 2018 and 
amended.295 

For cell loading, murine naïve CD8+ T cells were counted, centrifuged for 5 min at 300 
g, resuspended to a concentration of 1.2 x 107 cells / ml, and flushed into all four 
migration chambers from the top to the bottom. Top and middle parts of the chambers 
were subsequently flushed with medium to remove cells through the side channels, 
leaving only cells in the bottom third (Fig. 9B). After a 1-hour incubation, a CCL19 
gradient was generated by flushing 2 µg / ml CCL19 through the top side channels and 
1 µg / ml through the middle channel. The gradient was maintained by intermittently 
opening the chambers top or bottom valves to 3 µg / mL CCL19 or complete medium, 
respectively. The 3 µg / ml CCL19-containing medium was supplemented with 100 µg 
/ ml 10 kDa FITC-dextran (Sigma-Aldrich, Cat. # FD10S) and diluted to 1 or 2 µg / ml, 
as needed. Immediately after gradient generation, brightfield images were captured 

every 15 seconds, and the gradient was imaged every 10 minutes for 4 hours using a 
Nikon Ti2E inverted microscope with a 10x objective (CFI Plan Apo Lambda, NA 0.45) 
and 1.5x optical zoom, equipped with a Photometrics camera. T cells were then flushed 
through the side channels from the chip into the harvesting outlets using PBS.  
 

6.2.6.4 RNA Isolation, Library Preparation, Sequencing and Analysis 
The resultant droplet containing the harvested cells was collected with a micropipette 
and RNA extracted according to the instructions of the PicoPureTM RNA Isolation Kit 
with a DNase digestion (ThermoFisher, Cat. # KIT0204). 4 µL of RNA solution was 
used to prepare cDNA libraries (with 18 preamplification cycles) with the SMART-Seq 
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v4 Kit (Takara, Cat. # 634890). cDNA libraries were then sequenced with NovaSeq SP 
flow cell (Illumina). Reads were mapped against a reference genome (mm10) with 
STARsolo. Differential gene analysis was performed with DESeq2 on R (Version 
4.0.0).298 
 

6.2.6.5 Unbiased Metabolomics Analysis 

5 x 106 naïve murine CD8+ T cells were treated with either a vehicle or 2.5 µg/mL 
CCL19 for 4 hours in complete medium. The cells were washed twice with in ice-cold 
PBS and then snap frozen. Metabolites were subsequently extracted using the Floch’s 
extraction method.299 The preparation and methodology for LC-MS have been detailed 
previously.300 Data acquisition was performed with the Xcalibur software (Version 4.1). 
An automated compound annotation was executed using Compound Discoverer 
(ThermoFisher). Subsequent statistical analyses were conducted in R, using a pipeline 
analogous to the differential gene expression analysis of the transcriptome study. 
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6.3 Section III: Acetate Modulates Memory CD8+ T Cell Effector Function, 

Survival, and Migration During Bacterial Infections 

6.3.1 Summary 

In the published manuscript "Memory CD8+ T Cells Balance Pro- and Anti-
inflammatory Activity by Reprogramming Cellular Acetate Handling at Sites of 
Infection", presented in this results section, we investigated the dynamics of acetate 
levels at sites of bacterial infections and their subsequent influence on memory CD8+ 
T cells, including their migration. 
 
Our findings revealed that as bacterial infections progress in mice, acetate levels rise 
at the site of infection. Activated memory CD8+ T cells ceased acetate assimilation by 
downregulating ACSS1 and ACSS2. Increased acetate concentrations augmented 
glutaminase activity, which subsequently promoted oxidative phosphorylation, thereby 
enhancing memory CD8+ T cell survival. In vivo local acetate treatment increased 
memory CD8+ T cell numbers. In conjunction, in vitro studies indicated impaired cell 
migration upon exposure to acetate, suggesting a trapping mechanism of memory 
CD8+ T cells in acetate-rich environments. Moreover, acetate reduced free Ca2+ levels, 
thereby blunting activation-induced Ca2+ flux and compromising memory CD8+ T cell 
activation. Consequently, the presence of acetate at infection sites mitigated 

immunopathology in vivo. 
 
This study uncovers the pivotal role of acetate and the adaptations in its metabolism 
in memory CD8+ T cells during bacterial infections. Initially, acetate assimilation fosters 
the function of memory CD8+ T cells. As the infection advances, activated T cells at 
sites of infection reprogram their acetate metabolism to promote survival and high 
acetate levels inhibit their inflammatory capacity. This adaptation promotes memory 
CD8+ T cell survival while controlling the magnitude of the inflammatory response. 
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6.3.2 Author Contribution 
The research for the manuscript was spearheaded by the first author, Maria Balmer 
(University of Basel and University of Bern), and the principal investigator, Christoph 
Hess (University of Basel and University of Cambridge). As a member of the team 
working on this study, Philippe Dehio conducted the in vitro memory CD8+ T cell 
migration assays. 

 

6.3.3 Published Manuscript: Memory CD8+ T Cells Balance Pro- and Anti-
inflammatory Activity by Reprogramming Cellular Acetate Handling at Sites of 
Infection 

 
The published manuscript is attached below and is accessible by the QR-code: 
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SUMMARY

Serum acetate increases upon systemic infection. Acutely, assimilation of acetate expands the capacity of
memory CD8+ T cells to produce IFN-g. Whether acetate modulates memory CD8+ T cell metabolism and
function during pathogen re-encounter remains unexplored. Here we show that at sites of infection, high ac-
etate concentrations are being reached, yet memory CD8+ T cells shut down the acetate assimilating en-
zymes ACSS1 and ACSS2. Acetate, being thus largely excluded from incorporation into cellular metabolic
pathways, now had different effects, namely (1) directly activating glutaminase, thereby augmenting glutami-
nolysis, cellular respiration, and survival, and (2) suppressing TCR-triggered calcium flux, and consequently
cell activation and effector cell function. In vivo, high acetate abundance at sites of infection improved path-
ogen clearance while reducing immunopathology. This indicates that, during different stages of the immune
response, the same metabolite—acetate—induces distinct immunometabolic programs within the same
cell type.

Context and Significance

The metabolic regulation of immunity offers opportunity for therapeutic interventions. In this approach, understanding how
metabolites impact immune function at different stages of the inflammatory response is crucial. Previously, researchers at
the University of Basel and their collaborators reported that with initial infection, transient acetate exposure boosts the ca-
pacity of memory T cells for glycolysis and inflammation. Here, they reveal that over time, acetate accumulates at sites of
infection, where it again alters cellular metabolism and dampens T cell receptor signaling, thereby reducing the inflamma-
tory response. Overall, they demonstrate that, depending on the stage of an immune response, onemetabolite, acetate, can
have distinct—and even opposing—effects on the same immune cell population.

Cell Metabolism 32, 457–467, September 1, 2020 ª 2020 Elsevier Inc. 457
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INTRODUCTION

Memory CD8+ T cells are a small population of long-lived im-
mune cells with protective function and unique metabolic char-
acteristics. Effector memory (EM) CD8+ T cells circulate between
the blood and the periphery and migrate into various peripheral
tissues, where they are exposed to constantly changing micro-
environments. At tissue sites, EM CD8+ T cells rapidly respond
upon re-encounter of cognate antigen by producing pro-inflam-
matory cytokines and other effector molecules (Harty and Bado-
vinac, 2008). During differentiation from naive to effector to
memory cells, CD8+ T cells undergo important metabolic
changes, which have been intimately linked to their functional
properties.

Immune cells are able to respond to their environment and ac-
quire a variety of context-dependent fates. However, we are only
beginning to understand how immune cells sense these environ-
mental cues, and how this impacts immune cell metabolism and
function. Previously we observed that systemic acetate levels
rapidly increase upon infection inmice, and that, acutely, acetate
at ‘‘stress levels’’ enhances the glycolytic capacity and effector
function of EM CD8+ T cells upon subsequent re-stimulation in
low acetate abundance (Balmer et al., 2016). Mechanistically,
in the acute scenario acetate is assimilated via acetyl-CoA syn-
thetase 2 (ACSS2) and is expanding the cellular acetyl-CoA pool
in an ATP-citrate lyase (ACLY)-dependent manner, providing
acetyl groups for acetylation reactions. Acetylation of GAPDH in-
creases its enzymatic activity, leading to increased glycolytic ac-
tivity upon activation and augmented EM CD8+ T cell effector
function. Consistent with this finding, another report recently
found an improved response to influenza infection in mice fed
a high-fiber diet. In this experimental system, diet-derived
short-chain fatty acids (SCFAs), including acetate, enhanced
cellular metabolism of CD8+ T cells, thereby boosting anti-viral
activity (Trompette et al., 2018).

To redirect immune cells to sites of infection, chemokine gra-
dients are established and modulate lymphocyte trafficking
(Kunkel and Butcher, 2002). Several metabolites also guide
lymphocyte migration (Sigmundsdottir and Butcher, 2008),
such as sphingosine-1-phosphate (Pappu et al., 2007), retinoic
acid (Iwata et al., 2004; Svensson et al., 2008), or vitamin D3 (Re-
iss et al., 2001).

Metabolites, including acetate, may therefore be viewed as
carrying information that can alter immune cell function.
Whether, in extension of this concept, metabolites impact im-
mune cell function according to the stage of an evolving immune
response has not been explored. Here we extended our study of
acetate acutely and transiently accumulating in the blood circu-
lation to its role at sites of prolonged inflammation in murine and
human memory CD8+ T cells.

RESULTS

Acetate Levels Are Increased up to 100-Fold at Sites of
Infection and Suppress ACSS1 and ACSS2 Expression in
CD8+ T Cells
Acetate rapidly accumulates in the circulation upon systemic
infection in mice (Balmer et al., 2016). Several studies have
shown dramatic changes in many metabolites in the setting

of infection (Nguyen et al., 2015; Beisel, 1975; Dong et al.,
2012). Here, we found that acetate accumulated in the perito-
neal cavity of mice infected with Listeria monocytogenes, in a
Staphylococcus aureus tissue-cage infection model, and in hu-
mans at sites of bacterial infection and inflammation (Figures
1A–1C; Table 1). We next assessed how increased local ace-
tate levels per se impacted numbers of memory CD8+ T cells
in the peritoneal cavity. To this end, mice previously infected
with Listeria monocytogenes expressing an OVA-peptide
(LmOVA) were injected intraperitoneally (i.p.) with 10 mM ace-
tate. Twenty-four hours after acetate injection, peritoneal
CD8+ T cell numbers in acetate-treated mice were significantly
increased as compared to mice injected with PBS (Figure 1D).
Most of these cells expressed phenotypic markers of memory
CD8+ T cells (Figure S1A). Re-challenging these mice i.p. in
the presence versus absence of i.p. applied acetate also re-
sulted in a significant acetate-dependent increase of CD8+

T cells in the peritoneal fluid (Figure 1E). To assess the relation
between in vivo accumulation of acetate at sites of inflamma-
tion and CD8+ T cell counts, we analyzed leftover human fluid
samples collected for clinical indications, as well as murine
Staphylococcus aureus tissue-cage fluids. In both human and
murine samples, CD8+ T cell numbers and acetate abundance
correlated positively up to approximately 100 mM. Beyond
100 mM acetate, CD8+ T cell numbers started to decline (Fig-
ures 1F and 1G). More than 60% of the CD8+ T cells recovered
from tissue-cage fluid had a memory phenotype (Figure S1B).
We then asked what the metabolic consequences of exposure
to increased acetate abundance at sites of inflammation might
be on CD8+ T cells. Specifically, we tested how ACSS1 and
ACSS2 were impacted in CD8+ T cells 24 h after intraperitoneal
injection of 100 mM acetate, as well as 24 h after intraperitoneal
re-challenge of mice previously infected with LmOVA. In both
models, transcript abundance of the acetate assimilating en-
zymes was reduced by approximately 50% (Figures 1H and
1I). Memory-like CD8+ T cells can be generated in vitro, using
an established protocol (Figure S1C) (van der Windt et al.,
2012; Balmer et al., 2016). In such in vitro generated murine
memory OT-I T cells, reduced abundance of ACSS1 and
ACSS2 mRNA started to become apparent after 4 h of acetate
exposure (Figures S1D and S1E). At the site of infection,
cognate memory CD8+ T cell activation occurs. We therefore
also probed the effect of antigen-specific activation of murine
memory OT-I T cells on transcript abundance of ACSS1 and
ACSS2, in vitro. Both transcripts were strongly suppressed
upon cognate re-stimulation (Figures 1J and 1K). Similar find-
ings were made when activating human effector memory
CD8+ T cells in the presence of acetate (Figures S1F and S1G).
In all, these data identified high levels of acetate at sites of

inflammation/infection, positively correlating with increased
CD8+ T cells counts up to 100 mM. We previously reported
that acetate rapidly increased in the circulation of infected
mice, and that, acutely, memory CD8+ T cells assimilate acetate
in an ACSS2-dependent manner, which leads to catalyzed
glycolysis and increased IFN-g production (Balmer et al.,
2016). We now find that exposure of CD8+ T cells to increased
acetate concentrations, whichwe show to occur at sites of infec-
tion/inflammation, evoked downregulation of ACSS1 and
ACSS2, a phenomenon further accentuated by TCR activation.
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The experimental set-up capturing these scenarios, which,
in vivo, plausibly form a continuum, is summarized in Figure 1L.

Acetate Promotes Glutaminolysis by Enhancing
Glutaminase Enzymatic Activity
To further dissect the metabolic profile of memory CD8+ T cells
exposed to increased acetate levels at sites of infection, we

analyzed murine memory OT-I T cells in a metabolic flux
analyzer. Supplementation of acetate resulted in a significant in-
crease in oxygen consumption rates (OCRs) compared to me-
dium control, whereas glycolysis was unchanged (Figures 2A
and S2A). Furthermore, re-stimulation of memory OT-I T cells
with OVA-peptide in the presence of acetate also increased
OCR when compared to medium control (Figure S2B). Addition
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Figure 1. Acetate Levels Are up to 100-Fold Increased at Sites of Infection and Suppress ACSS1 and ACSS2 Expression in CD8+ T Cells
(A) Acetate levels in the peritoneal fluid, 24 h after intraperitoneal LmOVA infection in C57BL/6 mice.

(B) Acetate levels in tissue cages at the indicated time points following S. aureus infection.

(C) Acetate levels in human-infected body fluids (abscesses) as compared to non-inflamed control fluids.

(D) CD8+ T cell numbers in the peritoneal fluid 24 h upon intraperitoneal administration of 10 mM acetate in LmOVA-immunized mice.

(E) CD8+ T cell numbers in the peritoneal fluid 24 h upon intraperitoneal re-infection with LmOVA ± 10 mM acetate in LmOVA-immunized mice.

(F and G) Absolute numbers of CD8+ T cells recovered from locally infected fluids shown in (B) and (C) as determined by flow cytometry.

(H and I) Expression of ACSS1 and ACSS2 inMACS-purified CD8+ T cells from the peritoneal cavity of LmOVA-immunizedmice upon injection of 100mMacetate

(H) or re-challenged with LmOVA (I).

(J and K) Expression of ACSS1 (J) and ACSS2 (K) in murine memory OT-I T cells upon OVA stimulation for 4 h in the presence or absence of the indicated acetate

concentrations.

(L) Experimental set-up mimicking the time course of acetate exposure of memory CD8+ T cells.

Each dot represents one mouse or sample; lines indicate means. Error bars are SD. Dashed lines indicate the detection limit. t test (A and C–E), one-way ANOVA

(B and F), and two-way ANOVA (H–K) were used to compare the groups. *p < 0.05, **p < 0.01, ****p < 0.0001.
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of 13C-acetate to memory OT-I T cells revealed that carbon
derived from labeled acetate was found in only low amounts in
citrate of memory cells stimulated with OVA (Figure 2B, left
panel). Albeit also only low in abundance in non-activated cells,
acetate-derived carbons were consistently reduced in other in-
termediates of the TCA cycle (Figure 2B, right three panels). Of
note, expansion of acetate-fueled acetyl-CoA was also much
reduced upon OVA activation of memory CD8+ T cells (Fig-
ure 2C). These data indicated that (1) acetate assimilation was
blunted in these re-stimulated memory cells, and (2) increased
OCR did not primarily result from increased fueling of acetate
into the TCA cycle (Figure 2D). We noted, however, that the pres-
ence of acetate was associated with a higher overall abundance
of a-ketoglutarate, fumarate, and malate, hinting at the possibil-
ity of glutaminolysis-derived glutamate as a carbon source
entering the TCA cycle (Figures 2B and 2D). To test this hypoth-
esis, 13C-glutamine tracing experiments were performed, which
confirmed an increase of glutamine-derived carbons in gluta-
mate (m+5) in the presence of acetate, both in non-activated
and re-stimulated murine memory CD8+ T cells (Figures 2E
and S2C). This suggested that in this scenario acetate promoted
increased glutaminolysis, TCA activity, and interlinked oxidative
phosphorylation in memory CD8+ T cells. Indeed, BPTES, an in-
hibitor of glutaminolysis, suppressed acetate-augmented OCR
in murine and human memory CD8+ T cells (Figures 2F and
S2D). BPTES alone, as well as inhibition of ATP-citrate lyase,
did not affect OCRs (Figures S2E and S2F). Notably, addition
of acetate up to a concentration of 50–100mM increased human
and murine CD8+ T cell viability (Figures 2G and S2G), a feature
that was lost in the absence of glutamine in the cell culture me-
dium (Figures 2H and S2H), or in presence of BPTES (Figure S2I).
These data indicated that acetate-augmented glutaminolysis
promoted increased cell respiration and viability. At sites of
high acetate concentration in vivo, altered migratory behavior
could further contribute to increased CD8+ T cell numbers. We
therefore also assessed spontaneous as well as CXCL12-
directedmigration ofmurinememory OT-I T cells in the presence
or absence of acetate in transwell assays. In a dose-dependent
manner, acetate inhibited spontaneous migration compared to
medium control (Figure 2I), and also somewhat blunted chemo-
kine-directed translocation (Figure 2J). These experiments indi-
cated that, rather than being assimilated by members of the
ACSS family and entering core metabolism, or providing acetyl

groups for acetylation reactions (Comerford et al., 2014; Balmer
et al., 2016), at the site of infection acetate modulated cellular
metabolism, survival, and migration in a different way.
To elucidate how acetate mediated increased glutaminolysis

in memory CD8+ T cells, we measured expression of gluta-
minase (GLS), which converts glutamine to glutamate. Addition
of acetate did not change overall abundance of GLS transcript
or protein (Figures S2J–S2L). By contrast, glutaminase activity
was significantly increased in memory CD8+ T cells exposed to
acetate (Figure 2K). To dissect whether the acetate-mediated in-
crease in glutaminase activity was a direct or indirect effect, we
analyzed the activity of recombinant human glutaminase in the
presence versus absence of acetate. These experiments re-
vealed a direct and dose-dependent effect of acetate on gluta-
minase activity (Figure S2M), which is in line with a previous pub-
lication proposing an increase in glutaminase activity by direct
binding of acetate to the enzyme (O’Donovan and Lotspeich,
1966). To rationalize this pharmacological effect, we used in sil-
ico ligand docking of acetate into human glutaminase co-crystal-
ized with bound glutamine. This identified four closely located
docked-pose clusters, three of which lay close to the activation
loop and one close to the substrate-binding pocket (Figure 2L,
upper panel). Of these, clusters I and II contained the greatest
number of energetically favorable poses (7/10) and predicted in-
teractions with residues that are known to affect the actions of
other allosteric activators (Ferreira et al., 2013; Li et al., 2016).
For example, the allosteric activator phosphate is similarly
located in the mouse apo structure, and its actions are strongly
affected by mutation of residues G320 (G315 in 3VP0) and
K325 (K317 in 3PV0) in humans (Figure 2L, middle panel) (Ferre-
ira et al., 2013; Li et al., 2016). E. coli and B. subtilis both display
poor amino acid conservation in this region of the enzyme and
would be predicted not to be affected by acetate (Figure 2L,
lower panel). When tested we found that, indeed, acetate did
not enhance E. coli glutaminase activity but even decreased it
(Figure S2N) (Brown et al., 2008; Stalnecker et al., 2017). To
test, at the molecular level, the requirement of K317 for acetate
to function as an allosteric activator (Figure 2L, middle and lower
panel), wild-type recombinant human glutaminase (two versions:
one commercially available, one mutation experiment control)
and K317 / A317 mutated recombinant glutaminase were
used. Again, activity of wild-type glutaminase was augmented
by addition of acetate (20 mM), whereas K317/ A317 mutated
glutaminase was unaffected—establishing essentiality of K317
for acetate’s activity augmenting property (Figure 2M). In all,
these data indicated that, upon recall, acetate promoted gluta-
minolysis by direct allosteric effects that increase glutaminase
activity.

Acetate Suppresses TCR Re-stimulation by Reducing
Calcium Flux
We next wondered how differential acetate handling of memory
CD8+ T cells re-engaging with cognate antigen related to their
functionality. To begin to address this question, memory OT-I
T cells were re-stimulated with OVA-peptide in the presence or
absence of acetate, and calcium flux was measured by flow cy-
tometry. Acetate significantly suppressed calcium flux upon
OVA re-stimulation in a dose-dependent manner (Figure 3A),
suggesting decreased TCR stimulation. Accordingly, glycolytic

Table 1. Patient Characteristics

Gender (f/m) 6/5

Age (mean, years) 51

Source (n)

Abscess/cyst 7

Wound 1

Ascites 1

Synovia 2

Pathogen Isolated (n)

Staphylococcus aureus 1

Staphylococcus epidermidis 1

Mixed 4
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switching and IFN-g production were suppressed in the pres-
ence of acetate in a dose-dependent manner in both murine
and human memory CD8+ T cells (Figures 3B–3F), whereas pro-
duction of TNF was unchanged (Figure S3A). Notably, calcium
add-back was able to correct acetate-mediated suppression
of IFN-g (Figure S3B). We reasoned that negatively charged ac-
etate may interfere with biologically active (i.e., free) calcium,
which would provide a mechanistic basis to the observed effect
of acetate on calcium flux. We thusmeasured free calcium levels
in the absence and in increasing concentrations of acetate,
in vitro. To exclude protein modifications by acetate, we used
PBS as a solute. In effect, free calcium levels dropped in the
presence of acetate in a concentration-dependent manner (Fig-
ure 3G). Conversely, phosphate concentrations significantly
increased (Figure 3H). To assess whether acetate also depleted
calcium levels in vivo, we determined free calcium levels in mu-
rine and human fluids sampled from infectious and inflamed
sites. Calcium levels were significantly depleted in both hu-
man-infected and sterile inflamed body fluids, and infected mu-
rine peritoneal fluids in the presence of acetate (Figures 3I and
3J). Inversely, phosphate levels were increased in murine
S. aureus skin infection and in inflamed human body fluids
(Figures 3K and 3L). To elucidate whether decreased calcium
levels were responsible for reduced calcium flux upon TCR re-
stimulation, we added excess calcium to acetate-exposed
memory OT-I T cells upon OVA re-stimulation. Addition of
10 mM calcium was sufficient to normalize calcium flux back
to control conditions (Figures 3M and S3C). Addition of 10 mM
calcium was also sufficient to augment memory OT-I T cell
migration, indicating that impaired cell activation and migration
in the presence of acetate may be related to calcium depletion
in the presence of acetate (Figure S3D). Of note, in the absence
of glutamine, acetate also reduced IFN-g production by memory
OT-I T cells, indicating that the effect of acetate on glutaminase

activity and its effect on calcium flux are distinct (data not
shown). These data established that acetate suppressed mem-
ory CD8+ T cell re-call responses as a consequence of reduced
calcium availability when present during re-stimulation. To
directly capture acetate’s time- and concentration-dependent
immune augmenting versus immuno-suppressive features, a
time course experiment encompassing both features of this
metabolite was performed (Figure 3N).

Acetate Suppresses Immunopathology at Sites of
Infection and Modulates Tissue Remodeling
We went on and asked how, at the site of infection, acetate-
mediated metabolic and functional re-programming of memory
CD8+ T cells modulated immune control. To address this ques-
tion, we re-infected mice previously infected with LmOVA i.p.
in the presence or absence of 10 mM acetate also administered
i.p. at the same time as the pathogen. Similar to our previous
findings, acetate promoted superior immune control as
measured by bacterial loads in the liver and spleen (Figure 4A).
However, immunopathology determined by local lactate dehy-
drogenase levels, as well as peritoneal IFN-g, was suppressed
in the presence of acetate (Figures 4B and 4C). Peritoneal con-
centrations of IL-10 tended to be elevated in the presence of ac-
etate, indicating a possible immunomodulatory role of acetate
(Figure S4A). Increased expression of PD-L1 on CD8+ T cells
recovered from peritoneal fluid would also align with this notion
(Figure S1A). Histologically, peritoneal thickness—as another
measure of immunopathology (Mizuno et al., 2009)—was also
reduced in the presence of acetate (Figure 4D). To further char-
acterize a potential immunomodulatory role of acetate at the site
of infection, we performed a PCR array from peritoneal tissue of
mice re-challenged with LmOVA in the presence or absence of
acetate. This experiment revealed increased TGF-b transcript
levels in the peritoneum from acetate-treated mice, whereas

Figure 2. Acetate Promotes Glutaminolysis by Enhancing Glutaminase Enzymatic Activity
(A) Memory OT-I T cells were analyzed by metabolic flux analysis upon injection of 5 mM acetate (blue) or medium control (black) at the beginning of the analysis

(dashed line and arrow). Shown is a representative experiment of OCR values and pooled data from 5 independent experiments showing OCR values at 300 min

post-injection.

(B and C) 13C-acetate tracing experiment of murine memory OT-I T cells. Cells were incubated ± 5 mM 12C-acetate (blue) and ± 10 mM OVA-peptide for 6 h and

then all traced with 13C-acetate for 6 h.

(B) Filled bars represent contribution of 13C-acetate to the respective metabolite pool.

(C) Relative abundance of m+2 acetyl-CoA from 13C-acetate.

(D) Schematic of mitochondrial metabolism and possible effects of acetate.

(E) Same experiment as in (B), but with 13C-glutamine. The different colors indicate the number of radiolabeled carbons detected in glutamate.

(F) Memory OT-I T cells were pre-incubated for 2 h in the presence (red) or absence (black) of the glutaminolysis inhibitor BPTES or vehicle control. Cells were then

analyzed bymetabolic flux analysis upon injection of 5mM acetate (dashed line and arrow). Shown is a representative experiment of OCR values and pooled data

from 4 independent experiments assessing the net increase in OCR between 30 and 150 min.

(G andH) Viability ofmurinememory CD8+ T cells cultured in vitro for 3 days in the presence (G) or absence (H) of glutamine and increasing acetate concentrations

as determined by flow cytometry (% Annexin V and PI negative).

(I and J) Spontaneous (I) and chemokine-directed (J) migratory capacity of in vitro generated murine memory OT-I T cells analyzed in a transwell assay in

increasing concentrations of acetate.

(K) Glutaminase activity in murine memory OT-I T cell extracts exposed for 4 h to the indicated acetate concentrations.

(L) Upper panel: a wireframe representation of the four docked pose clusters identified in our study is shown in one of the four subunits of the enzymatically active

homo-tetramer of glutaminase. Middle: an example docked pose from cluster I, showing predicted hydrogen bond interactions (dashed orange lines) between

acetate and the side chains of residues S319 (314) and K235 (317). The green molecule is bound glutamine. Bottom: an alignment showing the poor amino acid

conservation in the predicted allosteric activation region of human (from the 3PV0 crystal structure used here) and prokaryotic glutaminase (P77454, E. coli;

O31465, B. subtilis). The gray shade highlights S314 and K317.

(M) Glutaminase activity of human recombinant glutaminase (rh), wild-type human glutaminase (wt, mutation control), and human glutaminase with a K / A

mutation at position 317, depicted in the lower panel of (L), assessed in the presence or absence of 20 mM acetate.

Each dot represents one mouse or human; lines indicate means. Error bars are SD. t test (A and F), one-way ANOVA (G–I and K), or two-way ANOVA (B, C, J, and

M) was used to compare the groups. *p < 0.05, **p < 0.01, ***p < 0.001, ****p < 0.0001.
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transcripts of the pro-inflammatory cytokines Ifng and Tnf, as
well as transcripts of integrin- and collagen-family genes, were
decreased in the presence of acetate (Figures 4E and S4B).
Overall, these experiments suggested that, at the site of infec-
tion, acetate suppressed immunopathology.

Taken together, our data indicated that at sites of infection,
acetate catalyzed glutaminolysis in memory CD8+ T cells, aug-
menting mitochondrial respiration and cell survival. Further, by
altering availability of free calcium, acetate suppressed TCR-
triggered calcium flux, glycolytic switching, and IFN-g produc-
tion. In a time-resolved manner, acetate’s glycolysis boosting
capacity (Balmer et al., 2016) and the herein described effects
were balancing pathogen clearance against immunopathology
(Figure 4F).

DISCUSSION

The metabolic environment has been shown to critically impact
the outcome of immune responses. Probably the best character-
ized example is the tumor microenvironment, which shapes
immune cell metabolism and function. Here we show that
acetate levels accumulate at sites of infection and reprogram
memory CD8+ T cell metabolism and function by boosting gluta-
minolysis and altering availability of calcium. Acetate levels can
rise up to about 5 mM in the circulation upon systemic bacterial
infection in mice (Balmer et al., 2016). At the site of infection,
acetate levels are initially low but then can reach >100 mM.
This implies that memory T cells are exposed to rising acetate
concentrations at inflamed sites where they are likely to re-
encounter antigen. While acute, transient exposure of ACSS
competent memory CD8+ T cells to acetate levels of 5 mM
boosted glycolysis and cytokine secretion (Balmer et al., 2016),
acetate also mediated a decrease of its assimilation machinery
(i.e., ACSS1 and 2). On the one hand, non-metabolized acetate
augmented glutaminase enzymatic activity, fueling the TCA cy-
cle and mitochondrial respiration, thereby supporting cell
viability. On the other hand, acetate present during antigen re-
encounter reduced free calcium abundance, thus suppressing
migration and TCR-triggered calcium flux, and subsequent
effector function. This indicates that, before reaching the site
of infection,memory CD8+ T cells are boosted and thus prepared
for rapid pathogen removal at acutely infected sites (Balmer

et al., 2016). However, at the site of unresolved inflammation
where acetate abundance is steadily increasing, their inflamma-
tory capacity is gradually being suppressed, thereby balancing
pathogen clearance and immunopathology. Depending on
timing of exposure, the same metabolite—acetate—thus has
opposing effects on memory CD8+ T cells: in transit to the site
of infection acetate is used to acetylate and catalyze GAPDH,
enhancing glycolytic switch and interlinked inflammatory output
of memory CD8+ T cells early upon re-stimulation (i.e., when re-
stimulated in low acetate abundance). At sites of prolonged
inflammation, where acetate gradually accumulates, cells lose
their capacity to assimilate acetate, and acetate catalyzes
glutaminase activity and develops suppressive capacity by
‘‘buffering’’ calcium (Figure 4F). Mechanistically, acetate’s ef-
fects on glutaminase activity and calcium flux are distinct. How-
ever, functionally they may well complement each other. Initially,
prolonged survival allows for sufficient cell numbers available for
efficient pathogen clearance, while later on this may support
accumulation of inflammation resolving mediators.
Immunopathology plays a key role in many infectious and in-

flammatory diseases, contributing to morbidity and mortality.
For example, during viral infections cytotoxic CD8+ T cells, while
effectively killing infected cells, can also cause non-specific,
tissue-destructive inflammation (Rouse and Sehrawat, 2010).
Likewise, immunopathology mediates autoimmune and chronic
inflammatory diseases, such as inflammatory bowel disease. In
the intestine, acetate concentrations reach up to 200 mM/kg
wet weight (Huda-Faujan et al., 2010; Høverstad and Midtvedt,
1986), and were significantly reduced in patients with inflamma-
tory bowel disease, indicating that these high acetate concentra-
tions contribute to host-microbial mutualism and may protect
from immunopathology (Huda-Faujan et al., 2010).
Acetate is an SCFA abundantly produced by the gut micro-

biota via fermentation of dietary fibers (Tremaroli and B€ackhed,
2012). However, germ-free animals also readily increase serum
acetate levels upon metabolic stress, indicating efficient release
of acetate from endogenous sources (Balmer et al., 2016).
Further, we previously demonstrated that rising systemic ace-
tate levels upon systemic bacterial infection are also not primar-
ily bacteria-driven, since systemic infection with bacteria genet-
ically incapable for acetate production induced stress levels of
acetate in the host (Balmer et al., 2016). The source, or sources,

Figure 3. Acetate Suppresses TCR Re-stimulation by Reducing Calcium Availability
(A) Calcium flux as assessed by flow cytometry of murine memory OT-I T cells cultured in the presence (blue) or absence of acetate (black) for 30 min. One

representative experiment (left) and pooled data from 2–3 independent experiments (right) are shown.

(B) Glycolytic switch upon OVA injection with (blue) or without (black) acetate in murine memory OT-I T cells as assessed by metabolic flux analysis. One

representative experiment (left) and pooled data from 4 independent experiments (right) are shown. The glycolytic switch was calculated by subtracting the basal

ECAR from maximal ECAR. The dashed line indicates the time of OVA (± acetate) injection.

(C and D) IFN-g production as assessed by intracellular cytokine staining in murine (C) or human (D) memory CD8+ T cells 4 h after re-stimulation with 10 mMOVA-

peptide or anti-CD3/CD28 antibodies in the presence (blue) or absence (black) of indicated acetate concentrations.

(E and F) IFN-gmRNA (E) and protein (F) in human memory CD8+ T cells 4 h after re-stimulation with anti-CD3/CD28 antibodies in the presence (blue) or absence

(black) of indicated acetate concentrations.

(G and H) Calcium (G) and phosphate levels (H) assessed in vitro in the presence (blue) or absence (black) of the indicated acetate concentrations.

(I–L) Calcium (I and J) and phosphate levels (K and L) in human and murine fluids as described in Figures 1A–1C.

(M) Calcium flux as described in (A) was assessed in the presence (blue) or absence (black) of acetate and additional calcium.

(N) IFN-g production as assessed by intracellular cytokine staining in murine memory OT-I T cells exposed to acetate either prior to or during OVA re-stimulation

for 4 h.

Each dot represents one mouse or human; lines indicate means. Error bars are SD. t test (B, I, J, and L), one-way ANOVA (G, H, K, M, and N), or two-way ANOVA

(C–F) was used to compare the groups. *p < 0.05, **p < 0.01, ***p < 0.001, ****p < 0.0001.
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of increased local acetate levels observed in this study thus
remain unclear. Since at sterile inflammatory sites acetate abun-
dance was also increased, a bacterial origin seems unlikely.
Given the large amount of cell death within any inflammatory
area, one possibility could be the accumulation of extracellular
acetate that is released from intracellular sources upon
cell death.

In conclusion, our data demonstrate that acetate can function
as a rheostat of the immune response, balancing pro- and anti-
inflammatory properties during the course of an immune
response. Opposing effects on immune cell function driven by
a single metabolite through distinct cellular metabolic effects
emphasize the need to consider metabolic reprogramming in a
time- and context-resolved manner.

Limitations of Study
The molecular mechanisms by which acetate and TCR signaling
drive downregulation of ACSS1 and ACSS2 remain to be
defined. Also, we could not measure memory CD8+ T cell meta-
bolism in real time in vivo during the course of an infection but
focused on ex vivo analyses. Finally, while we also found
increased accumulation of acetate at sites of inflammation in hu-
mans, howmemory CD8+ T cell metabolism is regulated at these
sites needs to be explored.
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Figure 4. Acetate Suppresses Immunopathology at Sites of Infection and Modulates Tissue Remodeling
(A) LmOVA-immunized mice were i.p. re-infected with 105 CFU LmOVA in the presence (blue) or absence (black) of 10 mM acetate, and bacterial burdens in

spleen and liver were assessed by bacterial plating 24 h post-infection.

(B) LDH levels in the peritoneal fluid of mice described in (A) were analyzed using a commercially available assay kit.

(C) IFN-g levels in the peritoneal fluid of mice described in (A) were determined by cytometric bead array.

(D) Peritoneal morphology on formalin-fixed, paraffin-embedded samples stained with elastica vanGieson. Shown are representative samples of one control (Ctr)

and one acetate-treated (Ac) animal. Peritoneal thickness was quantified (right panel).

(E) Volcano plot of PCR array analysis of the peritoneal samples shown in (D). Red-highlighted genes were upregulated; green-highlighted genes downregulated

in the presence of acetate.

(F) Schematic depiction of the proposed model of acetate, playing opposing roles during an immune response in a time- and context-dependent manner.

Each dot in (A)–(D) represents one mouse. Shown are pooled data from 2 independent experiments with 3–7 animals per group. Lines indicate means; error bars

are SD. Dashed lines in (A) and (C) indicate the detection limit. t test was used to compare the groups. *p < 0.05, **p < 0.01.
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KEY RESOURCES TABLE

REAGENT or RESOURCE SOURCE IDENTIFIER

Antibodies

BUV395 rat anti-mouse CD44 BD Cat# 740215

APC rat anti-mouse CD8 Biolegend Cat# 100712

BV421 hamster anti-mouse KLRG1 Biolegend Cat# 138413

PE rat anti-mouse CD62L Biolegend Cat# 104408

APC-Cy7 rat anti-mouse CD43 Biolegend Cat# 121220

BV421 rat anti-mouse PDL1 Biolegend Cat# 124315

PE-Cy5 rat anti-mouse CD127 eBioscience Cat# 15-1271-82

PE rat anti-mouse CD25 Biolegend Cat# 101904

BV510 hamster anti-mouse CD27 Biolegend Cat# 124229

FITC rat anti-mouse CD3 BD Cat# 555274

PE rat anti-mouse CD8 Biolegend Cat# 100708

APC mouse anti-human CD62L ImmunoTools Cat# 21819626

Pacific Blue anti-CD45RA Beckman Coulter Cat# A86050

Bacterial and Virus Strains

Listeria monocytogenes expressing chicken

Ovalbumin (AA134–387)

Prof. Ed Palmer, University Basel, CH N/A

Biological Samples

Human body fluids University Hospital Basel N/A

Chemicals, Peptides, and Recombinant Proteins

Liberase TL Research Grade Roche Cat#05 401 020 001

APC Annexin V Immunotools Cat#31490016

BPTES Sigma Aldrich Cat#SML0601

SB204990 Tocris Cat#4962

Recombinant murine CXCL12 Peprotech Cat#250-20A

Recombinant human glutaminase R&D Systems Cat#10115-GL-020

Glutaminase from E. coli Megazyme Cat#E-GLUTEC

Critical Commercial Assays

Acetate fluorimetric assay kit BioAssay Systems Cat#EOAC-100

LDH Assay Kit Abcam Cat#ab102526

Glutaminase Microplate Assay Kit Cohesion Biosciences Cat#CAK1065

Experimental Models: Organisms/Strains

Mouse: B6.129S6-Rag2tm1Fwa

Tg(TcraTcrb)1100Mjb

Taconic Model #2334

Mouse: C57BL/6 Charles River and Janvier N/A

Oligonucleotides

ms ACSS1 (forward 50-GTTTGGGACA

CTCCTTACCATAC-30 and reverse

50-AGGCAGTTGACAGACACATTC-30)

Invitrogen This paper

ms ACSS2 (forward 50-GTGAAAGGAT

CTTGGATTCCAGT-30 and reverse

50-CAGATGTTTGACCACAATGCAG-30)

Invitrogen This paper

Gls: Mm01257297_m1 Thermo Fisher Cat#4331182

Ifng: Mm01168134_m1 Thermo Fisher Cat#4331182

(Continued on next page)
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RESOURCE AVAILABILITY

Lead Contact
Further information and requests for resources and reagents should be directed to andwill be fulfilled by the Lead Contact, Christoph
Hess (ch818@cam.ac.uk; chess@uhbs.ch).

Materials Availability
This study did not generate new unique reagents.

Data and Code Availability
The published article includes all datasets generated or analyzed during this study.

EXPERIMENTAL MODEL AND SUBJECT DETAILS

Animal Husbandry
Male and female C57BL/6 or MHC class I-restricted OVA-specific T cell receptor (OT-I) transgenic mice were 6-8 weeks of age and
housed in IVC cages on racks in a room with controlled temperature (22-24!C) and humidity (40%–60%). Mice were maintained on a
12 h light-dark cycle. All mice were fed a standard diet (Kliba AG, #3436 EX). Health checks were conducted on all mice at least once
daily. For experimental control groups, littermates were used. All animal experiments were approved by the Animal Care Committee
of the Veterinary Office Basel, Switzerland.

Human Abscess Fluids
Human abscess fluidswere obtained from the division of Clinical Microbiology of the University Hospital Basel after informed consent
of the patients and ethical approval of the ethics committee of both Basels. As controls, non-inflamed samples (e.g., sterile ascites,
cyst-fluids, pleural transudate) were used. Sampleswere stored at 4!Cprior tomeasurement. Patient characteristics are summarized
in Table 1.

Isolation of Human Effector Memory (EM) CD8+ T Cells
Peripheral blood mononuclear cells were isolated by standard density-gradient centrifugation protocols (Lymphoprep; Fresenis
Kabi) from healthy male and female blood donors, > 18 years of age. Results were not stratified by age or sex, since we did
not have this information at the time of analysis. MACS beads and LS columns (both Milteny Biotec) were used to sort CD8+ positive
T cells. The positively selected CD8+ T cells were incubated with APC anti-CD62LmAb (ImmunoTools) and Pacific Blue anti-CD45RA

Continued

REAGENT or RESOURCE SOURCE IDENTIFIER

ms 18S primers (forward 50-GGGAGC

CTGAGAAACGGC-30 and reverse

50-GGGTCGGGAGTGGGTAATTT-30)

Microsynth This paper

hs ACSS1 (forward 50-CACAGGACAG

ACAACAAGGTC-30 and reverse

50-CCTGGGTATGGAACGATGCC-30)

Invitrogen This paper

hs ACSS2 (forward 50-AAAGGAGCAA

CTACCAACATCTG-30 and reverse

50-GCTGAACTGACACACTTGGAC-30)

Invitrogen This paper

Human 18S Applied Biosystems Cat#4310893E

Recombinant DNA

pGEX-4T-1-GLS2_WT (C-terminal GST) Genscript N/A

pGEX-4T-1-GLS2_K253A (C-terminal GST) Genscript N/A

Software and Algorithms

FlowJo BD https://www.flowjo.com

GOLD Suite v5.7.0 The Cambridge Crystallographic

Data Centre, Cambridge, UK

https://www.ch.cam.ac.uk/

computing/software/gold-suite

PyMol v1.3 Schrödinger https://pymol.org/2/

ImageJ N/A https://imagej.net/Welcome

GraphPad Prism N/A https://www.graphpad.com/

scientific-software/prism/
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(Beckman Coulter) and sorted by flow cytometry (BD FACSAria III or BD Influx Cell Sorter). Experiments using blood donor derived
cells were approved by the blood transfusion service of the Swiss Red Cross.

Cell Culture
Primary cells of male and female mice were cultured in RPMI medium (RPMI 1640 containing 10% FCS, 100 U/mL penicillin, 100 mg
streptomycin, 0.29 mg/mL L-glutamine, 50 mM 2-Mercaptoethanol) at 37!C and 5% CO2.

METHOD DETAILS

In Vitro Memory Differentiation
Memory OT-I T cells were generated as described previously (Balmer et al., 2016; van derWindt et al., 2013). Briefly, the lymph nodes
from MHC class I-restricted OVA-specific T cell receptor (OT-I) transgenic mice and the spleen of C57BL/6 mice were aseptically
removed and incubated in liberase TL (Roche) for 30 min. After mashing through a 70 mm cell strainer (BD Biosciences), red blood
cells were lysed with RBC Lysis Buffer Solution (eBioscience). The isolated cell suspensions were washed in RPMI medium (RPMI
1640 containing 10% FCS, 100 U/mL penicillin, 100 mg streptomycin, 0.29 mg/mL L-glutamine, 50 mM 2-Mercaptoethanol (Life
Technologies)) and re-suspended to 106 cells/mL. The splenocytes and OT-I cells were pooled in a ratio of 1:1 and activated with
OVA peptide (Eurogentec) at 10"9 M at 37!C for 3 days. The cells were then washed and re-suspended to 2 3 106 cells/mL and
cultured in the presence of IL-15 (10 ng/mL) at 37!C for another 3 days to generate OVA-specific memory CD8+ T cells. Phenotyping
was performed using BUV395-anti CD44 (BD), APC-anti CD8, BV421-anti KLRG1, PE-anti-CD62L, APC-Cy7-anti CD43, BV421-anti
PDL1, PE-anti-CD25, BV510-anti CD27 (all Biolegend) and PE-Cy5-anti CD127 (eBioscience).

Acetate Measurement in Murine and Human Samples
Acetate concentrations in peritoneal fluids and human samples were determined using the acetate fluorimetric assay kit (Bioassay
Systems), following the manufacturer’s instructions.

Measurement of Cell Viability
To measure the viability, 105 mouse or human memory CD8+ T cells were plated in a 96-well plate in RPMI medium. The cells were
incubated at 37!C for up to 7 days. The cells were washed in Annexin V Binding Buffer (BD PharMingen) and stained with APC
Annexin V (ImmunoTools) and PI (Sigma Aldrich). Samples were acquired on an Accuri! C6 Flow Cytometer and analyzed with
FlowJo-Software (FlowJo 10.2). Viable cells were defined as Annexin V and PI double negative. Where indicated, cells were
incubated in presence of BPTES (Sigma Aldrich) at 50 mM or in glutamine-free RPMI containing dialyzed FCS (Life Technologies).

Transwell migration assay
For the in vitro migration assay 2-5 3 105 cells were resuspended in 80% full medium and 20% PBS, supplemented with varying
concentration of sodium acetate, calcium chloride and sodium chloride. 100 mL of cell suspension was seeded in 5 mm pore cell
culture inserts (Sigma, CLS3421) with 500 mL of the corresponding medium in the well. After 3 h incubation at 37!C, the volumes
in the insert and the well were measured with a pipette. The cell density was measured by acquiring 30 mL of the insert and well
with a CytoFlex flow cytometer (Beckman Coulter) by counting the number of events in the live gate using FlowJo. The translocation
index was calculated by dividing the cell number of the cell culture insert with the total cell number. Every condition was assessed by
technical triplicates and every experiment was repeated at least three times. Where indicated, CXCL12 (Peptrotech) at 50 ng/mL
was used.

Murine Peritonitis Model
C57BL/6 mice were intra-peritoneally (i.p.) infected with 5000 CFU Listeria monocytogenes expressing the OVA-peptide (LmOVA).
28 days later, micewere re-infectedwith 105 CFU LmOVA i.p. in presence or absence of 5mMacetate.Micewere sacrificed 24 h later
and peritoneal fluid, spleen, liver and serum harvested. Spleens and livers were homogenized in 0.5% Terigitol/PBS using a Tissue-
lyser (QIAGEN) and sterile stainless-steel ball bearings. Organ suspensions were then plated on BHI agar-plates and colonies
counted upon 24 h incubation at 37!C. Peritoneal fluids were centrifuged and the cells analyzed by flow-cytometry upon staining
with FITC-anti-CD3, BUV395-anti CD44 (both BD), BV421-anti PDL1, APC-Cy7-anti CD43, BV510-anti CD27 and PE-anti CD8
antibodies, Zombie-Red viability staining (all Biolegend) or by RT-PCR upon MACS-purification and storage in Trizol Reagent
(Thermo Fisher Scientific). Peritoneal fluids and sera were frozen at"80!C prior to further analysis. LDH concentrations in peritoneal
fluids were measured using a commercially available assay kit (Abcam). All experiments were performed in accordance with local
rules for the care and use of laboratory animals.

S. aureus Tissue Cage Model
The mouse model of foreign-body infection (John et al., 2011; Nowakowska et al., 2014) was used in the present study. Briefly, a
sterile tissue cage (Angst + Pfister AG, Zurich, Switzerland) was implanted subcutaneously in the back of female C57BL/6 mice,
13 weeks old (janvierlab, France). After complete wound healing (2 weeks), cages were tested for sterility by culturing the aspirated
tissue cage fluid (TCF). Teflon cages were infected with 785 CFU ofMSSA ATCC 29213. The infection was confirmed at day 1 directly
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before treatment start by plating. Mice were i.p. treated twice a day with 5% glucose for 11 days. Tissue cage fluid (TCF) was aspi-
rated at different time points (day 3, 6, 9, 11 and 14) and apropriate dilutions were plated to determine the amount of planktonic
MSSA. Tissue cage fluids were then analyzed for acetate, calcium and phosphate levels and CD8+ T cells isolated by MACS-puri-
fication and frozen in Trizol Reagent (Thermo Fisher Scientific). For phenotyping, cells were stained with APC-anti CD8 (Biolegend),
BUV395-anti CD44 (BD), PE-anti CD62L (Biolegend) antibodies and Zombie-Red Viability staining (Biolegend).

Histology
Small pieces (0.53 0.5 cm) of peritoneum were fixed in 4% formaldehyde for 24 h. Samples were then paraffin-embedded, cut, and
stained with H&E and elastica van Gieson on an automated-stainer according to standard procedures. Peritoneal thickness was
measured from the mesothelial surface to the border of the loose connective tissue between compact zone and muscular layer
by a board-certified pathologist in a blinded manner as described in (Mizuno et al., 2009).

Seahorse Experiments
Oxygen consumption rates (OCR, in pMoles/min) and extracellular acidification rates (ECAR, in mpH/min) were measured in plated
cells (2.53 105 per well) kept in serum-free unbuffered RPMI-1640medium (Sigma-Aldrich), under basal conditions, and in response
to OVA-peptide (10 mM) or acetate (5 mM) injection using the instrument’s multi-injection ports. Where indicated, cells were pre-
treated with the ACLY-inhibitor SB204990 (Tocris) at 30 mM or BPTES (Sigma Aldrich) at 50 mM 2 h prior to and during metabolic
flux analysis or vehicle control. All data were generated using the XF-96 Extracellular Flux Analyzer (Seahorse Bioscience).

Metabolic Tracing
GC-MS metabolite analysis was conducted as previously described (Blagih et al., 2015) (Balmer et al., 2016). Briefly, 5 3 106 IL-15
expandedOT-I memory cells were cultured in standard or glutamine-free RPMI (with 10%dialyzed FCS) containing 10mM1,2-[13C]-
acetate or 10mM13C-glutamine (Cambridge Isotope Laboratories) for 6 h.Metabolites were extracted from cells using ice-cold 80%
methanol, followed by sonication and removal of cellular debris by centrifugation at 4!C. Metabolite extracts were dried, derivatized
as tert-butyldimethylsilyl (TBDMS) esters, and analyzed via GC-MS as previously described (Faubert et al., 2014). Uniformly
deuterated myristic acid (750 ng/sample) was added as an internal standard following cellular metabolite extraction, and metabolite
abundance was expressed relative to the internal standard and normalized to cell number. Mass isotopomer distribution was deter-
mined using a custom algorithm developed at McGill University, CA (McGuirk et al., 2013).

Quantitative PCR
Quantitative PCR for mouse ACSS1 and ACSS2 mRNA was done in triplicates with SYBR Green Supermix (Promega). The following
primers were used: ms ACSS1 (forward 50-GTTTGGGACACTCCTTACCATAC-30 and reverse 50-AGGCAGTTGACAGACACATTC-30),
ms ACSS2 (forward 50-GTGAAAGGATCTTGGATTCCAGT-30 and reverse 50-CAGATGTTTGACCACAATGCAG-30) (both Invitrogen).
The following primers were used to analyze glutaminase mRNA: Mm01257297_m1 (Thermo Fisher Scientific). IFNg mRNA was
measured using primers Mm01168134_m1 (Thermo Fisher Scientific). As a housekeeping gene mouse 18S mRNA was measured
using ms 18S primers (forward 50-GGGAGCCTGAGAAACGGC-30 and reverse 50-GGGTCGGGAGTGGGTAATTT-30) (Microsynth).
Quantitative PCR for human ACSS1 and ACSS2 mRNA was done in triplicates with SYBR Green Supermix (Promega). The following
primers were used: hs ACSS1 (forward 50-CACAGGACAGACAACAAGGTC-30 and reverse 50-CCTGGGTATGGAACGATGCC-30), hs
ACSS2 (forward 50-AAAGGAGCAACTACCAACATCTG-30 and reverse 50-GCTGAACTGACACACTTGGAC-30) (both Invitrogen). As a
housekeeping gene 18S was used (4310893E, Applied Biosystems). Peritoneal immunopathology was assessed using the mouse
Wound Healing RT2 Profiler PCR Array following the manufacturer’s instructions (QIAGEN). RNA-quality was checked prior to the
assay using the Bioanalyzer RNA-kit (Agilent).

Glutaminase Activity Assay
To analyze the activity of glutaminase in memory CD8+ T cells, the Glutaminase Microplate Assay Kit (Cohesion Biosciences) was
used. After incubation, cells (4 Mio) were sonicated in the assay buffer (40 ml) provided with the kit and then processed according
to the manufacturer’s instructions. Recombinant human glutaminase at 1 mg/mL (R&D Systems) and glutaminase from E. coli at
6 U/mL (Megazyme) were tested in the Glutaminase Microplate Assay (Cohesion Biosciences).

Glutaminase-Acetate In Silico Docking
We used a template of the human glutaminase co-crystallized with bound glutamine (PDB ID 3VP0). The three-dimensional structure
of acetate was constructed ab initio in Chem3D Pro v14.0 (CambridgeSoft, Cambridge, UK) and energy-minimized using the inte-
grated MM2 force field. The binding site of acetate was defined as being within 20 Å of the centroid around the a-carbon of
Y446, a centrally located residue that interacts with glutamine in the substrate binding site. Acetate was docked as a flexible ligand
into the ligand-occupied structure using GOLD Suite v5.7.0 (The Cambridge Crystallographic Data Centre, Cambridge, UK) with the
GoldScore function and default settings. Ten docked poses were generated and visualized with PyMol v1.3.
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Glutaminase Mutagenesis
Human GLS2 was cloned into the multiple cloning site of a pGEX-4T-1 bacterial expression vector containing a C-terminal gluta-
thione-S-transferase (GST) tag. The K253A variant was generated by site-directed mutagenesis which corresponds to the GLS1
sequence K->A shown in Figure 2L. The E. coli strain BL21(DE3) was then transformed with wild type or K253A mutant pGEX-4T-
1-GLS2 vectors. Recombinant GLS2-GST was purified from bacterial cell lysate using GST hiTRAP and Superdex 200 columns
and eluted in 5mM Tris, 150mM HCl buffer (pH 7.5). Wildtype and mutant glutaminase was used at a concentration of 1 mg/mL for
measuring glutaminase activity as described above.

Calcium Flux
In vitro differentiated memory OT-I T cells were loaded with 1 mM Fluo4 (Invitrogen) and 1 mM Fura Red (Invitrogen) with indicated
acetate or calcium concentrations for 30 min at 37!C. After washing, T cells were activated with 10 mM OVA-peptide under
continuous acquisition using an Accuri C6 (BD) or Cytoflex (Beckmann coulter) flow cytometer. Analysis was performed with FlowJo
software using kinetics tool (ratio of geometric mean fluorescence intensity of Fluo4/FuraRed) and Prism software.

Calcium and Phosphate Quantification
Calcium and phosphate concentrations were measured in collaboration with the diagnostics department of the University Hospital
Basel using a fotometric Assay (Cobas, Roche). For in vitro calcium-measurements, PBS was supplemented with increasing
concentrations of acetate and calcium-concentrations measured immediately.

Intracellular Cytokine Staining
200,000 cells per condition were re-activated with CD3/CD28 beads (1:10) or OVA-peptide (10 mM) in presence or absence of the
indicated concentrations of acetate or calcium for 4 h. Brefeldin A (Biolegend) was added after 1 h of incubation. Fixation and per-
meabilization with BD Cytofix/Cytoperm and BD Perm/Wash was done according to the instruction of the manufactorer (BD Biosci-
ences). Cells were then stained with FITC-anti-human IFN-g (BD Biosciences) or FITC-anti-mouse IFN-g (Biolegend), aquired on an
Accuri C6 Flow Cytometer and analyzed using FlowJo-Software (FlowJo 10.2).

Cytrometric Bead Array
Cytokine concentrations in cell culture supernatants and peritoneal fluids were determined using the LegendPlex cytrometric bead
Array Th1-Pannel (Biolegend), according to the manufacturer’s instructions.

Immunoblot Analysis
Memory T cells were lysed in RIPA buffer (Thermo Scientific) containing protease- and phosphatase-inhibitors (Roche, #05 892 970
001 and #04 906 837 001), and protein concentrations determinedwith a BCAprotein assay kit (ThermoScientific). Whole-cell lysates
were separated by 4%–20% SDS-PAGE and transferred to nitrocellulose or PVDF membranes. Membranes were probed with
anti-glutaminase mAb (Protein Tech, #19958-1-AP) and anti-actin mAb (Sigma #A1978). Blots were then stained with the appropriate
secondary antibody (IRDye 800CW– conjugated goat polyclonal antibody to rabbit IgG (926-32211) from LI-COR). The Odyssey im-
aging system (LICOR) was used for detection, and the ImageJ software (1.48v) for quantification.

QUANTIFICATION AND STATISTICAL ANALYSIS

Differences were analyzed for statistical significance using Prism 7 for Macintosh (GraphPad Software Inc.). The details of the tests
carried out are indicated in each figure legend. Where data were approximately normally distributed, values were compared using
either a Student’s t test, one-way or two-way ANOVA. Where data were non-normally distributed Wilcoxon-tests were applied. In
all cases, p values < 0.05 were considered significant.
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6.4 Section IV: Development of a Volatile Metabolomics Platform for 

Dendritic Cells to Investigate Cellular Metabolism in Real-Time 

6.4.1 Summary 

In the manuscript, titled “Real-Time Volatile Metabolomics Analysis of Dendritic Cells”, 
we detail the development of a mass spectrometry method that enables real-time 
analysis of dendritic cell (DC) metabolism by examining the volatile phase of in vitro 
cell cultures. This platform couples DC cultures with secondary electrospray ionization-
high resolution mass spectrometry to identify volatile organic compounds (VOCs).  
 
Three exploratory studies were conducted to investigate the capabilities of this 
approach. Study I revealed the ability to capture VOCs emitted from DCs responding 
to the bacterial supernatant stimulation. Next in study II, we probed the capacity of this 
platform to detect and trace the incorporation of isotopically labeled metabolites into 
cellular metabolism. When exposed to 13C-glucose, DCs emitted glucose-derived 13C-
labelled VOCs, demonstrating the platform's potential to accommodate metabolic 
tracing. Lastly, study III delineated the capability to discern differential metabolic states 
of vehicle and LPS-treated DCs by 13C-glucose tracing and metabolic pathway 
analysis. 
 

In conclusion, our work presents a non-invasive mass spectrometry method adept at 
the real-time analysis of DC metabolism by probing the volatile phase. A limitation of 
this method is the requirement for VOC identity validation by targeted mass 
spectrometry. However, this platform holds potential to complement current techniques 
by offering dynamic and unbiased insights into cellular metabolism. 
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6.4.2 Author Contribution 
This study was designed and conceived in a collaborative effort, led by Pablo Sinues 
(University of Basel) and Maria Balmer (University of Basel and University of Bern), 
along with Christoph Hess (University of Basel and University of Cambridge), Kim 
Arnold (University of Bern), Jonas Lötscher (University of Basel), and Philippe Dehio 
(University of Basel). Jonas Lötscher and Philippe Dehio conducted the cell culture 

experiments relevant to this study. Philippe Dehio contributed to the data analysis and 
interpretation and was involved in drafting, editing, and reviewing the manuscript, in 
collaboration with Pablo Sinues, Maria Balmer, and Christoph Hess. 
 

6.4.3 Published Manuscript: Real-Time Volatile Metabolomics Analysis of 
Dendritic Cells 
 
The published manuscript is attached below and is accessible by the QR-code: 
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ABSTRACT: Dendritic cells (DCs) actively sample and present
antigen to cells of the adaptive immune system and are thus vital
for successful immune control and memory formation. Immune
cell metabolism and function are tightly interlinked, and a better
understanding of this interaction potential to develop
immunomodulatory strategies. However, current approaches for
assessing the immune cell metabolome are often limited by end-
point measurements, may involve laborious sample preparation,
and may lack unbiased, temporal resolution of the metabolome. In
this study, we present a novel setup coupled to a secondary
electrospray ionization-high resolution mass spectrometric (SESI-
HRMS) platform allowing headspace analysis of immature and
activated DCs in real-time with minimal sample preparation and
intervention, with high technical reproducibility and potential for automation. Distinct metabolic signatures of DCs treated with

supernatants (SNs) of bacterial cultures were detected during real-time analyses over 6 h compared to their respective
controls (SN only). Furthermore, the technique allowed for the detection of 13C-incorporation into volatile metabolites, opening the
possibility for real-time tracing of metabolic pathways in DCs. Moreover, in the metabolic profile of naıv̈e and activated
DCs were discovered, and pathway-enrichment analysis revealed three significantly altered pathways, including the TCA cycle, α-
linolenic acid metabolism, and valine, leucine, and isoleucine degradation.

■ INTRODUCTION
With the recent rise of metabolomics technologies, research on
immunometabolism has boomed during the past years,
especially due to findings that metabolic reprogramming is
essential for cell maintenance, function, and 1,2

Characterizing and understanding cells at the metabolic level
are relevant to better understand and potentially modify
immune functionality in various diseases from infections to
autoimmune diseases. A particular focus hereby may be given
to dendritic cells (DCs), as they are the key mediators between
the innate and adaptive immune system and their metabolic
rewiring during development and activation is still incom-
pletely understood.3
Currently, various techniques are deployed to assess cells’

immunometabolism depending on the hypothesis and cell
system used.1 Usually, to get a first impression on metabolic
alterations, quick and cost measurements on nitric
oxide (NO) consumption/arginase production or glucose
consumption/lactate production can be combined with
functional assays such as enzyme-linked immunosorbent assays
(ELISA).4 For more in-depth metabolic characterization, real-
time extracellular flux analysis (EFA) enables a parallel readout
on glycolysis and oxidative phosphorylation (OXPHOS).5
However, the important limitations of all the aforementioned
methods are that they mainly provide information on only a

few parameters related to specific core pathways at a single
time point (except EFA) or that they may the metabolic
state of the cells when pretreatment of cells is required.4 To get
a more detailed metabolic picture, previously described
techniques can be combined with gold standard liquid
chromatography−mass spectrometry (LC-MS) and gas
chromatography−mass spectrometric (GC-MS) methods.
Through targeted and untargeted LC-MS and GC-MS
experiments, detailed information on metabolites of interest
can be captured; however, those methods require time-
consuming sample preparation and do not provide information
on dynamic processes without using isotopically labeled
substrates.6,7
Secondary electrospray ionization−high resolution mass

spectrometry (SESI-HRMS) is an emerging technique and
may be an attractive alternative metabolomics approach, as it
can provide quick, sensitive, noninvasive, and real-time results
with minimal sample preparation. SESI is a soft ionization
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method, operates at ambient pressure, and is able to detect
volatile organic compounds (VOCs) with limits of detection in
the low parts per trillion (ppt) range.8 When combined with
HRMS it, in addition, allows the resolving of fine isotopic
structures, which is suitable for isotopic tracing.9 Several mass
spectrometric methods have been described in the literature to
assess VOCs emitted from living organisms in enclosed
controlled environments. These include bacteria,10 yeast,11,12
plants,13 mammalian cells,14−16 and small-animal models.17
Thus, the objective of the current study was to evaluate the
potential of SESI-HRMS to assess DC metabolism as a model
immune cell. Such a system could potentially open new
possibilities for delivering valuable dynamic information on the
crosstalk between immunity and cell metabolism.

■ EXPERIMENTAL SECTION
The applicability of the new technical setup was subdivided
into three studies. In study I we characterized VOCs emitted
by DCs in real-time upon stimulation with two bacterial
supernatants from two different time points (SN1 and SN2) of
an E. coli culture. In study II, 13C-incorporation from labeled
glucose (Glc 13C6) in VOCs emitted by DCs was monitored in
real-time over 4 h. In study III, we assessed 13C-incorporation
from Glc 13C6 in VOCs emitted by DCs after 24 h incubation
with and without long time bacterial lipopolysaccharide (LPS)
stimulation. In study I, bacterial SN was used as a surrogate
stimulus for DC activation, since it contains a variety of
bacterial structural components (PAMPs) as well as bacterial
metabolites. SNs from two different time points were used in
order to mimic different bacterial concentrations and growth
rates. To narrow down the stimulation to toll-like receptor-
agonists only, LPS was used in study III, as it is the best
studied stimulus in the literature with a well-characterized
metabolic response in DCs. In the following, the key
experimental information, including sample preparation and
the main analytical instrumentation, is described. Detailed
information on SESI-HRMS data analysis, LC-MS/MS analysis
performed in the case of compound identification, and flow
cytometric viability analysis is provided in the Supporting
Information.
Cell Culture and Differentiation of Bone-Marrow-

Derived Dendritic Cells (BMDCs). Murine bone marrow for
BMDC differentiation was isolated from the tibias and femurs
of 5−10-week-old C57BL/6NCrl mice by flushing with
complete medium (RPMI1640 containing 10% heat-inacti-
vated fetal calf serum; FCS). Animals were kept in a specific
pathogen-free facility. A total of 2 × 106 bone marrow cells per
Petri dish were incubated in the presence of 10 ng/mL GM-
CSF for 8 days with a medium exchange on days 3 and 6. After
8 days, the floating cells were harvested and frozen in 10%
DMSO and 90% FCS. On the days of the experiments, the
cells were thawed, counted, and 5 × 106 cells (unless indicated
differently) were plated in a cell culture flask (Jet Biofil) and
rested for 2 h at 37 °C preceding the measurement. For the
measurements, four flasks with different conditions were
simultaneously compared. For isotopic 13C glucose tracing,
the medium was supplemented with dialyzed heat-inactivated
FCS.
Sample Preparation Study I. For experiments with

bacterial SN, E. coli JM83 was incubated in LB-medium at 37
°C, shaken, and grown to an optical density (OD) of 0.4
(SN1) or 1.4 (SN2), centrifuged and sterile-filtered through a
0.22 μm filter. Two flasks contained DCs in 5 mL of medium,

and the other two flasks contained 5 mL of medium only. A
baseline headspace measurement was conducted for 1 h while
switching between the four flasks every 5 min using the valve
system. After the baseline measurement, sterile-filtered
bacterial SN was diluted 1:4 in 5 mL of medium, which was
then used to replace the medium used for baseline measure-
ment in all four culture flasks. After the addition of the
respective SN, real-time SESI-HRMS measurements were
conducted in positive ionization mode for 6 h while switching
between the four flasks every 5 min. This experiment was
repeated on three different days with three different biological
replicates/cell batches (n = 3).

Sample Preparation Study II. To investigate the
incorporation of 13C over time, three biological replicates/
cell batches were used (n = 3); one batch each for two flasks,
respectively. A total of 5 × 106 cells were used for the batches
DC1 and DC2, whereas 107 cells were used for batch DC3. A
baseline measurement of 40 min was conducted with cells
resting in glucose-free medium. Afterward, Glc 12C6 or Glc
13C6 was dissolved in glucose-free medium to reach a
concentration of 66 mM. One mL of the 66 mM solution
was then added to each flask containing 5 mL of glucose-free
medium to reach a final concentration of 11 mM, which is
equal to the glucose concentration found in complete medium.
For each of the three cell batches, one flask contained Glc 12C6
and the other contained Glc 13C6. After the addition of the
glucose, real-time SESI-HRMS measurements were conducted
in the positive ionization mode for 4 h, while switching
between the flasks every 5 min.

Sample Preparation Study III. To evaluate 13C-
incorporation with and without long-time LPS stimulation, a
total of 20 flasks with four different cell batches were prepared.
Four flasks (n = 4) were always assigned to one of five groups,
named G1 (Glc 12C6 in medium + LPS), G2 (Glc 12C6 in
medium + DC), G3 (Glc 12C6 in medium + DC + LPS), G4
(Glc 13C6 in medium + DC), and G5 (Glc 13C6 in medium +
DC + LPS), respectively. The glucose concentrations were the
same as described in study II. All flasks were incubated for 24−
27 h at 37 °C, 5% CO2. After incubation, the four flasks of each
group were sequentially measured by SESI-HRMS for 5 min
each. The experiment was conducted in positive and negative
ionization mode.

Real-Time Cell Culture Headspace Measurement with
SESI-HRMS. A scheme of the general experimental setup is
shown in Figure 1. Briefly, the setup consisted of four cell-
culture flasks sealed airtight with inert rubber stoppers
(HUBERLAB, Aesch) containing two holes for introducing
polytetrafluoroethylene (PTFE) tubes. Stainless steel 3-way
ball valves (Swagelok) enabled alternating switching between
the four flasks simultaneously, connected via PTFE tubes to
the SESI-HRMS. The flasks were placed on a multipoint
heating plate (Carl Roth, Arlesheim) and were kept at a
temperature of 37 °C during the experiments. A gas mixture
(5% CO2, 16% O2, and 79% N2) was used to pervade the
system at a flow rate of 0.3 L/min and carried the VOCs
emitted by the respective flasks’ contents toward the SESI-
HRMS. To prevent the contents in the flasks from drying out,
a bottle filled with LC-MS-grade water was built into the
system to ensure a humid environment. Usually, a time-span of
5 min was needed to measure a single flask. To ensure
reproducibility of measurements on different days, a quality
control standard gas mixture was infused 1 h before the start of
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each experiment. The protocol followed for quality control
measurements is detailed by Gisler et al.18
SESI-HRMS Analytical Platform. The analytical platform

consisted of an ion source (Super SESI, FIT, Spain) coupled to
a high-resolution mass spectrometer (Q-Exactive Plus, Thermo
Fisher Scientific, Germany). Mass spectra were acquired via
Thermo Exactive Plus Tune software (version 2.9) in full scan
mode (scan range 50−400 m/z, polarity positive or negative,
microscan number 10, ACG target 106, and maximum

injection time 500 ms) at a resolution of 280000 at m/z
200. For the formation of the electrospray, 20 μm ID TaperTip
silica capillary emitter (New Objective, U.S.A.) was used in
study I, and a 20 μm ID nanoelectrospray capillary (Fossil Ion
Tech, Spain) was used in studies II and III along with 0.1%
formic acid in water. Pressure of the SESI solvent environment
was set to 1.3 bar (study I) and 0.8 bar (studies II and III).
The electrospray voltage was set to 3.5 kV in positive and 2.8
kV in negative ionization mode. The temperatures of the
ionization chamber and sampling line were set to 90 and 130
°C, respectively. Capillary temperature was 275 °C, sheath gas
was set to 60, and S-lens RF level was set to 55.0. The mass
flow controller exhaust set point was 0.7 L/min, and a nitrogen
stream through the source was set to 0.4 L/min to ensure a
constant flow of the headspace gas to the ionizer (0.3 L/min).
In addition, the system was calibrated weekly internally and
externally using common background contaminant lock masses
and room air.19,20

■ RESULTS AND DISCUSSION
Study I: Stimulation of Cells by Bacterial SN. In study I

we investigated whether the method can detect VOCs emitted
by DCs and furthermore if the technique discriminates
differences in the cellular response to different bacterial SNs.
In total, 71 VOCs were significantly different (p ≤ 0.05)
between SN1 vs SN1 + DC (Table S1) and 59 significantly
different (p ≤ 0.05) between SN2 vs SN2 + DC (Table S2),
showing a log 2FC ≥ 1 compared to their respective baselines

Figure 1. Experimental setup for DC headspace measurement by
SESI-HRMS. Cell culture flasks were simultaneously attached to the
SESI-HRMS via PTFE tubes and kept at 37 °C using a multipoint
heating plate. Integrated 3-way ball valves allowed switching between
the samples. The system was pervaded with a humidified gas mixture
at a flow rate of 0.3 L/min to carry VOCs emitted by DCs toward the
SESI-HRMS for real-time analysis.

Figure 2. Distinguishing experimental conditions with high technical and biological reproducibility. (A) tSNE plot after SN addition of total 108
features which were significantly different (p ≤ 0.05) between DC + SN1 and SN1 or significantly different (p ≤ 0.05) between DC + SN2 and
SN2 and showed a log 2FC ≥ 1 vs their respective baselines. The size of the symbols represents increasing time upon SN addition. (B) tSNE score
1 over time, separating samples containing DCs vs SN. (C) tSNE score 2 over time, separating samples containing SN1 vs SN2. (D) Heatmaps of
108 significant features shown for one biological replicate of each of the four groups. The color bar represents z-scored signal intensities. The green
line indicates the time-point of addition of the SN. (E) Time trace of the positive ion at m/z 98.03173. This feature was significantly different
between DC+ SN1 and SN1 as well as significantly different between DC + SN2 vs SN2. It represents an example of a feature with decreased
abundance in samples containing DCs.
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(before SN addition). Taken together, 108 unique VOCs were
then used to perform t-distributed stochastic neighbor
embedding (tSNE) and hierarchical cluster analysis, as
illustrated in Figure 2. The variables included in the tSNE
show a clear segregation between the four groups and their
respective baselines (Figures 2A and S1A). Score 1 over time
mainly discriminates between samples containing DCs and
samples containing SN only (Figure 2B), whereas score 2
separates SN1 from SN2 (Figure 2C). The heatmaps of the
cluster analysis (Figures 2D, S1B, and S1C) interestingly
revealed two time trace patterns. On one hand, some features
decreased over time in samples containing DCs, as exemplified
for m/z 98.03173 in Figure 2E, compared to samples
containing SN only, indicating uptake and/or active metabo-
lism by DCs. On the other hand, a few features increased over
time in samples containing DCs, as exemplified for m/z
182.00907 in Figure S1D compared to SN1 samples,
compatible with active production and/or release by DCs.
Such behavior may be explained by consumption of certain
substrates required for maintenance of cell functions and active
cell metabolism when DCs are in an activated vs steady state
(e.g., increased glycolysis).21,22 Interestingly, besides m/z
182.00907, we also found two further features with increased
abundance in DC + SN1 compared to SN1 over time (Figure
S1D). These two features, at m/z 183.01252 and m/z
184.00495, were confirmed to be the isotopes of m/z
182.00907 via isotopic pattern matching (Figure S2). Via
LC-MS/MS analysis (Figure S3), the compound was identified
as 2-(methylthio) benzothiazole (SCH3-BTH). Benzothiazoles
(BTH) represent a class of chemicals widely used in industry,
but they are also present, for example, in tap water or indoor
dust.23 Despite their ubiquitous nature, BTH have also been
detected in the exhaled breath of humans, and it has been
shown that they are not just artifacts from room air, but also
from an endogenous origin.24 Interestingly, BTH-based
compounds also feature promising antimicrobial activities.25
Although the relevance of the higher abundance of SCH3-
BTH in the samples with SN1 + DC remains unclear, it
suggests an active production of this compound by DCs which
may be related to an active antibacterial strategy adopted by
the cells.
Intra-coefficient of variation (CV) was assessed during

baseline measurements (DCs in medium, n = 6 samples with 3
repeated measures each) for compound SCH3-BTH and
showed very low intra-experimental variation of ∼7%, which is
comparable to a standard Seahorse XF Pro Analysis showing
an intraplate CV ≤ 15%.26 Therefore, the method shows high
technical and good biological reproducibility (e.g., heatmaps
Figures 2D, S1B, and S1C). As the experiments were
performed with three different biological replicates and on
three different days, we could rule out the possibility that our
observations resulted from a batch effect. Importantly, cell
integrity during real-time measurement is preserved, as shown
in Figure S4. Cells after headspace analysis of 6 h showed the
same viability (∼95%) when compared to DCs kept in an
incubator over the same time period. Another important point
to highlight in terms of efficiency is the possibility of measuring
multiple conditions (e.g., samples and controls) in one run,
which reduces day-to-day variability and overall lead time of
experiments.
Study II: Monitoring 13C-Incorporation from Labeled

Glucose into VOCs in Real-Time. After we have shown that
the method is able to distinguish between different

experimental conditions with high reproducibility, we sought
to determine whether the technique is able to detect 13C-
incorporation into volatile metabolites in real-time over 4 h.
Figure 3 illustrates the 13C/12C ratio time trace of the feature at

m/z 75.04404 obtained for three biological replicates (DC1−
3) exposed to Glc 13C6 or standard glucose (Glc 12C6),
respectively. The feature shows incorporation of two 13C with
the highest 13C/12C ratio detected directly after glucose
addition, followed by a decreasing ratio close to zero after ∼2
h. As expected, 13C/12C ratios of samples containing DCs with
Glc 12C6 remained constant at natural abundance level. m/z
75.04404 was putatively assigned to the compound lactalde-
hyde which plays a role in pyruvate and carbohydrate
metabolism, two core metabolic pathways. However, it must
be mentioned that only one feature showed consistent 13C-
incorporation (according the criteria defined in the data
analysis of study II), which may be explained by the fact that
DCs initially rely on intrinsic glycogen stocks to sustain
metabolic functions and that a certain time-span is required for
intracellular metabolites to reach isotopic steady state,
especially for nonreplicating cells with lower metabolic
activity.27,28 Study II shows a high reproducibility among
conducted measurements using different biological replicates
and demonstrates the feasibility to trace 13C-incorporation into
volatile metabolites emitted by DCs in real-time. Importantly,
this technique can be expanded to beyond 13C tracers and
potentially accommodate simultaneous tracing of multiple
substrates with different labels (e.g., deuterium and 13C).

Study III: 13C-Incorporation with and without Long-
Time LPS Stimulation. Since the given method allows real-
time monitoring of 13C-incorporation into VOCs, we next
assessed whether the technique detects different metabolic
states of DCs. It has been shown previously that LPS
simulation rewires DC metabolism within 24 h.22 Therefore,
DCs were exposed to Glc 13C6 with and without LPS for 24 h.
In addition, we also included control groups with DCs exposed
to Glc 12C6 to account for the natural abundance of 13C
(Figure 4, conditions G1, G2, and G3). We found 22 features
(Table S3)/63 isotopologue pairs (Figures 4 and S5) showing
significant incorporation (p ≤ 0.05) of one up to several 13C in

Figure 3. Real-time metabolic 13C-incorporation in VOCs emitted by
DCs. Real-time 13C-incorporation for three DC cell batches exposed
to Glc 13C6 was observed for the feature at m/z 75.04404
(lactaldehyde) with MF [C3H7O2]+, whereas incorporation for DCs
exposed to Glc 12C6 remained at natural abundance. This was
consistent for all biological replicates with 5 × 106 cells for DC1 and
DC2 and 107 cells for DC3.
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G4 or G5 vs G1, G2, and G3. Figure 4 depicts an example of
metabolic 13C-incorporation for the negative ion at m/z
181.07176. Incorporation of one, two, four, and five 13C was
observed (Figure 4A−D). Moreover, the isotopologue
distribution (Figure 4E) reflects the metabolic reprogramming
of DCs upon LPS-stimulation (G5) compared to immature
counterparts (G4). This is especially evident in the M + 4 and
M + 5 isotopologue fraction of the two groups for the negative
ion at m/z 181.07176 (Figure 4C,D). As expected, ratios for
G1, G2, and G3 remained at a natural abundance level. m/z
181.07176 was putatively assigned to a sugar (e.g., sorbitol,
galacticol) involved in fructose/mannose or galactose metab-
olism.
To get a global overview of the five groups, principal

component analysis (PCA) was conducted. Figure S6 shows a
PCA considering all features. A clear separation of G1 (without
DCs) from the other groups and a slight clustering of the
replicates according to group is visible. Analysis of variance
(ANOVA) was then conducted and revealed 865 features
significantly different (raw p ≤ 0.05) between the five groups.
Figure 5A depicts a PCA including the significant features and

a clear distinction between all five groups is visible. Again, the
separation of G1 from the other groups is evident. A separation
of G2 and G3 from G4 and G5 is also visible, mainly driven by
13C isotopes. As differences in the isotopologue distribution
between naıv̈e (G4) and activated (G5) DCs were visible, we
then used G2 and G3 (naıv̈e and activated DCs exposed to Glc
12C6) for PCA visualization (Figure S7), which revealed a clear
separation between the two groups. Furthermore, we ran a
paired t test in order to identify features significantly different
between the two groups. We found 9 features which were
significantly different (fdr adj. p ≤ 0.05) between G2 and G3.
We then visualized the top 25 most relevant features in a
heatmap (Figure 5B and Table S4). Afterward, we conducted a
pathway enrichment analysis to see which pathways may be
altered between the two groups. A total of 29 pathways were
altered between naıv̈e and activated DCs (Table S5). The top
three pathways significantly altered (p ≤ 0.05) in either
mummichog or GSEA algorithm included: (i) α-linolenic acid
metabolism, (ii) valine, leucine, and isoleucine degradation,
and (iii) TCA cycle (Figure 5C). Rewiring of the TCA cycle,
such as accumulation of TCA intermediate metabolites in

Figure 4. 13C-incorporation illustrated for the example feature at m/z 181.07176 with MF [C6H13O6]− detected in negative ionization mode after
24 h stimulation with LPS, shown for all five groups. (A) Incorporation of one, (B) two, (C) four, and (D) five 13C was observed in DCs exposed
to Glc 13C6, whereas the incorporation was higher in naıv̈e DCs (G4) than in activated DCs (G5). As expected 13C-incorporation in G1, G2, and
G3 remained at the natural abundance level. (E) Isotopologue distribution is shown for all groups. Error bars indicate standard deviation (n = 4).

Figure 5. Differences between naıv̈e and activated DCs by LPS stimulation. (A) PCA of significant features (raw p ≤ 0.05) that are different
between the five groups after ANOVA. (B) Heatmap showing the top 25 different features between G2 and G3. (C) Scatter plot for altered
pathways between naıv̈e (G2) and activated DCs (G3). Color and size of the circles correspond to the statistical significance of combined p-values
from both algorithms.
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activated DCs, has been previously reported.22 A further
altered pathway was the degradation of essential branched
chain amino acids (BCAAs) valine, leucine, and isoleucine.
Previous studies indicate that AA play an important role in
regulating DC-function.29 For example, enhanced uptake of
valine, leucine, and isoleucine has been shown in monocyte-
derived DCs upon LPS stimulation which fits well with our
findings from the enrichment analysis.30 Furthermore,
depletion of BCAAs from the culture media led to an impaired
maturation upon LPS stimulation.31 α-Linolenic acid metab-
olism was another metabolic pathway altered between the two
groups. α-Linolenic acid belongs to the group of omega (ω)-3
long-chain polyunsaturated fatty acids (LCPUFAs). Intra-
cellular signaling pathways related to ω-3 LCPUFAs are largely
unknown, however, a recent study has shown that ω-3
LCPUFAs, mediated via DCs in vitro and in vivo, suppressed
T-cell proliferation, which suggests that inflammation mediated
by T-cells is attenuated.32 Taken together, study III exemplifies
how this novel method in combination with labeled substrates
can be used to gain enhanced insights into VOCs emitted from
DCs and underlying metabolic pathways.
Certain limitations with regard to the technical setup need

to be considered. This includes the nonautomatized switch of
the valves between cell culture flasks (automation would make
the data acquisition and measurement procedure more
efficient). Moreover, evaporation of the cell culture medium
might be observed during substantially long experimental runs,
therefore, a sufficient amount of medium, along with constant
humidification, must be ensured during the experimental runs.
Furthermore, studies I and II were only performed in positive
ionization mode, reducing the panel of features that could have
been detected. Finally, the identity of the features presented
needs to be confirmed, and the interpretation of their potential
role in metabolic pathways needs to be further investigated. As
the focus of this study was on the technical aspect, this was not
within the scope of the current study.

■ CONCLUSION
The proposed mass spectrometric platform allows the
monitoring of metabolic trajectories emitted by DCs in real-
time. The setup poses an attractive complementary approach
to standard metabolomics methods due to its short analysis
time, sensitive detection, minimal sample preparation, and high
efficiency in measuring multiple probes simultaneously. In
combination with labeled substrates, the technique has the
potential to provide new insights into metabolic pathways that
play a key role in immunological responses triggered by
different types of cells.
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7. Conclusion and Future Perspectives 

7.1 Relating Uropod Ultrastructure to Functional Amoeboid Migration 
Cell migration holds a central role in the homeostasis of organisms and is implicated 
in the pathogenesis of various human diseases. Amoeboid cell migration is a 
conserved mode of cellular locomotion that requires cellular polarization and dynamic 
cytoskeleton activity for efficient movement. The relation between cell organellar 
positioning and associated pathways with amoeboid migration remains largely 
unexplored. 
 

7.1.1 Organellar Positioning Spatially Targets Signaling to the Uropod 
In 6.1 Section I of the Results chapter, electron microscopy imaging studies 
demonstrate a substantial shift of cell organelles, including endo-lysosomes, towards 

the uropod of polarized, naive CD8+ T cells. This contrasted with non-polarized T cells 
where endo-lysosomes were dispersed around the nucleus. The re-location of endo-
lysosomes to the uropod effectively compartmentalized the activity of the VPS34–
PIKfyve axis to this region, as evidenced by imaging PI(3)P in migrating T cells. The 
inhibition of VPS34 and PIKfyve reduced T cell velocity and myosin IIA activity, a critical 
promoter of retrograde actin flow and the force-generating mechanism of amoeboid 
cell migration.31,37 We propose a mechanism where PI(3,5)P2, the product of PIKfyve, 
promotes Ca2+ efflux from endo-lysosomes through TRPML1, subsequently activating 
myosin IIA in a Ca2+-dependent manner and enhancing cell speed.  
 
The re-location of endo-lysosomes mirrors mitochondrial dynamics during T cell 
polarization and migration. Mitochondria also re-locate to the uropod, a process 
facilitated by microtubules.68 The precise mechanics behind the redistribution of endo-
lysosomes during cell polarization, and how this effectively localizes the activity of the 
VPS34–PIKfyve pathway to the uropod, requires further study. Mechanistically, 
mitochondrial ATP synthesis is required for myosin IIA activity.67 The underlying 
mitochondrial metabolism mediating this energy production remains elusive and will 
be revisited in Conclusion and Future Perspectives 7.2.3. However, endo-lysosomal 
signaling and mitochondrial ATP synthesis collaborate at the uropod to effectively 
activate myosin IIA. 
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From a more general perspective, organellar positioning at the uropod serves an active 
purpose in amoeboid cell migration by recruiting organelle-associated, distal signaling 
pathways to the uropod. With this example in mind, other organelle-specific signaling 
relays might contribute to amoeboid migration and could be revisited in future studies. 
 

7.1.2 Receptor Recycling at the Uropod 
Endocytosis at the uropod facilitates cell detachment, a process that necessitates the 
removal of integrins from the cell surface and relies on the function of myosin IIA.92–

94,301,302 Concurrently, endocytosis initiates the recycling of ligated chemokine 
receptors. The chemokine CCL19 undergoes receptor-mediated endocytosis via 
CCR7 and is subsequently directed to endo-lysosomes for degradation. CCR7 is 
repurposed and transported back to the plasma membrane.95,96 Prior studies have 
indicated a role for VPS34 and PIKfyve in facilitating integrin recycling during 
mesenchymal cell migration.194 However, the uptake of CCL19 was not found to be 
influenced by the inhibition of VPS34 or PIKfyve, suggesting that the endocytosis and 
recycling pathways of CCR7 might remain unaffected. To further delineate a potential 
role of VPS34 and PIKfyve in the recycling of chemokine receptors and integrins, 
additional studies are warranted. 

 
From a broader perspective, some aspects of membrane protein recycling in amoeboid 
migrating cells remain elusive. While the localization of endocytosis is well 
documented, the exact spatial locations of exocytosis have not been clearly mapped. 
The fountain-flow hypothesis, delineated in the introduction (4.1.7), postulates that 
recycling endosomes are delivered to the leading edge, facilitating the replenishment 
of membranes, integrins, and chemokine receptors. Yet, our imaging studies have not 
identified endosomes or other specific vesicular structures in the leading edge of 
polarized T cells. This raises questions regarding this prevalent hypothesis, at least in 
naïve CD8+ T cells. Further exploration pinpointing the exact localization of exocytosis 
would significantly enhance our comprehension of protein recycling routes that play a 
crucial role in amoeboid cell migration. 
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7.1.3 Integration of Endo-Lysosomes into the Uropod Ca2+ Homeostasis 
We identified the synthesis of PI(3,5)P2, thereby promoting Ca2+ efflux from endo-
lysosomes through TRPML1 and myosin IIA activation as an effector mechanism of 
the VPS34–PIKfyve pathway. Our current findings demonstrate that TRPML1 agonism 
partly counteracts the reduced migration and rescues myosin IIA activity seen with 
VPS34 inhibition. In line, TRPML1 agonism also promotes myosin IIA activity in DCs. 
103,104 A direction for future investigations entails a detailed dissection of TRPML1-
dependent Ca2+ signaling and myosin IIA activity in the uropod of T cells. Further, Ca2+ 
efflux through TRPML1 could be spatiotemporally resolved with a genetically encoded 
calcium sensor fused to the cytoplasmic side of TRPML1.222  
 
In general, the exact mechanisms governing the spatial and temporal dynamics of 
calcium fluctuations in migrating amoeboid cells, and their relationship with myosin IIA 
activation remain unexplored. Membrane contact sites (MCS) between the 
endoplasmic reticulum, endo-lysosomes, and mitochondria, with their respective 
calcium channels IP3R, TRPML1, and VDAC1, have been implicated in calcium 
buffering.80,104,218,223,227 A speculative proposition is that MCS might spatially control 
calcium concentrations and, consequently enabling localized activation of calcium-
dependent signaling within the uropod. Hence, in parallel to the cooperation of endo-
lysosomes and mitochondria in myosin IIA activity, there might be an intricate complex 
organelle network controlling Ca2+ levels and signaling at the uropod. 
 

7.1.4 Possible Roles of TRPML1-Dependent Migration in the Pathogenesis of 

Mucolipidosis Type IV 
Considering the demonstrated regulatory role of TRPML1 in cell migration, it is worth 
exploring possible implications for pathogenesis of human diseases. Specific 
mutations in TRPML1 have been pinpointed as causal drivers for Mucolipidosis type 
IV (MLIV). This rare autosomal recessive disorder is characterized by cognitive 
impairment, psychomotor delay, and ocular manifestation like retinopathy.239 Brain 
development relies on precise migration of neurons during development and 
amoeboid-like cell migration is required for retinal development.6,7,303 Exploring this 
hypothesis with MLIV mouse models, might provide insights into a potential 
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contribution of altered cell migration contributing to neurological and ocular 
manifestations observed in MLIV patients.304 Given the established role of TRPML1 in 
cell migration, a natural history study of MLIV patients focused on immune status in 
conjunction with in vitro migration assays, might unveil potential connections to 
immune dysregulation and altered immune responses in this patient population. 
 

7.2 Metabolic Adaptations Underpinning Amoeboid Migration 
Amoeboid cell migration is dependent on cellular metabolism. Two major energy 
demands of amoeboid cell propulsion are related to the actin polymerization and 
myosin IIA activation. Actin polymerization necessitates ATP, which is facilitated 
through glycolysis, while mitochondrial ATP production seemingly aids myosin IIA 
activation at the uropod. Even though chemokines have been observed to influence 
glycolysis and mitochondrial function in T cells and dendritic cells, the extent of 
metabolic reprogramming induced by chemokines has not yet been comprehensively 
explored.109–111,113 In 6.2 Section II of the results the focus was to examine potential 
effects of the chemokine CCL19 on the metabolism of murine naïve CD8+ T cells. Our 
observations hint at a substantial engagement of cellular metabolism following 
chemokine exposure but warrant further validation and research to establish a 
connection to T cell migration. However, the TCA cycle and mitochondrial metabolism 

emerged as a promising venture point for further investigation. 
 

7.2.1 Revisiting the Role of Mitochondria in Amoeboid Migrating Cells 
The role of mitochondrial respiration in facilitating T cell migration interrogated 
previously, primarily through experiments utilizing ATP synthase inhibitors, 
mitochondrial decouplers, and optogenetic tools.67,109 The TCA cycle, pivotal for fueling 
the ATP synthase, has not yet been conclusively linked to T cell migration. In this 
context, the role of mitochondrial carbon sources possibly sustaining chemokine-
induced T cell migration remains unexplored. A future study could employ metabolic 
tracing of various 13C-labelled mitochondrial carbon sources (e.g., glucose, glutamine, 
citrate, etc.) to pinpoint pathways fueling mitochondria in chemokine activated cells.279 
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Research has also begun to illustrate the nuanced impacts of mitochondrial respiration 
in specific disease states and T cell subsets. CD4+ T cells derived from individuals with 
rheumatoid arthritis demonstrate a reduction in mitochondrial respiration. This, in turn, 
results in an augmented concentration of acetyl-CoA, which facilitates T cell uropod 
formation by stabilizing microtubules through acetylation.305 Furthermore, different 
dependencies on mitochondrial ATP synthesis are seen in naïve and memory CD4+ T 

cells with regards to both spontaneous or CXCL12-dependent migration. While naïve 
CD4+ T cell migration is impaired by ATP synthase inhibition, the migration capabilities 
of memory CD4+ T cells remain unaffected.108 This suggests that mitochondrial ATP 
production is not an unequivocal requirement for amoeboid migration. Moreover, the 
role of acetyl-CoA in promoting uropod formation hints at a broader involvement of 
cellular metabolism in T cell migration, extending beyond energy production. 
 
The role of mitochondrial metabolism in amoeboid cell migration remains elusive and 
possibly extends beyond mere energy production. Detailed investigations into 
mitochondrial carbon sources, mitochondrial function and cell migration in different cell 
types encompasses an avenue for forthcoming studies. 
 

7.2.2 Cellular Polarization and Compartmentalized Energy Production 

Looking at the broader perspective, an existing paradigm proposes a 
compartmentalized energy production during amoeboid cell migration, with glycolysis 
occurring at the sites of actin polymerization and mitochondrial metabolism facilitating 
myosin IIA activity at the uropod.116 In an analogous manner to the cell organelles and 
their signaling in polarized T cells (interrogated in 6.1 Section I of the Results), 
metabolic pathways for ATP synthesis would be spatially distributed within polarized 
cells. Glycolytic enzymes have indeed been associated with actin, yet, the exact 
relationship between the glycolytic machinery and the regulation of actin dynamics, 
remains unexplored.111,114 A way forward could entail imaging studies that map the 
distribution of glycolytic enzymes in polarized T cells or monitoring actin dynamics in 
tandem with biosensors for glycolysis.284 Glycolysis is a carbon source for 
mitochondrial metabolism.279 If, there is a not solely a spatial but also a metabolic 
separation between glycolysis-driven actin polymerization and mitochondrial-driven 
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myosin IIA activity could be revealed by tracing studies suggested in the preceding 
paragraph 7.2.1. 
 
Arguably, the paradigm of compartmentalized energy production in amoeboid cell 
migration presents an intriguing hypothesis entailing local energy for actomyosin 
dynamics by spatially separated metabolic pathways. However, this paradigm requires 

detailed validation across various cellular systems, especially considering various 
dependencies on mitochondrial function across T cell subsets and their migration. 
 

7.2.3 The Metabolite Acetate Modulates Memory CD8+ T Cell Migration 
Cellular metabolism fundamentally underpins T cell functions, beyond migration. 
During the initial stages of bacterial infections, systemic acetate levels have been 
found to optimize the functions of memory CD8+ T cells, thereby aiding in bacterial 
clearance.280 The published manuscript in 6.3 Section III, further delineates how 
acetate metabolism is rewired in memory CD8+ T cells during the later stages of 
bacterial infections to curb their heightened inflammatory and promote cell survival.  
 
We also noted that acetate exposure inhibited the migration of memory CD8+ T cells 
in vitro. Together with observations of increased cell numbers upon local acetate 

administration, this suggests a trapping mechanism of memory CD8+ T cells at sites of 
inflammation. However, the detailed molecular mechanism mediating this effect has 
not been delineated. A plausible explanation for the reduced T cell migration could be 
the acetate-induced decline in free Ca²⁺ concentrations. Central to this hypothesis is 
the role of Ca2+-calmodulin-MLCK-dependent myosin IIA activation, similar to the 
proposed mechanism in the preprint of 6.1 Section I of the results. To test this 
hypothesis, future studies could assess and alter myosin IIA activity by monitoring RLC 
phosphorylation levels in the presence and absence of acetate. 
 
In conclusion, acetate emerges as a significant modulator of memory CD8+ T cell 
functions during bacterial infections. This includes dampening the migration of memory 
CD8+ T cells and future studies could investigate the underlying mechanism of this 
observation. 
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7.2.4 Probing the Volatile Phase by Mass Spectroscopy as a Complementary 

Tool for Metabolic Interrogations 
The results in 6.3 Section III of the results exemplify how the acetate impacts cellular 
metabolism and function of memory CD8+ T cells.280,306 Moreover, in 6.2 Section II, 
chemokine-stimulation was demonstrated to alter the metabolism of naïve CD8+ T cells 
within minutes by extracellular flux analysis. However, interrogation of cellular 
metabolism, especially in an unbiased and real-time manner remains challenging.307 
In the published manuscript in 6.4 Section IV, we introduce a novel technique proficient 
at detecting cellular metabolism of DCs in within the cell culture headspace.308 This 
platform distinguishes different metabolic states in DCs. Further, it enables the tracing 
of isotopic metabolites, thereby offering robust real-time monitoring of non-disturbed 
cell cultures without the necessity for sample preparation. 
 
Despite these advances, there is a need for further development to fully leverage this 
platform as a potential discovery platform. A significant hurdle remains the assignment 
of the molecular entities corresponding to the detected masses, which is a prerequisite 
for in-depth biological interpretation. While the current configuration may yield 
molecular formulas, the molecular identities of detected VOCs frequently remain 

elusive without supplementary analyses. In our study, we confirmed the molecular 
identity of a specific mass using a LC-MS/MS analysis. Hence, a prospective 
experimental workflow might encompass an initial phase of exploration using the real-
time volatile metabolomics approach, followed by the validation of potential candidate 
masses via established LC-MS/MS techniques. This workflow feasibly extends to 
metabolic studies in of other cell types. For instance, it might be able to complement 
insight into the dynamics of chemokine-induced metabolism of T cell explored in 6.2. 
Section II. 
 
In conclusion, this novel platform holds the potential to complement standard 
approaches in cellular metabolism studies by analyzing the volatile phase of cell 
cultures in unbiased manner and in real-time. In concert with standard metabolic 
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interrogations, this approach might contribute to a more comprehensive understanding 
of cellular metabolism and its dynamics.  
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