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Abstract

In mammalian genomes, physical interactions between chromosomal loci and notably between
enhancers and promoters, enable control of gene expression across large genomic distances. However,
it remains unknown how frequent and stable contacts between chromosomal sequences are over the
course of the cell cycle and how they depend on the underlying dynamics of chromosome folding and
on the loop extrusion activity of cohesin.

To address these questions, we engineered mouse embryonic stem cells (mESCs) to carry tens of
random integrations of bacterial operator arrays that can be visualized using live-cell fluorescence
microscopy. By imaging these in the context of auxin-inducible degron systems for factors such as
CCCTC-binding factor (CTCF) and RAD21, a subunit of the cohesin complex, we observed that on a
global scale cohesin serves to constrain chromosome motion, while the loss of CTCF does not impact
global chromosome dynamics.

However, by imaging two distinguishable chromosomal locations separated by 150 kb in cis within a
topologically associating domain (TAD), we discovered that their interactions are transient events
occurring frequently during the course of a cell cycle and that these interactions become substantially
more frequent and longer (∼ 16minutes) in the presence of convergent CTCF sites. By contrast,
cohesin depletion results in shorter and less frequent cis-contacts. These observations thereby indicate
a role for cohesin and CTCF in the suppression of variability in chromosome folding across time.
Comparison of the experimental results to physical models of chromosome dynamics additionally
suggests that individual CTCF-anchored, cohesin-mediated loops last around 10minutes. These
measurements therefore indicate that long-range transcriptional regulation might rely on transient
physical proximity, and show that cohesin and CTCF stabilize otherwise highly dynamic chromosome
structures to facilitate selected subsets of chromosomal interactions.

In a complimentary approach, we further investigated what function of cohesin leads to this effect:
its role in sister-chromatid cohesion or in loop extrusion. We therefore employed a single-particle
tracking (SPT) approach following individual RAD21 molecules bound to DNA at the same time as the
motion of DNA loci. We found that cohesin motion on DNA is characterized by a more sub-diffusive
behavior than that of DNA itself. Furthermore, by simultaneously depleting regulators of cohesin
in loop extrusion (NIPBL) or sister-chromatid cohesion (Sororin), we showed that both functions
contribute to imposing constraints on the dynamics of chromosomes.
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Outline

The thesis describes both published and un-published work with collaborations and co-authorships
indicated at the beginning of each chapter. It consists of four chapters:

Chapter 1 is an introduction to the topic of transcriptional regulation through chromosome archi-
tecture with a focus on enhancer-promoter communication in mammals. Sections and the figures
have been reproduced or adapted from the following publication:

Integrative approaches to study enhancer–promoter communication
Mach, P., & Giorgetti, L.
Current Opinion in Genetics & Development, 80, 102052. (2023) https://doi.org/10.1016/j.gde.20
23.102052

The second part of this chapter then introduces different features of chromosome architecture, the
dynamics of their folding processes and the methods to study them. It further gives an introduction on
the cohesin complex and its roles in regulating chromosome folding, namely by DNA loop extrusion. It
then describes the questions and the scope addressed in the experimental chapters of this dissertation.

Chapter 2 and Chapter 3 summarize the results of this dissertation. Chapter 2 describes the
dynamics of chromosomes inside living cells using live-cell imaging and how these are controlled by
the cohesin complex and CTCF. The contents of this chapter are reproduced or adapted from the
following publication:

Cohesin and CTCF control the dynamics of chromosome folding
Mach, P.,* Kos, P. I.*, Zhan, Y.*, Cramard, J., Gaudin, S., Tünnermann, J., Marchi, E., Eglinger,
J., Zuin, J., Kryzhanovska, M., Smallwood, S., Gelman, L., Roth, G., Nora, E. P., Tiana, G., &
Giorgetti, L.
Nature Genetics, 54(12), 1907–1918. (2022) https://doi.org/10.1038/s41588-022-01232-7
*contributed equally
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Chapter 3 focuses on a characterization of the motion of DNA and of the cohesin complex itself
when bound to DNA and upon perturbation of its functions (DNA loop extrusion or sister-chromatid
cohesion) employing a SPT approach. The results of this chapter have not been published.

Chapter 4 is a discussion of the results described in Chapters 2 and 3 placing the results in the
context of the current understanding in the field. Some parts of this chapter have been adapted from
the following publication:

Integrative approaches to study enhancer–promoter communication
Mach, P., & Giorgetti, L.
Current Opinion in Genetics & Development, 80, 102052. (2023) https://doi.org/10.1016/j.gde.20
23.102052

The references for all chapters are summarized in a final References chapter. The Supplementary
Information contain all further data related to Chapter 2 and 3. The above-mentioned manuscripts
in its published form as well as other manuscript published during my PhD studies can be found in
the Appendix.
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Chapter 1

Introduction

1.1 Transcriptional regulation in the mammalian genome

In multicellular organisms, one deoxyribonucleic acid (DNA) sequence present in all cells serves
as the building plan for the entire organism, which means that humans approximately consist of
1013 cells with over 200 distinct cell types (Bianconi et al., 2013). During development, distinct gene
expression patterns therefore ensure correct differentiation into cell types. However, this complex
regulatory system is not encoded by the number of genes present in the DNA, as the number of
genes does not vary considerably with approximately 20,000 genes across species, from C. elegans

(C. elegans Sequencing Consortium, 1998) over mice to humans (International Human Genome
Sequencing Consortium, 2004; Breschi et al., 2017). What varies is the genome size and thereby the
complexity of regulatory mechanisms that modulate transcriptional changes of developmental genes
in a temporal and tissue-specific manner.

In mammalian cells, multiple processes that regulate transcription have been identified: Transcription
relies not only on DNA sequences proximal to the transcriptional start site (TSS), called promoters,
but also on distal cis-regulatory elements known as enhancers. Promoters as well as enhancers are
bound by transcription factors (TFs), which ultimately lead to recruitment of RNA Polymerase II
(PolII) and initiation of transcription. However, this process can be modulated by other factors such
as epigenetic marks, chromatin re-modelers and cofactors, other cis-regulatory elements, such as
insulators, and the three-dimensional (3D) organization of the genome. Misregulation in any of these
processes is directly related to changes in transcriptional activation at the promoter which in turn can
lead to disease-related phenotypes, such as craniofacial malformations during development (Minoux
et al., 2017; Long et al., 2020) or tumorigenesis (Flavahan et al., 2016; Cho et al., 2018).

It is therefore instrumental for understanding mammalian gene expression patterns to identify and
characterize such cis-regulatory elements and the mechanisms that give rise to quantitative changes
during transcriptional regulation.
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1. Introduction

1.1.1 Enhancers and their role in transcriptional regulation

Whilst promoters had already been identified, the idea of distal cis-regulatory elements that regulate
transcription was first explored in Banerji et al., 1981. They showed that DNA sequences, in this
case a non-coding region of the simian virus 40 (SV40) genome, distal to the TSS or even 3’ to
the coding sequence within an episomal reporter vector could enhance transcription (Banerji et al.,
1981). Importantly, these so-called “enhancers” were able to modulate transcription independent
of their orientation. Soon after, enhancers were also found to act within the mammalian genome
(Hanahan, 1985) and in a cell-type specific manner (Banerji et al., 1983; Gillies et al., 1983; Mercola
et al., 1983). To date, one of the most studied examples in the mammalian genome is the β-globin
locus control region (LCR) which controls the expression of a set of globin genes during development
(Van der Ploeg et al., 1980; Kioussis et al., 1983; Driscoll et al., 1989; Levings & Bungert, 2002). Studies
at the LCR identified important enhancer features, such as their sensitivity to deoxyribonuclease I
(DNAse I) (Tuan et al., 1985), indicating a depletion of nucleosomes, and their prevalence for TF
binding sites (TFBSs) (Philipsen et al., 1990; Talbot et al., 1990). They also showed that enhancers are
highly conserved across evolution (Margot et al., 1989; Moon & Ley, 1990; Reitman & Felsenfeld,
1990; Q. Li et al., 1991).

However, it remained technically challenging to identify enhancers in the genome (Loots et al., 2000)
until the advent of next-generation sequencing (NGS) techniques enabled the identification of putative
enhancers based on the following characteristics: Whole-genome sequencing was used to search for
conserved cis-regulatory elements across species and knownTFBSs (Hardison et al., 1997; Dermitzakis
et al., 2002; Pennacchio et al., 2006); chromatin accessibility was assessed genome-wide by DNAse I
hypersensitivity (Thurman et al., 2012); chromatin immunoprecipitation followed by sequencing
(ChIP-seq) enabled mapping of sites bound by TFs (Visel et al., 2009) and certain histone marks
associatedwith active transcription (Heintzman et al., 2007); bisulfite sequencing allowed to investigate
DNA methylation genome-wide (Lister et al., 2009) and finally whole transcriptome sequencing
showed that enhancers themselves are transcribed into enhancer RNAs (eRNAs) (Andersson et al.,
2014).

To date, these descriptors are used to identify and annotate putative enhancers sequences (ENCODE
Consortium, 2012). So far, approximately 1million sequences were identified indicating that up to
16% of the human genome potentially functions as enhancers (Gasperini et al., 2020). The regula-
tory complexity conferred by cis-regulatory elements can in turn explain the discrepancy between
organismal complexity and the number of genes encoded: Greater complexity in mammalian devel-
opment would hence be the consequence of greater cis-regulatory complexity encoded in great part
in enhancers (Dermitzakis et al., 2002). However, for most of these putative enhancer sequences, it is
not known what target genes they act upon, since they can be located more than 1megabase (Mb)
from their respective target gene and separated from it by other intervening regulatory elements and
other potential target genes. If target genes are identified, then it is often not known in what specific
context (what developmental time, what cell type) they modulate the transcription at the promoter.
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Figure 1.1: Enhancer-promoter communication and transcriptional outputs depend on a number of variables
including enhancer and promoter sequence, number, mutual genomic distance, in a way that depends on
binding of transcription factors and interactions with cofactors, the physical proximity between regulatory
sequences and its dynamics (TF=transcription factor, PolII=RNA Polymerase II). Fig. adapted from Mach and

Giorgetti, 2023.

New approaches that test endogenous enhancer function are therefore key to dissecting the mecha-
nism by which enhancers function in vivo and to revealing further key features and their effects on
transcription. For example, knockout studies in mice showed that enhancer redundancy provides a
means to overcome loss-of-function mutations in single enhancers (Osterwalder et al., 2018). The key
challenge of identifying the target gene of putative enhancers can now be addressed with chromosome
conformation capture (3C) techniques (Dixon et al., 2015), specifically capturing promoter sequences
and mapping interacting distant sequences (Mifsud et al., 2015). Fig. 1.1 summarizes characteristics
that are known to modulate transcriptional levels (Mach & Giorgetti, 2023). However, there is little
insight into the interplay between these factors and underlying molecular mechanisms that could
solve the cis-regulatory “code”. In the following, I will give a brief overview of possible mechanisms
on how some of these features might function and the techniques used to study them, with a focus on
mechanisms that involve the 3D conformation of the genome and the dynamics of it.

1.1.2 TF binding in a nucleosomal context

TFs are DNA-binding proteins that bind evolutionarily conserved sequence motifs of 6-12 base pair
(bp). In humans roughly 1,600 TFs have been identified so far (Lambert et al., 2018) with different
tendencies to bind their target sequence dependent on the genomic context (J. Wang et al., 2012):
Most TFs will only bind a subset of their binding motifs present in the genome depending on their
binding affinity which in vertebrates is repressed by DNA methylation at 5’-C-phosphate-G-3’ (CpG)
dinucleotides (Bird et al., 1985; Isbel et al., 2022). TF binding is further modulated by chromatin
accessibility (as measured by DNase-seq or an assay for transposase-accessible chromatin using
sequencing (ATAC-seq) (Boyle et al., 2008; Thurman et al., 2012)). Only very few TFs have the
capability to bind DNA independent of the underlying chromatin state, i. e. independent of the first
regulatory layer of DNA folding: the nucleosomes binding to DNA which wrap approx. 147 bp of
DNA around a core histone octamer complex to package it (Luger et al., 1997) (see 1.2.3). TFs with
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1. Introduction

such a capability are called pioneer TFs and can evict nucleosomes from their binding sites and thereby
enable binding of other TFs (Zaret, 2020). The resulting change in transcriptional regulation can
potentially explain changes in cell fate decisions. However, an alternative, yet non-exclusive model,
for the establishment of cell fate decisions by TFs is that TFs cooperate to out-compete nucleosomal
binding and thereby open up chromatin (Mirny, 2010; Jolma et al., 2015; Sönmezer et al., 2021).
It is currently not well understood how this cooperativity is mediated, be it via protein-protein
interactions, DNA-binding of the TF or via nucleosome eviction.

The use of neural nets that learn rules of TF cooperativity from training data sets such as TF binding
data (Avsec et al., 2021) or chromatin accessibility (Minnoye et al., 2020; D. S. Kim et al., 2021) has
identified a wide range of modes of cooperativity, which is often restricted to the immediate vicinity
of the TF along the DNA sequence spanning approximately 150 bp, the size of the nucleosomal DNA.
These models are however agnostic to the underlying mechanism that mediates the cooperativity, e.g.
a cooperativity between TF-binding that relies on a periodicity of the DNA-helix of approximately
10.5 bp maybe due to the DNA-binding nature of the TF or due to protein-protein interactions.

A more mechanistic understanding of TF cooperativity has recently emerged from studies measuring
TF and nucleosome occupancy at single-molecule resolution using DNA methyltransferase footprint-
ing followed by high-throughput sequencing: These revealed that nucleosome eviction following TF
binding to enhancer DNA often results in indirect binding cooperativity (e. g. not mediated by direct
protein-protein interactions) (S. Rao et al., 2021; Sönmezer et al., 2021). The single-molecule resolution
of such assays was also key to demonstrating that CpG methylation within enhancer regions directly
prevents binding of at least some TFs (Kreibich et al., 2023). Coupled to long-read DNA sequencing,
single-molecule footprinting methods hold great promise for revealing correlations between TFBS
occupancy at distal promoter and enhancer sites (Stergachis et al., 2020) and downstream transcription
events (Krebs et al., 2017), and even inferring their temporal order (Battaglia et al., 2022).

1.1.3 Interactions of TFs with cofactors

Besides TF binding patterns, the activity of cofactors, such as the Mediator complex, nucleosome
remodellers, histone modifiers and DNAmethyltransferases, affect the binding activity of TFs to DNA,
which ultimately changes transcriptional output at promoters. While great strides have been made in
the identification and characterization of TFs, less is known about how transcriptional co-activators
or -repressors modify transcriptional output by modulating TF binding and mediating information
exchange between enhancers and promoters. Nevertheless, some are known to be essential for
transcription at most promoters, e. g. the Mediator complex serves to phosphorylate and activate
the pre-initiation complex (PIC) (Richter et al., 2022). Other activating cofactors can have varying
contributions, such as nucleosome remodellers that maintain DNA accessibility (Iurlaro et al., 2021;
Hendy et al., 2022) and histone modifiers depositing active marks at enhancers and promoters (i. e.
histone H3 lysine 4 trimethylation (H3K4me3) and histone H3 lysine 27 acetylation (H3K27ac)). Many
co-repressors have also been described, such as histone modifiers placing marks like histone H3
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1.1. Transcriptional regulation in the mammalian genome

lysine 27 trimethylation (H3K27me3) and histone H3 lysine 9 trimethylation (H3K9me3) or removing
histone marks associated with an active state (B. Li et al., 2007).

Since the aforementioned inputs work in concert and might interact in a yet unknown manner to
modulate the quantitative levels of transcription initiation at the promoter, defining the transcriptional
levels of an enhancer-promoter (E-P) pair remains challenging. Certain specificities could also be
achieved through a non-enzymatic function of histone modifiers or remodellers (Dorighi et al., 2017;
Rickels et al., 2017; Hunt et al., 2022) and a given TF might interact with multiple cofactors, which
in turn could recruit other cofactors (DelRosso et al., 2023). Considering that cofactors have been
shown to interact with a multitude of TFs, the question further arises of how specificity for a certain
E-P pair is achieved and what the molecular mechanisms that ultimately transfer the information
from the enhancer to the promoter are.

Identifying cofactors that mediate the communication between a specific E-P pair in the context of
chromatin has proven difficult, because contrary to TFs, co-activators and co-repressors do not bind
DNA in a sequence-specific manner and no specific ‘interaction code’ with TFs has been identified
so far (S. Kim &Wysocka, 2023). The last few years have nonetheless seen exciting progress in the
identification and characterization of transcriptional cofactors. Genetic screens and new methods
for the multiplexed recruitment of cofactors (Tycko et al., 2020) have revealed large numbers of
protein domains with either activating or repressive effects on transcription. The large-scale, unbiased
design of these assays has for example enabled the discovery of previously unknown amino acid
compositional biases in protein fragments that show co-activator activity and a distinctive role of
post-translational SUMOylation of transcriptional repressors (DelRosso et al., 2023). Another step
ahead in the study of cofactors is the recent development of inducible degradation methods and the
availability of small-molecule inhibitors, which complement gene knock-out approaches by making
it possible to study the acute effects of temporary depletion of essential cofactors (de Wit & Nora,
2023). The degradation of Mediator subunits was key to characterizing their cell-type-specific roles
in transcriptional regulation (Jaeger et al., 2020) and a role in facilitating E-P interactions (Haarhuis
et al., 2022; Ramasamy et al., 2023). Interestingly, depletion and chemical inhibition have shown that
chromatin remodeler cofactors, such as the SWI/SNF complex, not only regulate promoter expression
by modulating TFBS accessibility in a TF-specific manner (Barisic et al., 2019; Martin et al., 2023), but
can also regulate chromosome interactions by modulating accessibility of CTCF binding sites (Barisic
et al., 2019).

Not only new approaches such as degron technologies or activator bypass assays, but also potentially
methods such as proximity-mediated ligation (BioID) (Göös et al., 2022) that are able to capture
more transient interactions, will help to characterize functional interactions between DNA, TFs and
cofactors in vivo. Complimentary to these, a recent study reconstituted chromatin in vitro from its
individual components to understand the causal relationships between nucleosome and TF binding
(Quililan et al., 2023).
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1.1.4 Modulation of transcriptional output by enhancer sequence

While it has been described how some of these regulatory factors, i. e. nucleosome remodeling,
histone modifications, TF and cofactor binding, can influence an enhancer’s activity, it is still poorly
understood how these factors work in concert to define an enhancer’s activity and especially its
specificity for a certain target promoter (i. e. in sum its identity). Moreover, the activity of enhancers
will highly depends on other extrinsic variables, such as changes in the levels of TFs present in a given
cell type, making the definition of an enhancer’s activity also reliant on a cell state.

Recently, massive parallel reporter assays (MPRAs) (Arnold et al., 2013) as well as approaches using
mutagenesis or de novo synthesis of enhancers (Findlay et al., 2014) have identified the effects of the
sequence identity of an enhancer on the quantitative transcriptional output. These assays, combined
with new machine learning approaches, have given insights into TFBS usage in enhancer regions and
have enabled the design of artificial enhancer sequences that can be employed in a cell-type specific
manner (de Almeida et al., 2022; Taskiran et al., 2022).

While such approaches have unlocked the potential to reveal quantitative sequence determinants of
intrinsic enhancer activity, it remains unclear if an enhancer can activate any promoter, or rather
only a compatible subset of promoters. Answering this fundamental question requires measuring
the transcriptional output of large numbers of E-P combinations in parallel. Initial experiments
based on transiently expressed combinatorial libraries of enhancer-reporter pairs have suggested that
housekeeping and developmentally regulated promoters are activated by distinct sets of enhancers in
D. melanogaster cells (Haberle et al., 2019). However, in mammalian cells a rather broad compatibility
was observed, with quantitative rather than qualitative differences in E-P communication (Bergman
et al., 2022; Martinez-Ara et al., 2022; Sahu et al., 2022). This is in line with the earlier finding that once
randomly inserted in the mouse genome, ectopic promoter sequences are activated by the (unrelated)
surrounding endogenous regulatory landscapes (Ruf et al., 2011; E. Anderson et al., 2014).

Moving the field forward will critically depend on the development of large-scale reporter assays
allowing the study of E-P communication in an endogenous chromatin environment, possibly taking
advantage of experimental setups where genomic sequence can be engineered bottom-up (Blayney
et al., 2022; Brosh et al., 2023; Galupa et al., 2023) and chromatin states and/or recruitment of TFs
and cofactors can be artificially modulated (Zhu et al., 2018; Alerasool et al., 2022; Neumayr et al.,
2022; Policarpi et al., 2022; Mukund et al., 2023; Naqvi et al., 2023; Noviello et al., 2023). Coupled to
increasingly more refined ‘explainable’ artificial intelligence approaches (Novakovsky et al., 2023),
such experiments will allow disentangling regulatory layers and unravel quantitative contributions of
enhancer/promoter sequences, TFBS usage and chromatin-mediated effects to E-P communication.

Finally, to what extent these results can be extrapolated to E-P communication in the context of the 3D
structure of the genome is unclear. Here, transcriptional output at the promoter is not only modulated
by a single enhancer, but e. g. other enhancers can confer a regulatory redundancy (Osterwalder et al.,
2018). Furthermore, E-P pairs are often separated by large genomic distances of more than 1Mb,
making it difficult to predict how other (possibly unrelated), intervening cis-regulatory elements
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1.1. Transcriptional regulation in the mammalian genome

perturb the communication of a specific E-P pair. This raises the question of how an enhancer can
ultimately contact its target promoter and transfer the information required to activate transcription.
If the compatibility between enhancers and promoters as found in MPRAs is indeed very broad
(Bergman et al., 2022; Martinez-Ara et al., 2022; Sahu et al., 2022), specificity could be encoded on a
different level, namely in the physical interactions of enhancers and promoters and the dynamics of
these folding processes.

1.1.5 Models of E-P communication

In contrast to promoters that are DNA sequences located in the direct vicinity to the TSS and are by
itself sufficient to initiate transcription, as they contain binding sites for TFs and PolII, enhancers are
separated by up to 1Mb from their target gene, often spanning past other cis-regulatory elements.
The enhancer therefore has to communicate across large linear genomic distances with the target
promoter in order to transfer the information necessary to activate transcription. Indeed, it was
recently shown that, given the same regulatory landscape, the expression from the promoter decays
with the distance between enhancer and promoter non-linearly (Rinzema et al., 2022; Zuin et al.,
2022). Since the identification of enhancers, many models have been formulated that try to explain
how distal elements could affect transcription at the promoter. In the following, I will review the
most prominent ones and the evidence that argues for them, with a focus on the DNA looping model.

The DNA looping model

Chromosomes can be considered polymer chains that are confined to the nuclear space by the lamina.
Due to its polymeric nature, DNA in the nucleus undergoes sub-diffusive motion (i. e. motion that is
more constrained than normal diffusion). A mechanism that would involve only passive diffusion
would therefore make it highly unlikely for two loci separated by a large linear distance (such as E-P
pairs separated by hundreds of kb) to meet within the duration of a cell cycle (Lucas et al., 2014).
Furthermore, it would be difficult to achieve the same folding patterns with each re-establishment
after mitosis, which is why already early on “DNA looping” (through a mechanism that was then
termed “DNA reeling” and later on “DNA loop extrusion”) was suggested as a potential “folding-repair
mechanism” (Riggs, 1990).

The advantage of this model is that it explains how enhancer and promoter could be brought into
physical proximity which would then enable exchange of regulatory information from enhancer to
promoter through actual molecular mechanisms, such as protein-protein interactions or DNA-protein
interactions (Fig. 1.2a). Riggs proposed that DNA-binding proteins would move along the DNA in an
ATP-dependent manner and that folding could only arise from interactions of parts of the DNA fiber
in cis (Riggs, 1990).

This model emerged as a more popular model amongst others (which are described below) when more
evidence for DNA looping between E-P pairs was found in vivo: Through the advent of 3C techniques
(described in 1.2.1) and “RNA-trap”, the LCR of the β-globin locus was shown to only contact the
β-globin genes in the erythroid lineage where β-globins are expressed (Tolhuis et al., 2002).
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Figure 1.2: Models of enhancer-promoter communication. a, The “looping model” proposes that enhancer
and promoter will be brought in physical proximity to transfer information. b, In the “scanning model”,
information from the enhancer is transferred to the promoter by sliding of the bound factors. c, The “linking
model” suggests that a physical bridge consisting of TFs and cofactors can be built between enhancer and
promoter. d, The “conformation model” proposes a change in the underlying conformation of chromatin,
such as nucleosome positioning, to lead to an information transfer between enhancer and promoter. e, The
enhancer drives a relocation of the promoter to more active environments, such as near nuclear speckles, in
the “relocation model”. f, The “phase separation model” suggests that recruitment of TFs and cofactors to
the enhancer leads to a local increase in the concentration of TFs and cofactors which in turn will lead to a
phase-separated droplet that then also attracts and increases the concentration of TFs and cofactors at the
promoter. Fig. adapted from Popay and Dixon, 2022.

Soon after, Nasmyth, 2001 proposed condensin as a protein complex that mediates DNA looping
in order to explain the resolution of sister-chromatids in mitosis. The cohesin complex was then
proposed as a candidate for DNA loop formation in interphase and the idea of “loop extrusion by
cohesin” was first put forward (Wendt et al., 2008; Alipour & Marko, 2012; Fudenberg et al., 2016).
Since then, loop extrusion by cohesin has been extensively studied both in vitro (Davidson et al., 2019)
as well as in vivo (Nora et al., 2012; S. Rao et al., 2017). I will describe the current state of this model
and its implications for genome folding later in this chapter (see 1.3.3).

Alternative E-P communication models

Whilst the “DNA loopingmodel” requires the enhancer to come into close proximitywith the promoter,
other models have been envisioned where information is transferred through alternative means but
physical proximity:

The “scanning model” (also “sliding” or “tracking model”) proposes that an effector bound at the
enhancer could slide along the DNA to reach the promoter, where it then activates transcription (Fig.
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1.1. Transcriptional regulation in the mammalian genome

1.2b). This was first suggested as the means by which the SV40 enhancer acts as a “bidirectional entry
site” for PolII (Moreau et al., 1981) and was also able to explain the functioning of insulator proteins
as these would stop the scanning process. Further evidence for enhancer function via this mechanism
is the X chromosome inactivation in female mammals. Here, the X-inactive-specific transcript (Xist)
is transcribed from one X allele and spreads in cis along the chromosome to lead to transcriptional
inactivation and recruitment of other repressive cofactors (Galupa & Heard, 2015).

In the “linking model”, a protein bridge induced by an oligomerizing scaffold protein would recruit
other proteins and would form a contact between the enhancer and the promoter (Bulger & Groudine,
1999) (Fig. 1.2c). It was used to explain the functioning of the D. melanogaster protein Chip (and later
on also its mammalian homolog LIM domain-binding family protein (Lbd1) (Monahan et al., 2019))
which self-associates into oligomers and is required for enhancer function.

The “conformation model” proposes that a signal at the enhancer is relayed to the promoter via a
conformational change to the DNA fiber, possibly by changes to nucleosomal structures or positioning
(Dynan & Tjian, 1985) (Fig. 1.2d). More recently, this model has been extended suggesting that e. g.
the compaction of repressive chromatin signals, such as H3K27me3 Polycomb sites or H3K9me3 and
HP1 heterochromatic regions, can spread and thereby limit accessibility also to surrounding regions
(Simon & Kingston, 2013).

More recently, this initial model was extended to encompass the “relocation model” that suggests that
enhancers, upon activation, control their positioning within the nucleus thereby bringing their target
genes to active chromatin environments (Fig. 1.2e). Indeed, it was shown that theHoxB locus relocates
to the periphery of its chromosome territory when it is activated during development (Chambeyron &
Bickmore, 2004). This model could also explain the association of active genes into what was termed
“transcription factories” (Osborne et al., 2004).

This in turn motivated the “phase separation model” which suggests the occurrence of membrane-
less organelles in the nucleus consisting of proteins with disordered, but activating domains (and
potentially RNA) that interact with enhancers and promoters (Fig. 1.2f). In such a “phase condensate”
information transfer from enhancer to promoter would be possible without physical proximity, but
would rather be mediated through the increase of activating factors present in the organelle (Sabari
et al., 2018; Shrinivas et al., 2019).

Physical proximity

Thus, since the exact molecular mechanisms and factors that mediate E-P communication remain
unclear, so too do the physical scales that are the most relevant to study. If activation is mediated by
direct TF-cofactor-PolII interactions, these are expected to take place in the few tens of nanometer
range (as a reference, human Mediator/PIC spans ∼25×10×10 nm based on recent cryo electron
microscopy (cryo-EM) structures (Rengachari et al., 2021)). If instead communication occurs through
macromolecular complexes, phase-separated droplets nucleated by low-complexity protein domains
(Hnisz et al., 2017; Chong et al., 2018) or local diffusion of (post-translationally modified) transcrip-
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Figure 1.3: Two alternative (andnotmutually exclusive) potentialmechanisms of information transfer
from enhancers to promoters. Information might be passed on to the promoter through direct interactions
between transcription factors and effectors; or through local enrichment of transcription factors and cofactors
in the vicinity of the promoter. Both mechanisms must result in the transfer of information being used by the
promoter to enhance PolII recruitment, post-transcriptional modifications, or events leading to transcriptional
initiation or elongation. Fig. adapted from Mach and Giorgetti, 2023.

tional co-activators (Karr et al., 2022), it is possible that distances involved are much larger (in the
range of hundreds of nm) (Fig. 1.3). Both mechanisms, irrespective of whether they co-occur or are
mutually exclusive, must result in transmission of information to the promoter that ultimately leads
to PolII licensing into productive transcription (Field & Adelman, 2020).

A better characterization of cofactors will likely enable a more functional, rather than purely physical
understanding of E-P contacts. This would allow one to tag cofactors specifically involved in long-
range communication with enzymes that promote proximity-mediated chemical modifications (e. g.
through proximity-mediated biotinylation followed by mass spectrometry (Göös et al., 2022) or
fluorescent complementation assays (Tebo & Gautier, 2019)). This could also account for the temporal
aspect of such interactions. One interesting step in this direction was recently provided by proximity-
assisted photoactivation (PAPA) (Graham et al., 2022), inwhich energy transfer between two rhodamine
dyes allows the fluorescent detection of tagged molecules separated by a distance of few nanometers
at single molecule resolution. Finally, the exciting perspective to visualize physical proximity between
genomic locations together with the factors that mediate functional communication might come
from spatial sequencing techniques (Nguyen et al., 2020), especially when combined with methods to
fluorescently detect chromatin-binding proteins in situ (Lu et al., 2022). Recent advances in correlative
light and electron microscopy (CLEM) (Müller et al., 2021) also open up the possibility that functional
interactions might become observable at nearly atomic resolution in a not-too-distant future.
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1.2. Genome architecture and chromosome folding

The notion that proximity is required for conveying regulatory information is also supported by
the fact that E-P interaction probabilities measured with cross-linking-based 3C (see 1.2.1) correlate
quantitatively with the degree of promoter activity (Kane et al., 2022; Rinzema et al., 2022; Zuin et al.,
2022) and that cohesin-mediated CTCF loops (see 1.3.3) can often modulate E-P communication
(Huang et al., 2021; Zuin et al., 2022; Chakraborty et al., 2023), although this effect might depend on
the actual intrinsic activity of the enhancer (Fulco et al., 2019; Zuin et al., 2022) or compatibility with
the promoter.

1.2 Genome architecture and chromosome folding

If the 3D genome can indeed be seen as a “mechanical communication device” (Dekker & Mirny,
2016), then how does it work? How is the genome in mammalian cells organized in 3D and how does
this enable communication between loci in cis? In the following, I will describe forms of higher order
genome folding, the mechanisms that give rise to it and the techniques that are used to study it, with a
focus on the sub-megabase scale, where E-P communication is thought to happen.

1.2.1 Methods to study 3D genome architecture

Although the idea of an organization of the genome in 3Dwas already present more than a century ago
(Flemming, 1882), nuclear organization was extensively studied only with the last 20 years, mostly due
to the development of a new set of methods called chromosome conformation capture (3C) techniques.
Additionally, microscopy methods based on the hybridization of fluorescent, complementary probes
to DNA (fluorescence in situ hybridization (FISH)), have contributed significantly to our current
understanding of the 3D genome. Here, I will review the most prominent of these techniques and
will compare their similarities and limitations. For a detailed overview on current methodologies, I
will refer the reader to a review by Jerković and Cavalli, 2021.

Chromosome conformation captures techniques

Chromosome conformation capture techniques give an overview of the interactions, a locus in
the genome has with other DNA loci. 3C methods rely on cross-linking of nuclei (usually with
formaldehyde) and subsequent in situ digestion of the DNA with a restriction enzyme. Through
proximity-mediated ligation of the ends, hybrid fragments of DNA that were located close in 3D space
are created. After de-cross-linking, these fragments can be identified by paired-end NGS (Dekker
et al., 2002). While the original 3C technique still relied on PCR for the quantification of contacts and
could only be employed to study the interaction between two specific loci, chromosome conformation
capture-on-chip (4C) was then developed to assay the interactions of one specific locus with all other
loci in the genome (“one vs. many”) (Simonis et al., 2006). Chromosome conformation capture carbon
copy (5C) then allowed identification of all pairwise interactions within a region of interest (“many vs.
many”) (Dostie et al., 2006) and finally high-throughput chromosome conformation capture (Hi-C)
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led to the expansion of these set of assays identifying all pairwise interactions genome-wide (“all vs.
all”) (Lieberman-Aiden et al., 2009).

These approaches result in two-dimensional (2D) heatmaps that show the contact probability (as
defined by the cross-linking radius) for each pair of loci, whereby the resolution, i. e. the bin size of
fragment counts, is defined by the cutting frequency of the restriction enzyme used in the experiment.
This limitation was recently overcome with the development of micro-C, which uses double-cross-
linking and micrococcal nuclease (MNase) digestion instead of restriction enzymes. This leads to a
more uniform digestion with fragments the size of the length of nucleosomal DNA thereby allowing
to resolve smaller scale structures at the size of the nucleosome (Hsieh et al., 2020; Krietenstein et al.,
2020). However, it also further increases the number of reads that need to be sequenced to reach a
sufficiently filled heatmap. Since in many cases specific loci are of interest when studying chromosome
organization, Hi-C and also micro-C have been further combined with capture approaches: In these,
biotinylated baits complementary to the regions of interest are used to enrich the previously generated
Hi-C or micro-C library for that specific region (Schoenfelder et al., 2015; Aljahani et al., 2022; Goel
et al., 2023). This can either be used to generate a very high resolution saturated map of a specific
region or to capture all interactions that e. g. promoter sequences have with other loci in the genome
(promoter capture Hi-C (pcHi-C) (Mifsud et al., 2015)).

All of the above-mentioned techniques rely on cross-linking with formaldehyde (or alternatives) to
capture the conformation of the 3D genome. However, this might introduce biases due to the nature of
cross-linking itself: Transient interactions between loci, e. g. through proteins with a short residence
time on DNA might not be captured sufficiently and cross-linking might be biased by the amino acid
composition of proteins. Further more, the interaction radius that cross-linking establishes is not
easily identified and will vary with the cross-linking and digestion efficiency, but is thought to be in
the range of 150-250 nm (L. F. Chen, Lee, et al., 2023). Another drawback of 3C techniques is that
due to the readout by short-read paired-end sequencing, only two-way interactions can be identified,
although higher order contacts between chromosomal locations are possible.

Many structures initially identified by 3C-based techniques have subsequently been confirmed with
alternative approaches that do not rely on cross-linking, such as DamC, which uses DNA methylation
to detect chromosomal interactions (Redolfi et al., 2019). Multi-way contacts can be identified with
methods such as genome architecture mapping (GAM), where fixed cells are embedded in sucrose,
frozen and subsequently cut into thin slices that can then be sequenced (Beagrie et al., 2017), or
split-pool recognition of interactions by tag extension (SPRITE) where DNA is cross-linked and
fragmented and individual fragments are bar-coded over multiple cycles of splitting and pooling to
achieve an unique identifier per fragment (Quinodoz et al., 2018).

These approaches ultimately give an average of all possible contacts across a cell population, as all of
these require inputs in the range of million of cells to achieve good complexity of the library. However,
some of the techniques were further developed for single cell use, such as single-cell Hi-C (scHi-C)
(Flyamer et al., 2017) or single-cell SPRITE (scSPRITE) (Arrastia et al., 2022).
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1.2. Genome architecture and chromosome folding

Microscopy-based approaches

While FISH predates the advent of 3C techniques and was previously used to study the 3D conforma-
tion of the genome, e. g. for the discovery of chromosome territories (see 1.2.3) (Cremer et al., 1982),
it had always been limited by the low throughput. The number of loci that could be studied within a
given sample was limited by the number of fluorophores that could be simultaneously visualized by the
optical system (at maximum five due to spectral overlap). In recent years, this limitation was overcome
with the development of Oligopaint approaches (Beliveau et al., 2012), i. e. oligonucleotide-based FISH
probes and protocols, that could be coupled with the use of microfluidics allowing multiple cycles of
probe hybridization and washout after imaging. With this approach it was possible to increase the
throughput of FISH-based techniques from assaying single loci to assaying entire megabase regions
of the genome (Bintu et al., 2018; Nir et al., 2018; Cardozo Gizzi et al., 2019; Mateo et al., 2019).
Furthermore, in contrast to 3C-based methods, this approach gives access to actual 3D distances in
single cells and their distributions across cells for all assayed loci (Giorgetti & Heard, 2016; Fudenberg
& Imakaev, 2017). This showed that indeed conformations of the chromatin fiber vary considerably
in single cells, but reproduced contact maps as seen in Hi-C when averaged across the cell population
(Bintu et al., 2018).

A second, recent advance in microscopy techniques overcame the issue of the limited resolution in
FISH experiments that is due to the Abbé diffraction limit (Abbé, 1873). It states that the minimum
resolvable distance between two spots in fluorescence microscopy is limited by the wavelength λwith

d =
λ

2×NA
(1.1)

with NA being the numerical aperture of the optical system (which can reach 1.4-1.6 in modern
set-ups). This means that even with the best optical set-up, distances smaller than λ

2 ≈ 250 nm (lateral
resolution,≈ 600 nm axial resolution) for green light, cannot be resolved. However, recently developed
super-resolution microscopy technologies, namely single-molecule localization microscopy (SMLM)
(including stochastic optical reconstruction microscopy (STORM) and photo-activated localization
microscopy (PALM) (Betzig et al., 2006; Rust et al., 2006)), structured illumination microscopy (SIM)
(Gustafsson et al., 2008) and stimulated emission depletion (STED) microscopy (Klar et al., 2000),
have been successfully applied to DNA-FISH experiments achieving a resolution of 20 nm (at best
50 nm in sequential, single-fluorophore DNA-FISH experiments). The development of MINFLUX
nanoscopy currently further pushes the resolution limit to the single nanometer range (Balzarotti et al.,
2017; Wolff et al., 2023). Whilst it has been used in combination with the DNA-PAINT technology
(Ostersehlt et al., 2022), it has not yet been applied to trace the conformation of chromatin regions.

Besides light microscopy, chromosome organization has also been extensively studied using electron
microscopy (EM) yielding even higher resolutions (Ou et al., 2017). However, EM is limited in that it
is currently difficult to identify specific structures as the labeling of loci of interest is not possible.
One possible new approach is CLEM which combines the labeling capabilities of light microscopy
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with the higher resolution of EM (Müller et al., 2021).

One shared characteristic of these techniques is the fixation of the sample, either through cross-linking
or cryo-fixation, making it impossible to study chromosome conformation in living cells. Both, FISH
as well as 3C techniques, can therefore only provide a snapshot in time of a population average
to sample many possible configurations of the chromatin fiber. However, some super-resolution
approaches can also be applied to other labeling strategies that can be used in living cells, e. g. to
follow specific loci or proteins bound to DNA over time (Nozaki et al., 2017; Deguchi et al., 2023). I
refer the reader to the discussion of live-cell imaging approaches in 1.4.1.

1.2.2 “Contacts” in DNA-FISH and 3C methods

What is a “contact” within the organization of the 3D genome? Since both sets of techniques are used
to study this question, it is important to remember that these do not necessarily measure the same
features: While 3C methods quantify “contacts” that happen at the molecular scale and within the
cross-linking and ligation radius, FISH methods give an overview of distributions of spatial distances
of a pair of loci. In 3C, thousands of cells are sampled, while throughput limits the amount of cells
in FISH to hundreds at best. This leads to a sparse sampling of the distance distribution. FISH can
address questions in cell-to-cell variability and is free from binning issues that arise in Hi-C (Fig.
1.4a).

In theory, the relationship of normalized 3C counts between two loci a and b (3Cab) and the distribu-
tion of 3D distances in FISH P (rab) can be described by the following equation (Rosa et al., 2010),
since 3Cab is proportional to the number of cells, in which a and b were closer in space than the
cross-linking radiusR:

3Cab ≈ α×
∫ R

rmin

4πr2abP (rab)drab (1.2)

with α being a proportionality factor, rmin the minimum distance between the two loci that can
be achieved due to the steric repulsion of the fiber. In brief, what 3C measures is the count of the
cumulative distribution function (CDF) of the spatial distances at the cross-linking radius (Fudenberg
& Imakaev, 2017) (Fig. 1.4b). However, since 3C mostly samples the part of distributions with small
distances, FISH and 3C data from the same experiment can often not be reconciled. This is largely
due to the fact that the shape of the underlying distance distributions for two sets of loci (e. g. when
comparing between two genetic perturbations) might not be comparable, meaning that the 3C count
is not easily compared with the mean/median distance in FISH experiments (Giorgetti & Heard, 2016)
(Fig. 1.4c). Indeed, using polymer simulations with dynamic looping, it was be shown that loops
could lead to an increase in 3C counts, while retaining the same median spatial distances in FISH
experiments (Fudenberg & Imakaev, 2017).
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Figure 1.4: Relationship between 3C contacts and spatial distances in DNA-FISH experiments. a,
Ensemble of configurations that occurs in different cells. The spatial distance rab between two loci a and b can
be read out by DNA-FISH for all of these configurations, however only when a and b are at distances closer than
the cross-linking radiusR, they will be detected as a contact in 3C methods. b, Probability P (rab) distribution
for the spatial distances of the two loci a and b. Note that only configurations with distances rab < R will be
sampled in 3C methods (shaded area). c, 3C methods and DNA-FISH data only correlate in the case where the
underlying distance distribution is comparable for contacts that shall be compared: A wider distribution with
the same mean spatial distance rmean will lead to a higher count in contacts in 3C. Fig. adapted from Giorgetti

and Heard, 2016 and Fudenberg and Imakaev, 2017.

1.2.3 Hierarchical organization of the 3D genome

The organization of DNA in the nucleus has to fulfill multiple purposes: On the one hand, the
∼ 2m of DNA must be packed into the nuclear space with a diameter of approximately 10 µm, while
certain DNA sequences need to remain accessible for active transcription, DNA replication or repair.
Early on, there was evidence that this was realized through a hierarchical organization of specific
levels of chromosome organization. While the idea of nuclear organization had persisted since the
19th century (Flemming, 1882), the first evidence of it was only reported in the 1920s by Emil Heitz
showing compartmentalization into hetero- and euchromatin using electronmicroscopy (Heitz, 1928).
While nowadays DNA-FISH and variants of Hi-C are the methods of choice to study chromosome
organization, historically many discoveries were made using electron microscopy, e. g. identifying
nucleosomes as the first important mechanism to fold DNA during interphase (“beads on a string”)
(Olins & Olins, 1974). By now, the mechanisms of nucleosome binding, positioning and remodeling
have been extensively studied by a multitude of methods in many developmental contexts showing
that they mainly function to restrict access to specific DNA sequences in order to regulate binding of
TFs (see 1.1.2 and Fig. 1.5a).
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In this section, I will focus on higher order chromosome structures that can be found at length scales
of multiple kilobases up to the organization of the entire genome within the space of the nucleus.
With 3C methods, it is possible to investigate all length scales of chromosome organization (from
150 bp to entire chromosomes), which led to the discovery of general principles, such as the scaling
of contact probabilities P (s) between any two loci separated by a genomic distance s. P (s) follows
a power-law decay with a scaling exponent close to−1 in many species, indicating similar genome
organizations throughout the tree of life (Lieberman-Aiden et al., 2009; Sexton et al., 2012; Mizuguchi
et al., 2014).

However, across length scales chromosome organization is not homogeneous: On the length scales of
entire chromosomes, it was shown using FISH methods that single chromosomes do not intermingle
with each other but self-associate, thereby forming chromosome territories (Cremer et al., 1982;
Cremer & Cremer, 2001) (Fig. 1.5g). However, the relative position of each chromosome within the
nucleus can change with each cell cycle and depends on its transcriptional state (Fig. 1.5f). Generally,
domains that are rich in expressed genes and are less compact, are found more often in the center of
the nucleus, whereas transcriptionally repressed and more compact domains are associated with the
periphery of the nucleus (Bickmore, 2013), although alternative cases have been reported (Falk et al.,
2019). With the first characterization of these structures in Hi-C, they were shown to exist at length
scales of Mbs to the length of the entire chromosome and have been classified by the eigenvector
(i. e. the first component of a principle component analysis (PCA)) into two compartments, namely A
(active, open chromatin, demarcated with active histone modifications) and B (inactive, associated
with a repressed chromatin state) (Lieberman-Aiden et al., 2009). In Hi-C, A and B compartments
show a “checkerboard” pattern indicating that each compartment type preferentially interacts with
other compartments of the same type (Fig. 1.5e). More recently, with an increase in resolution in
techniques such asmicro-C and its derivatives, compartment-like interactions have also been found on
a much smaller length scale: Focal interactions between enhancers and promoters as well as structures
within regulatory sequences that depend on the activation state of the element, were identified when
reaching a resolution of 20 bp (Aljahani et al., 2022; Goel et al., 2023), arguing for a mechanism of E-P
communication that involves compartmentalization.

On a sub-megabase scale (10s to 100s of Mb), where E-P communication occurs, TADs were found
(Fig. 1.5d). These are domains that show preferential interaction of loci located within them as
compared to loci across a TAD boundary (Dixon et al., 2012; Nora et al., 2012; Sexton et al., 2012).
Enhancers are often located within the same TAD as their target promoter (Symmons et al., 2014;
Spielmann et al., 2018) and E-P regulation only occurs in rare cases across a TAD boundary (Javierre
et al., 2016). The mechanisms and functions of TAD formation and the implications for transcriptional
regulation are described in more detail in the following section (see 1.2.4). In brief, TADs are thought
to arise from nested loop configurations that are mainly established between convergent binding
sites for the CTCF through the loop extrusion activity of the cohesin complex (Fig. 1.5b,c). The loop
extrusion model and its effects on gene regulation are discussed in 1.3.3.
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Figure 1.5: Levels of higher order chromosome organization. a, Electron micrograph of chromatin from
D. melanogaster showing nucleosomes seen as "beads on a string" (scale bar 200 nm, image from McKnight and

Miller, 1976). b, Microscopy images of time series (later time points to the right) showing cohesin extruding
DNA in vitro. DNA is placed in a lateral buffer flow and components of the cohesin complex as well as regulatory
factors and ATP are supplied (scale bar 2 µm, images from Davidson et al., 2019).
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Figure 1.5: continued from previous page: c, Electron micrograph of mitotic chromosome showing that in
mitosis chromatin is arranged in loops (scale bar 2 µm, image from Paulson and Laemmli, 1977). d, Hi-C heatmap
showing TAD structures whose boundaries coincide with CTCF binding sites. e, Hi-C heatmap showing
compartments that appear as a “checkerboard” pattern on the megabase scale (data from Bonev et al., 2017).
f, Two-color STORM image showing clusters of histones with active (H3K4me3) or inactive (H3K27me3)
histone marks in D. melanogaster cells (images from Cattoni et al., 2017). g, Chromosomes territories in human
fibroblasts as shown by DNA-FISH on the left and a model reconstruction on the right (image from Bolzer et al.,
2005).

However, there are also interactions between specific loci within TADs that are not demarcated
by binding of cohesin and CTCF at their boundaries, which are therefore thought to arise or be
maintained by independent mechanisms (Batut et al., 2022; Hsieh et al., 2022; L. F. Chen, Long, et al.,
2023). These are structures such as E-P loops, sub-TADs and contact domains (Phillips-Cremins et al.,
2013; S. S. Rao et al., 2014): While it is not clear yet how these are established and whether their
establishment initially requires a loop extrusion activity (Weintraub et al., 2017), contacts between
gene bodies remain even in the absence of the interphase loop extruder cohesin pointing towards an
alternative mechanism and potentially towards transcription itself for the maintenance of E-P loops
(Goel et al., 2023). Since contact domains (including micro-compartments and nano-domains) are
often marked by the same active histone marks, compartmentalization through phase separation was
proposed as a driver of their formation. A similar mechanism drives heterochromatin formation in
D. melanogaster and mammals through multi-valent hydrophobic interactions of heterochromatin
protein 1 (HP1) (Larson et al., 2017; Strom et al., 2017) and was also proposed to lead to the formation
of Polycomb bodies through the positively charged intrinsically disordered domain (IDR) of the
Polycomb repressive complex 1 (PRC1) (Tatavosian et al., 2019). The mechanisms that lead to the
formation and maintenance of these interactions and cohesin-mediated loops are not exclusive, but
might in fact work in concert or depend on each other for proper function.

1.2.4 Topologically associating domains

Topologically associating domains are regions (with a median size of 880 kb) on the sub-megabase
scale of genome organization that preferentially show interactions within the domain than with loci
on the outside (Dixon et al., 2012; Nora et al., 2012). TADs have been shown to be important for
multiple processes on DNA: TAD boundaries correspond to replication domains (Pope et al., 2014;
Emerson et al., 2022) as well as units of DNA recombination (Ba et al., 2020) and DNA repair (Arnould
et al., 2021) and genes that are co-regulated during development often lie within the same TAD (Nora
et al., 2012; Dixon et al., 2016). A comparison of cell types (McArthur & Capra, 2021) and mammalian
species showed a high degree of overlap in TAD structures (∼ 76% of mouse boundaries are present in
humans;∼ 54% of boundaries in human also exist in mice) (Dixon et al., 2012) suggesting a high degree
of conservation. TADs were discovered in mammals, but similar structures can also be found in other
organisms, such as bacteria (chromosomal interaction domains (CIDs) in Caulobacter crescentus (Le
et al., 2013)), in yeast (“globules” in S. pombe (Mizuguchi et al., 2014)) and in D. melanogaster (Sexton
et al., 2012). However, the mechanisms that establish TAD-like structures vary across organisms, e. g.
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in D. melanogaster TADs are correlated more with epigenetic states and do not show enrichment of
CTCF or interaction loops at TAD boundaries (Hou et al., 2012).

Although TADs in mammals are a functionally preferred scale of chromosome folding with maximal
cell-type conservation and the greatest enrichment of co-regulation of genes within them (Zhan et al.,
2017), contact probabilities within TADs are only increased by two-fold as compared to contacts
across TAD boundaries (Redolfi et al., 2019; Chang et al., 2020). However, this was recently shown
to be sufficient to alternatively regulate E-P pairs within TADs as compared to across TADs due to
transcription showing a non-linear response to changes in contact probability (Zuin et al., 2022). TADs
can therefore be seen as “regulatory neighborhoods” that serve to confine E-P interactions (da Costa-
Nunes & Noordermeer, 2023). Indeed, TAD boundaries are often marked by binding sites for CTCF,
which was first identified for its enhancer-blocking activity (Phillips & Corces, 2009). Insulation
of enhancers from non-target promoters through TAD boundaries is of great importance during
development with structural variations leading to pathologies, e. g. an inversion at the TAD harboring
the ephrin type-A receptor 4 (EPHA4) gene and its distal enhancer disrupts the TAD structure and
thereby inactivates the EHPA4 gene whilst up-regulating expression at non-target promoters and
leading to an abnormal limb development (Lupiáñez et al., 2015). In particular, genes in the EPHA4
TAD were mis-regulated when the TAD boundary that is demarcated by CTCF was perturbed.

Binding of CTCF to TAD boundaries is also correlated with increased binding of the loop-extruding
complex cohesin (Wendt et al., 2008). Approximately 75 to 95% of all TAD boundaries are bound by
CTCF (depending on the cell type) (Bonev et al., 2017) pointing towards a role of CTCF and DNA
looping by cohesin in the formation of TADs. Indeed, depletion of either CTCF or RAD21, a subunit
of the cohesin complex, using an auxin-inducible degron (AID) system, resulted in the loss of TAD
structures as seen in Hi-C (Nora et al., 2017; S. Rao et al., 2017). Nipped-B-like protein (SCC2 in
mice) (NIPBL), a loading and processivity factor of cohesin, shows a similar phenotype in Hi-C and is
therefore also required for TAD formation (Schwarzer et al., 2017). However, upon depletion of the
unloading factor of cohesin fromDNA, wings apart-like protein (WAPL), TAD boundaries and looping
interactions, seen as corner dots in Hi-C, become stronger (Haarhuis et al., 2017). These phenotypes
were in good accordance with polymer simulations that reproduced features seen in Hi-C using a
bi-directional loop extrusion process (Fudenberg et al., 2016) (for more detail, see 1.3.3 and Fig. 1.6).
These perturbations, however, led to a re-consideration of TADs as “regulatory neighborhoods”, since
changes in transcription were very mild upon complete loss of TADs via cohesin or CTCF depletion
(Nora et al., 2017; S. Rao et al., 2017). Now, it is thought that TAD structures are mainly important for
long-range transcriptional regulation (several hundred kb) of certain E-P pairs known to act during
specific stages of development or differentiation (Cuartero et al., 2018; Calderon et al., 2022; Rinaldi
et al., 2022; Kiefer et al., 2023).

Multiple lines of evidence suggest that in mammals formation of TADs is indeed governed by a
distinct mechanism other than segregation of domains based on the activation state as in Drosophila:
Firstly, TADs can contain multiple chromatin states (Nora et al., 2012; S. S. Rao et al., 2014); secondly,
depletion of cohesin may lead to the formation of spontaneous domains, however, these are not
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Figure 1.6: TADs and CTCF loops upon depletion of CTCF, cohesin or its regulators. Loss of CTCF
leads to loss of boundary structures at TAD boundaries and CTCF binding sites, however increased interaction
frequency between distant loci can still be observed due to cohesin’s loop activity. Loss of cohesin (ΔRAD21) or
NIPBL leads to of TADs and loops, whereas depletion of WAPL or PDS5A/B leads to an increase in loop and
boundary strength. Trans-contacts are lost upon depletion of Sororin. Micro-C data from mESC for untreated,

ΔCTCF, ΔRAD21 and ΔWAPL from Hsieh et al., 2022, scsHiC data (in HeLa cells) of ΔNIPBL and ΔSororin from

Mitter et al., 2020 and ΔPDS5 (in HAP1 cells) from van Ruiten et al., 2022.
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anchored at precise boundaries, such as at CTCF sites under wild-type (WT) conditions (S. Rao
et al., 2017; Schwarzer et al., 2017); thirdly, interactions between active or inactive regions are seen
more at the level of compartments, which indeed become stronger upon loss of cohesin (S. Rao et al.,
2017); lastly, while TADs and cohesin-mediated loops can be found in zygotic maternal chromatin,
there are no compartment interactions (Flyamer et al., 2017). In conclusion, TAD and compartment
formation in mammals are two independent and in fact antagonistic mechanisms as proposed by
polymer simulations by Nuebler et al., 2018.

Finally, TADs must be interpreted as dynamic structures that only appear in Hi-C contact maps
as “statistical frequencies of chromatin interactions within a cell population” (Szabo et al., 2019).
ScHi-C, sequential DNA-FISH methods as well as polymer simulations have shown that in single cells
conformations of TAD structures and DNA loops can vary significantly and that only the ensemble
average of these conformations gives rise to the structures seen in conventional Hi-C (Giorgetti
et al., 2014; Flyamer et al., 2017; Bintu et al., 2018). However, the fact that TADs can be seen in
ensemble-averaged Hi-C means that these structures occur more frequently than expected by chance,
raising the question what the dynamics of TAD formation are.

1.3 Cohesin and the loop extrusion model

Cohesin is one of the mammalian structural maintenance of chromosome (SMC) complexes with its
core heterodimer consisting of SMC1 and SMC3 (D. E. Anderson et al., 2002). Together with the other
three known SMC complexes, condensin I and II (consisting of SMC2/SMC4) and the SMC5/SMC6
complex, they are involved in a variety of processes that shape mammalian genomes, such DNA
repair (Birkenbihl & Subramani, 1992), DNA recombination (Y. Zhang et al., 2022), chromosome
condensation and segregation inmitosis (Hirano et al., 1997) and, in the case of cohesin, transcriptional
control. SMC complexes exist in all kingdoms of life (Hirano & Mitchison, 1994; Guacci et al., 1997;
Michaelis et al., 1997; Losada et al., 1998), suggesting that their functions are ancient, highly conserved
processes.

Cohesin itself has multiple functions in mammalian cells: On the one hand, it holds together sister-
chromatids after replication until their separation by the mitotic spindle to ensure proper distribution
of the sister chromatids onto the daughter cells. On the other hand, it is involved in transcriptional
regulation in interphase due to its function in the establishment of TADs through DNA loop extrusion.
It is further involved in other DNA-related processes, such as recombination, e. g. by guiding the
scanning of immunoglobulin heavy chain (IGH) loci by the recombination activating gene (RAG)
recombinase during variable, diversity and joining (V(D)J) recombination (C. Guo et al., 2011; Hill
et al., 2020). Cohesin is therefore an essential protein complex and even small mutations in cohesin
regulators, e. g. NIPBL or establishment of cohesion homolog 2 (ESCO2), will lead to severe patholo-
gies, such as the Cornelia de Lange syndrome (CdLS) or Roberts/SC phocomelia syndrome (RBS),
both characterized by severe developmental defects and facial or limb abnormalities (Krantz et al.,
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2004; Vega et al., 2005).

In the following, I will describe the cohesin complex and its role in two main processes, sister-
chromatid cohesion and loop extrusion, focusing mainly on its characteristics in mouse or humans. I
will further discuss the main regulators of cohesin’s function with an emphasis on the impact on loop
extrusion dynamics and transcriptional activation.

1.3.1 The cohesin complex

The core unit of the mammalian cohesin consists of the SMC1/3 heterodimer with each chain forming
a 50 nm-long anti-parallel coiled-coil domain (D. E. Anderson et al., 2002). The heterodimer is formed
through contacts at the hinge domains; the N- and C-terminus of each coiled-coil SMC unit assemble
a functioning adenosine 5’-triphosphatase (ATPase) domain. It is connected to the other ATPase
domain via the kleisin unit, in the case of cohesin, RAD21 (called SCC1 in mice). Contacts of RAD21
with both SMC units leads to the formation of a ring-like structure (Shi et al., 2020). This trimer
is further bound by two HEAT repeated proteins associated with kleisins (HAWK) proteins in two
distinct positions at the interface with RAD21; one of the binding sites can be occupied by either
stromalin antigen (SA) 1 or 2 (also called STAG1/2) (Sumara et al., 2000) and the other site by either

TFIIH + CDK7 
+ MAT1 + cyclinH

RNA PolII

Mediator

MCM
subunit

DNA

H2A
H2B

H3

H4

a Nucleosome

b MCM complex

c Condensin d Mediator-PolII

Hinge 
domain

ATPase
head

Ycs4

Brn1

SMC4

SMC2

Figure 1.7: Structure of the yeast condensin complex in comparison to the RNA PolII-PIC complex,
the MCM complex and the nucleosome. Condensin is here resolved with the coiled-coil domains; no such
structure is available for mammalian cohesin, however it is likely that the mammalian cohesin complex is
of similar size as the yeast condensin complex. For a partial structure of the cohesin complex, see Fig. 1.9.
All structures to scale. Structures taken from Lee et al., 2020 (condensin, PDB:6YVU), Aibara et al., 2021 (RNA
PolII-PIC, PDB:7NVR), N. Li et al., 2015 (MCM, PDB: 3JA8), Luger et al., 1997 (nucleosome, PDB: 1AOI).
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1.3. Cohesin and the loop extrusion model

NIPBL or precocious dissociation of sisters 5 protein (PDS5) A or B (called Aprin in mice) (Petela
et al., 2018).

Which HAWK protein binds presumably defines the activity of the complex: In its NIPBL bound
state, the complex constitutes the loop extrusion holoenzyme, being able to hydrolyze adenosine
triphosphate (ATP) with the possibility of recruiting further factors, such as MAU2 (Davidson et al.,
2019; Y. Kim et al., 2019). In its PDS5A/B bound state, loop extrusion is stalled and ATP hydrolysis
is strongly reduced (Murayama & Uhlmann, 2015; Petela et al., 2018; Davidson et al., 2019). PDS5
recruitment further leads to acetylation of two lysine residues located at the ATPase domain of SMC3
(K105 and K106 in human SMC3) by ESCO1/2 (Rolef Ben-Shahar et al., 2008; Unal et al., 2008) and
recruitment of cohesin regulator sororin (Rankin et al., 2005; Schmitz et al., 2007). Sororin binds
the complex at the RAD21/SMC3/SA1/2 interface and is responsible for stabilizing the complex
on DNA to promote sister-chromatid cohesion (Nishiyama et al., 2010). It is therefore likely that
the PDS5A/B-bound cohesin complex stalls loop extrusion and instead promotes sister-chromatid
cohesion. The specific function of incorporating either SA1 or SA2 into the complex is less well
understood. It was shown that cohesinSA1 has a longer residence time (up to several hours) on DNA
compared to cohesinSA2 (∼ 8-20min) (Kueng et al., 2006; Tedeschi et al., 2013; Wutz et al., 2020). It is
therefore possible that cohesinSA1 is incorporated into complexes that require stabilization on DNA.

Table 1.1: Cohesin complex composition in loop extrusion or sister-chromatid cohesion. Schemes
adapted from Davidson and Peters, 2021.

Function “Extrusive” cohesin “Cohesive” cohesin

Components

NIPBL-MAU2 SA1/2

SMC1SMC3

RAD21

CTCF

ATPase

hinge 
domain

PDS5A/B SA1/2

SMC1SMC3

RAD21

Sororin
**

ATPase

hinge 
domain

Specific HAWK protein NIPBL PDS5

ATPase activity Yes No (very much reduced)

Residence time 8-20min
(potentially some cohesinSA1

up to several hours)

Several hours

Post-translational
modifications

No specific PTM identified Acetylation of lysine residues
in SMC3 ATPase domain

Regulators CTCF, WAPL Sororin, WAPL, ESCO1/2
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Together, the SMC heterodimer with kleisin unit RAD21 and two HAWK proteins build the complete
cohesin complex which then spans∼ 50 nm in height and∼ 40-50 nm in width (D. E. Anderson et al.,
2002; Shi et al., 2020). Compared to the size of the nucleosome, PolII and transcriptional co-activators
such as the Mediator complex (see Fig. 1.7) (Luger et al., 1997; Aibara et al., 2021), its large size allows
it to bypass most processes on chromatin and even structures larger than its own size (Pradhan et al.,
2022). However, it has been reported that cohesin’s translocation on DNA is stalled in some cases by
PolII or the minichromosome maintenance (MCM) complex (S. Zhang et al., 2021; Dequeker et al.,
2022; Valton et al., 2022; Banigan et al., 2023). It is possible that these effects represent functional
interactions with the cohesin complex. Other cofactors that can further interact with the complex to
regulate its activity are the aforementioned sister-chromatid cohesion regulator, sororin, but also
CTCF and the release factor WAPL. Indeed, these factors do not bind DNA, but they all interact with
the same RAD21/SMC3/SA1/2 interface on the complex and their binding is thought to be mutually
exclusive (Tedeschi et al., 2013; Hara et al., 2014; Y. Li et al., 2020). The function and interplay of
these factors is discussed more in detail in sections 1.3.4 and 1.3.5. Table 1.1 gives an overview of
the characteristics of the cohesin complex in its loop-extruding as well as its cohesion performing
composition.

1.3.2 SMC complexes during cell cycle progression

Cohesin was first identified for its role in sister-chromatid cohesion where it binds the two DNA
strands in trans after replication and holds them together until mitosis (Niki et al., 1991; Hirano &
Mitchison, 1994). This function is specific to cohesin as it is the only SMCcomplex known to physically
entrap DNA strands in trans (Haering et al., 2008). How cohesin is loaded onto DNA to perform
cohesion and how this depends on the replication fork, is poorly understood, but two pathways have
been proposed based on findings in budding yeast (Xu et al., 2007): The de novo pathway argues for
de novo loading and stabilization of cohesin to DNA which is achieved by NIPBL and ESCO1/2 (Xu
et al., 2007). The “conversion pathway” proposes that cohesin that is already bound to DNA can be
converted to a “cohesive” complex at sites where converging replication forks terminate (Cameron
et al., 2022). Interestingly, it was recently shown that cohesin also topologically entraps DNA at CTCF
bound sites (Y. Liu & Dekker, 2022) and that CTCF sites and loop domain boundaries are sites of
sister-chromatid cohesion (Mitter et al., 2020). Accordingly, it has been reported that a cohesin mutant
with mutations in the hinge domain is unable to perform cohesion and also found less enriched at
CTCF sites (Nagasaka et al., 2023). This argues for a model where a conformational change of cohesin
(opening of the hinge domain to entrap DNA) can be performed at CTCF sites that will ultimately
lead to a transformation of this cohesin complex to a “cohesive” complex. Additionally, it was shown
that loop domains determine human replication origins (Emerson et al., 2022) and replication can
block loop extrusion (Dequeker et al., 2022), showing that DNA replication, establishment of sister-
chromatid cohesion and ongoing loop extrusion are very much connected and the causal relationship
between the change in functionality of the cohesin complex is only poorly understood.

With the onset of mitosis, two other SMC complexes, namely condensin I and II, will mitigate the
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1.3. Cohesin and the loop extrusion model

compaction of chromosomes by loop extrusion. Early on, condensin II will become more stably
associated with DNA as its release factor (microencephalin) is inactivated (Houlard et al., 2021). This
will lead to the formation of long chromatin loops (Gerlich et al., 2006; Gibcus et al., 2018). Upon
nuclear envelope breakdown, the cytoplasmic condensin I will bind DNA and then partition the long
chromatin loops into smaller ones of ∼ 100 kb size, thereby further condensing the chromosome
arms and separating individual chromosomes from each other (Hirota et al., 2004; Ono et al., 2004;
Gibcus et al., 2018; Walther et al., 2018). Degradation experiments during mitosis show that the long
chromatin loops formed by condensin II are responsible for the axial shortening of the condensed
chromosome, while condensin I controls the width of the condensed chromosome fiber (Ono et al.,
2003; Shintomi & Hirano, 2011). Since condensins are not focus of this study, I will refer the reader to
the review by Hoencamp and Rowland, 2023. Details on the exact mechanism by which loop extrusion
is performed by SMC complexes and what are differences in their functioning across complexes is
described in 1.3.3.

Cohesion occurs until the onset of prophase where cohesin is unloaded from chromosome arms by
the release factorWAPL, after phosphorylation of sororin and the SA2 subunit (known as the prophase
pathway) (Losada et al., 1998; Kueng et al., 2006; Nishiyama et al., 2010). Centromeric cohesin remains
bound as it is protected by shugoshin 1 (SGO1) that antagonizes WAPL by binding the same interface
as sororin or CTCF and preventing phosphorylation by recruitment of protein phosphatase 2A (PP2A)
(Salic et al., 2004; Kitajima et al., 2006; Riedel et al., 2006; Hara et al., 2014). Upon attachment to the
mitotic spindle in anaphase, the anaphase promoting complex (APC) will degrade securin, thereby
allowing separase to cleave the RAD21 subunit of centromeric cohesin (Uhlmann et al., 1999). This
will lead to loss of entrapment of the DNA allowing for the correct separation of the sister-chromatids
and cytokinesis (Oliveira et al., 2010).

1.3.3 Loop extrusion

That cohesin and condensins might establish TAD structures in interphase and compact chromosomes
during mitosis was first explored with the help of theoretical modeling giving rise to what is now
commonly referred to as the DNA loop extrusion model (Alipour & Marko, 2012; Fudenberg et al.,
2016; Goloborodko et al., 2016). These models proposed that there is a loop-extruding factor (LEF)
that would bind to DNA and would “reel” in flanking regions in cis through their own motor activity,
potentially driven by ATP. This would initially produce small chromosome loops that would increase
in size upon progression of the LEF. The interaction between the two DNA loci connected by the
LEF would be lost upon dissociation of the LEF from DNA. The original model simulated an one-
dimensional lattice that was then used as an input for a 3D polymer simulation where the LEF would
extrude symmetrically into both directions until they stochastically dissociate from DNA. The LEFs
were assumed to not be able to bypass each other, meaning they would stall upon encountering each
other. This could then lead to asymmetric loop extrusion on the unobstructed end. Asymmetric,
continued loop extrusion would also happen in the case where the LEF would encounter barrier
elements (BEs) (Fig. 1.8a). With these rules, loop extrusion could explain the features seen in Hi-C and
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Figure 1.8: The mechanism of DNA loop extrusion. a, The cohesin complex binds to DNA and starts
to extrude a loop. It does so in a bi-directional manner, either by symmetrical extrusion or by asymmetrical
extrusion where the direction of extrusion can be alternated. Upon encountering a CTCF-bound site, it is
stalled and a cohesin- and CTCF-mediated loop is enforced. When cohesin or CTCF are released from DNA,
the looping interaction is lost. In case CTCF unbinds, cohesin is able to continue to extrude. b-d, Structural
features in Hi-C and how they arise from looping configurations in single cells. Schemes in b to d adapted from
Davidson and Peters, 2021).

the formation of TAD boundaries at CTCF binding sites in interphase, when CTCF was considered
as an element that could block the LEF (Fudenberg et al., 2016) (Fig. 1.8b-d).

Experimental evidence of loop extrusion

The first evidence that SMC complexes are indeed able to perform loop extrusion stems from exper-
iments on yeast condensins: Although condensins had been hypothesized to have motor function,
since they required ATP to compact DNA in vitro (Strick et al., 2004), it was only shown recently that
condensin can reel in DNA by an in vitro single-molecule imaging approach, where fluorescently
DNA is attached at two points to a glass side and placed in a buffer flow. With the buffer flow, ATP
as well as the purified components of the condensin complex are supplied. These will then bind to

30



1.3. Cohesin and the loop extrusion model

DNA and extrude loops, indicated by the entangling of the DNA in the middle (Ganji et al., 2018).
Even though, mitotic chromosome loops have been already visualized using EM (Paulson & Laemmli,
1977), so far, loop extrusion by condensins could not be confirmed in vivo.

Cohesin was known for its function in sister-chromatid cohesion (see 1.3.2), but it was then hypothe-
sized as potential LEF for chromosome loops in interphase, since it is not only expressed during S, G2
and M phase, but also in G1 and post-mitotic cells, such as neurons (Wendt et al., 2008; Mönnich et al.,
2009). The first evidence that this is indeed the case was provided by experiments using inducible
degron system to deplete cohesin and the potential BE, CTCF: ChIP-seq experiments confirmed that
cohesin is accumulated at CTCF binding sites (Wendt et al., 2008) and that this accumulation is lost
upon loss of CTCF (Nora et al., 2017). Furthermore, Hi-C experiments showed that loss of cohesin
led to a loss of CTCF-mediated interactions and TADs (S. Rao et al., 2017). CTCF was shown not to
be required for the formation of interactions, but rather for their positioning. Finally, cohesin is also
able to perform loop extrusion in vitro, as was shown by similar single-molecule imaging experiments
as those on condensins (Davidson et al., 2019).

Characteristics of loop extrusion

These discoveries enabled the confirmation of many quantitative predictions of the initial loop
extrusion model, such as the extrusion speed of∼ 1 kb/s (measured in vitro) (Davidson et al., 2019; Y.
Kim et al., 2019) and the average size of loops being approximately 100 kb depending on the cell type
(measured by Hi-C) (S. S. Rao et al., 2014; Fudenberg et al., 2017). However, in general experimental
Hi-C heatmaps could only be partially reconstituted using polymer modeling with loop extrusion
given certain genomic CTCF binding patterns (Fudenberg et al., 2016). This led to the conclusion
that the underlying assumptions of the loop extrusion model must be amended or changed (Corsi
et al., 2023): Because of single-molecule imaging approaches in vitro that observed one-sided loop
extrusion of yeast condensins (Ganji et al., 2018; Shaltiel et al., 2022) and both one- and two-sided loop
extrusion of human cohesin (Davidson et al., 2019; Kong et al., 2020), it is now in question whether
cohesin would extrude symmetrically and in both directions simultaneously in vivo. Indeed, polymer
simulations using either a mixture of one- and two-sided LEFs or an one-sided LEF that is able to
switch directionality, are also able to recapitulate Hi-C heatmaps (Banigan et al., 2020). A switch in
directionality was recently shown to happen when cohesin encounters CTCF bound sites (Davidson
et al., 2023), indicating that the previously observed symmetrical loop extrusion of cohesin might in
fact be due to the switching of a one-sided LEF.

In addition, it is possible that SMC complexes might be able to pass each other whilst extruding (shown
for yeast condensin) (E. Kim et al., 2020; Brandão, Ren, et al., 2021), i. e. they might not stop each other,
but rather are able to form intermingled loops (“Z-loops”). Even though cohesin might not be paused
by other cohesin complexes on DNA, other large complexes, such as PolII (or active transcription)
and the MCM complex could be barriers to loop extrusion (S. Zhang et al., 2021; Dequeker et al.,
2022). This would in turn also change where cohesin accumulates on DNA and what interactions are
preferentially established.
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Figure 1.9: A partial structure of the loop-extruding cohesin complex. a, Partial structure of the cohesin-
NIPBL complex showing that DNA binds the complex at the ATPase domains of SMC1/3. NIPBL builds a
channel for DNA at this interface. b, Potential configurations of SMC complexes observed in structural studies.
These led to the formation of multiple mechanistic models of how cohesin performs loop extrusion. Structure
from Shi et al., 2020, PDB:6WG3, schemes adapted from Shi et al., 2020 and Lee et al., 2020.

Furthermore, recent studies providing structural insights into the complex and its binding to DNA in
combination with single-molecule imaging approaches, have led to a better understanding of how
cohesin functions mechanistically: Cohesin’s ATPase activity as well as the HAWK protein NIPBL
are required for loop extrusion but not necessarily for its binding to DNA (similar to condensin)
(X. Wang et al., 2018; Davidson et al., 2019; E. Kim et al., 2020). The same study also showed that
cohesin extrudes loops as a monomer and does so without topologically entrapping the DNA. This
argues for alternative binding modes of cohesin to DNA for loop extrusion. A recent, partial cryo-EM
structure of cohesin bound by NIPBL and DNA suggests that the ATPase domains of SMC1/3 together
with NIPBL build a channel for DNA binding (Shi et al., 2020) (Fig. 1.9a). This is in line with the
finding that acetylation of the two key residues in the SMC3 ATPase domain lead to reduced ATPase
activity (Wilhelm et al., 2015) which was shown to be required for loop extrusion. However, it is not
known, whether there are more binding sites within the cohesin complex that can interact with DNA.
Although topological entrapment that requires opening of cohesin’s ring structure was ruled out as a
potential interaction mechanism (Davidson et al., 2019), it is still possible that DNA is pulled through
the cohesin ring from the side (pseudo-topological entrapment).

Besides the modes of DNA binding of cohesin, experimental evidence points to a variety of in vivo
conformations of the cohesin complex (Fig. 1.9b): The SMC complex of B. subtilis was shown to
exist in two configurations, a rod-shaped and ring-shaped configuration (D. E. Anderson et al., 2002;
Huis in ’t Veld et al., 2014; Soh et al., 2015). In the rod-shaped cohesin complex, the two coiled-coil
domains of the SMC are aligned, where the open-ring structure occurs when the ATPase heads are
bound by ATP (Diebold-Durand et al., 2017). Both cohesin and condensin have also been shown
to form a bent complex, where the hinge domain is close to the ATPase heads. Disruption of this
conformation through mutations in the coiled-coil domains was shown to impair function of the E.
coli SMC complex (Bürmann et al., 2019).
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1.3. Cohesin and the loop extrusion model

Mechanistic models of loop expansion

Based on this knowledge, multiple mechanistic models of loop extrusion have been proposed. I will
only briefly describe the three most prominent, pointing to the evidence in favor of those models.
For more details, I refer the reader to a review by Davidson and Peters, 2021 and Oldenkamp and
Rowland, 2022.

The “walking model” proposes that cohesin might “walk” on DNA, like e. g. kinesins walk on micro-
tubules. For this, both ATPase heads would have to bind to DNA independently and ATP hydrolysis
would lead to dynamic binding and unbinding cycles of those domains (Fudenberg et al., 2017; Nichols
& Corces, 2018). A secondary DNA binding site, e. g. at the hinge domain (called the “safety belt”),
which was found to be necessary for loop extrusion by yeast condensin (Kschonsak et al., 2017),
would then hold onto the second part of the DNA in cis thereby leading to asymmetric loop extrusion.
Symmetric loop extrusion could be achieved through pseudo-topological entrapment within the
cohesin ring instead of the “safety belt” at the hinge domain. However, unlike kinesins, cohesin lacks
a directionality and might also be able to switch between directions. While this “walking model” was
initially considered to be the most plausibly, recent evidence points towards two other models:

The “pumping model” (also “zipping model”) comes from the finding that the B. subtilis SMC complex
changes between rod-shaped and open-ring conformations, when binding ATP (Diebold-Durand et al.,
2017). It is therefore possible that in an ATP-engaged open-ring configuration, DNA will bind to the
interface built by the ATPase head domains. When ATP is hydrolyzed the rod-shaped configuration
will be established again starting from the hinge domain down towards the ATPase head domains. If
one part of the DNA is held at the head domain interface, the second part could be “pumped” through
the ring by the formation of the rod-shaped configuration (Marko et al., 2019; Bauer et al., 2021;
Vazquez Nunez et al., 2021). This would lead to a pseudo-topological entrapment of DNA and requires
two separate modes of binding of DNA to the SMC1/3/RAD21 interface.

The “scrunching model” (also “clamping” or “ Brownian ratched model”) is based on the observation
that cohesin can exist in a bent configuration (Bürmann et al., 2019; Lee et al., 2020; Shi et al., 2020),
which could allow a “hand-over” of DNA from the binding site at the hinge domain to the binding
site at the ATPase head domains (or vice versa). Hydrolysis of ATP could then drive the handover
which could lead to DNA translocation, if one part of the DNA is anchored permanently on cohesin.
Symmetrical loop extrusion can be achieved, if the DNA part that is permanently attached can be
alternated between both (Higashi et al., 2021).

1.3.4 Barrier elements to extrusion: CTCF

The CCCTC-binding factor (CTCF) protein is a DNA-binding protein consisting of unstructured
N- and C-termini that flank 11 zinc fingers (ZFs) (Lobanenkov et al., 1990; Martinez & Miranda,
2010; Ong & Corces, 2014). CTCF itself, but also its binding motif, is highly conserved in many
animals and was first described for its “enhancer-blocking activity”, i. e. insulating function (T. H.
Kim et al., 2007; Phillips & Corces, 2009). It is important to note that the CTCF binding motif is an

33



1. Introduction

asymmetrical binding motif, meaning that CTCF can bind in two possible orientations depending
on whether the binding motif is present on the (+) or (-) strand of the DNA. In mammalian cells,
∼ 40,000-90,000 binding sites for CTCF can be identified depending on the cell type and also the
experimental procedure used (T. H. Kim et al., 2007; Ong & Corces, 2014). 50% of all binding sites
are found at promoters, in introns or exons and almost all CTCF bound sites co-localize with a site
that is also bound by cohesin in ChIP-seq experiments (∼ 90%) (Rubio et al., 2008; Wendt et al., 2008;
Hansen et al., 2017).

CTCF’s enhancer-blocking activity stems from the observation that deletion of CTCF binding sites
leads to disruption of TAD boundaries and ectopic interactions between enhancers and promoters
in previously adjacent TADs (see 1.2.4) (Lupiáñez et al., 2015). Genome-wide comparisons of CTCF
binding patterns with Hi-C maps led to the development of the “CTCF convergence rule”: Chromatin
loops are preferentially formed between CTCF sites that are found in a convergent orientation (Fig.
1.10a). Inversion of a CTCF site can also lead to disruption of TAD boundaries and merging of TADs
(S. S. Rao et al., 2014; Y. Guo et al., 2015; Sanborn et al., 2015; van Bemmel et al., 2019).

However, not all CTCF motifs found in the genome are boundaries of TADs or cohesin-mediated
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Figure 1.10: The molecular basis of the “CTCF convergence rule”. a, Hi-C heatmap showing that CTCF
binding sites correspond to the boundaries of TADs with the orientation of the CTCF sites pointing towards
the inside of the TAD (convergence). b, Structural model proposing a mechanism for how cohesin specifically
engages the N-terminus of CTCF through an interaction surface build by SA2/RAD21 (model from Y. Li et al.,
2020). c, Potential mechanism of how cohesin is stabilized on DNA when bound to the N-terminus of CTCF.
Interaction of CTCF with cohesin through the SA2/RAD21 surface prevents WAPL from binding to cohesin
and releasing it from DNA. Scheme modified from Davidson and Peters, 2021.
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loops. CTCF bound sites can also be found within TADs and dot-like structures in Hi-C that indicate a
CTCF and cohesin-mediated loop, can be established between convergent CTCF sites that skip other
convergent sites in between (S. S. Rao et al., 2014). A possible reason for these observations is that
CTCF is not always bound at each site (presumably around 50% of the time in mESC) as it also has a
much shorter residence time on DNA than cohesin (Cattoglio et al., 2019). Binding could be regulated
by other processes on DNA such as CpG methylation. For example, this was shown for the case of
allele-specific expression at the H19/insulin-like growth factor 2 (IGF2) imprinting control region,
where differential methylation of a CTCF binding site leads to CTCF-anchored loops only on the
unmethylated allele (Bell & Felsenfeld, 2000; Kurukuti et al., 2006; Splinter et al., 2006). It is further
possible that the number of CTCF molecules per cell is limiting so that not all sites can be bound
at the same time (Cattoglio et al., 2019; Holzmann et al., 2019), that other DNA-binding proteins
compete with CTCF for the binding site (Kaaij et al., 2019) or that post-translational modifications
(PTMs) in CTCF could alter its specificity for certain sites (Wutz et al., 2017).

Currently, it is not yet well understood how CTCF interacts with cohesin in order to stop extrusion
and how this is achieved in a manner that is compatible with the “CTCF convergence rule”. However,
recent structural insights and mutagenesis studies show that the N-terminus of CTCF interacts with
the cohesin complex through an interface on SA2 and RAD21 suggesting that the N-terminus of
CTCF first encounters cohesin in the convergent orientation (Y. Li et al., 2020; Nora et al., 2020;
Pugacheva et al., 2020) (Fig. 1.10b). If this is the interaction that leads to cohesin stalling at CTCF
sites, it is expected to be very strong and rapidly forming, as it needs to stop cohesin while passing
by and can only do so through interaction at the N-terminus, since the C-terminus does not seem
to be required. Mutations that disrupt the CTCF binding interface on SA2/RAD21 only reduce the
accumulation of cohesin at CTCF sites, but do not abolish it. However, CTCF-mediated loops are
not detected under these conditions (Y. Li et al., 2020). This argues in favor of multiple mechanisms
working in concert to stall cohesin at CTCF sites.

A “pause and stabilization” mechanism was proposed that could also explain the “CTCF convergence
rule” (Wutz et al., 2017; Y. Li et al., 2020; Nora et al., 2020; Pugacheva et al., 2020; Wutz et al., 2020):
Hereby, CTCF would pause cohesin briefly upon encountering it (potentially independent of the
binding orientation of CTCF), but cohesin would eventually resume loop extrusion after the pausing
period (Nora et al., 2020). This pausing could be achieved through multiple, possible mechanisms,
such as by steric hindrance due to a conformational change in the chromatin structure at CTCF
bound sites (MacPherson & Sadowski, 2010; Clarkson et al., 2019) or bulky PTMs of CTCF, such as
poly-ADP-ribosylation that was shown to contribute to CTCF’s insulating function (Yu et al., 2004).

When then cohesin encounters CTCF in a convergent orientation, i. e. at its N-terminus, the pausing
period could be used to stabilize the interaction between cohesin and CTCF thereby leading to a rein-
forcement of the loop. Different ways of achieving stabilization have been proposed that are not mutu-
ally exclusive and could work together: First, protein-protein interactions at the CTCF/SA2/RAD21
interface could lead to stabilization, as indicated by the structural evidence. However, this interaction
is quite weak in vitro (∼ 0.6 µM) (Y. Li et al., 2020). Alternatively, CTCF could modulate how cohesin
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functions by reducing its capacity to hydrolyze ATP, thereby locking it in place (Wutz et al., 2017;
Wutz et al., 2020). This could be achieved, if CTCF recruited PDS5, which displaces NIPBL from
the loop-extruding holoenzyme and thereby reduces its ATPase activity. This is supported by Hi-C
experiments in PDS5-depleted cells where CTCF loops violate the “CTCF convergence rule” (with
65-92% of convergent loops under WT conditions and 31% in PDS5-depleted cells, with 25% expected,
if CTCF orientation was of no consequence) (S. S. Rao et al., 2014; Y. Guo et al., 2015; Wutz et al.,
2017). Finally, CTCF might also act to counteract cohesin’s release from DNA by outcompeting the
release factor WAPL (Kueng et al., 2006), which was shown to bind the same surface on the cohesin
complex, but less strongly than CTCF (Y. Li et al., 2020) (Fig. 1.10c). Indeed, either depleting CTCF
entirely or mutating its key interaction surface with cohesin (Y226A and F228A) decreases cohesin’s
residence time on DNA. Furthermore, cohesinSA1 gets acteylated more often by ESCO1 (which is
active throughout the cell cycle) than cohesinSA2, leading to a longer residence time of cohesinSA1 and
more stable loops (Wutz et al., 2020).

1.3.5 Regulators of cohesin

The following section will briefly review the main function of cohesin’s regulatory proteins (besides
CTCF, see 1.3.4), which have already been mentioned in the previous sections for modulating cohesin.
This section thereby aims to summarize their functions and effects on 3D genome organization.

Either NIPBL or PDS5 are thought to be integral parts of the cohesin complex, as these are both
HAWK proteins and occupy the same interface in the complex. Their binding is therefore mutually
exclusive and they are thought to regulate a switch in cohesin’s function: From an actively extruding
complex with high ATPase activity (NIPBL) to a complex whose binding to DNA is stabilized and
held in place (PDS5) (Petela et al., 2018; van Ruiten et al., 2022).

Sororin and WAPL are not always associated with cohesin, but also function to regulate cohesin’s
residence time on DNA. Sororin binds to the surface of the cohesin complex at the SA2/RAD21
interface (as does CTCF) (Y. Li et al., 2020), which is why also their binding is presumed to be mutually
exclusive. Binding to this surface is thought to prevent cohesin’s dissociation fromDNA by preventing
WAPL, the release factor of cohesin, from binding (Schmitz et al., 2007; Nishiyama et al., 2010).
Sororin functions during sister-chromatid cohesion; CTCF fulfills a similar function when enforcing
an interphase cohesin-extruded loop.

NIPBL: Loading and processivity of cohesin

Nipped-B-like protein (SCC2 in mice), together with MAU2, was first identified as possible ATP-
dependent loading factor of cohesin (Ciosk et al., 2000), but recent evidence showed that NIPBL (and
ATP) is required for active loop extrusion (Davidson et al., 2019; Y. Kim et al., 2019) and that cohesin
can also associate with DNA in an manner that does not require ATP hydrolysis (B. Hu et al., 2011;
Petela et al., 2018). It is therefore currently in question, whether NIPBL is indeed a loading factor,
or rather functions as a processivity factor, as it stimulates cohesin’s ATPase activity (Çamdere et al.,
2015; Davidson et al., 2019). In line with these findings in vitro, Hi-C experiments in NIPBL-depleted
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cells show a similar phenotype as in cohesin-depleted cells, namely a loss of all looping interactions
and TAD boundaries (Schwarzer et al., 2017).

However, NIPBL was found to be sub-stochiometric compared to other subunits of the cohesin
complex (Rhodes et al., 2017), indicating that it is not always associated with it. Its release from the
complex (e. g. through displacement by PDS5) was shown to lead to a stalling of loop extrusion (Petela
et al., 2018; Davidson et al., 2019). CTCF bound to cohesin seems to facilitate this switch, thereby
promoting a halt in loop extrusion at convergent sites (Wutz et al., 2017).

Since NIPBL was also found to accumulate at active promoters in the absence of CTCF, it was
hypothesized that promoters function as potential cohesin loading sites (Zuin et al., 2014; Busslinger
et al., 2017). However, in line with NIPBL’s function as a processivity factor, it is also probable that
active transcription functions as a block to loop extrusion, thereby stalling loop-extruding cohesin
complexes (i. e. NIPBL bound complexes) (Lengronne et al., 2004; Busslinger et al., 2017). Since stalling
by active transcription constitutes a more passive manner than the active regulatory role of CTCF
(through direct protein-protein interactions with the cohesin complex), NIPBL is not exchanged for
PDS5 when encountering PolII (Banigan et al., 2023).

PDS5: Stabilization of cohesin

PDS5 (precocious dissociation of sisters 5 protein) exists in two isoforms (PDS5A or B) and, by
exclusion, promotes cohesin’s functions on DNA that require stable and long-lived binding, such
as “cohesive” cohesin. In S and G2, it is stably associated with the “cohesive cohesin” complex, also
consisting of Sororin and an acetylated SMC3 subunit. These complexes are long-lived on DNA and
are unable to perform loop extrusion (Murayama & Uhlmann, 2015; Petela et al., 2018).

In G1, it binds to the complex, when also SMC3 is acetylated by ESCO1 (Chan et al., 2013; Dauban
et al., 2020) or cohesin is stabilized by binding of CTCF (Wutz et al., 2017). It counteracts NIPBL
as it displaces it from the cohesin complex, thereby preventing the complex from performing loop
extrusion (Petela et al., 2018). Loss of PDS5 was shown to lead to larger cohesin-mediated loops that
often violate the “CTCF convergence rule”, showing that it is required for CTCF’s ability to function
as a boundary to loop extrusion (Wutz et al., 2017). It was further shown that this role is related to the
acetylation of cohesin in G1 by ESCO1 which shortens the length of chromatin loops and interactions
anchored at CTCF bound sites. De-acetylation by Hos1 in budding yeast 8 (HDAC8) has the opposite
effect, indicating that PDS5 and acetylation regulate cohesin’s processivity (and potentially also its
velocity) when extruding loops (van Ruiten et al., 2022). The “vermicelli” chromosomes that can
be observed in PDS5-depleted cells are therefore distinct from the ones that can be observed in
WAPL-depleted cells (see 1.3.5): The higher processivity (or velocity) of cohesin on DNA leads to
longer chromatin loops (Fig. 1.6).

Promoting a switch of function in cohesin from a loop extruding complex to a stably bound complex
(either in a loop-enforcing role or when mediating sister-chromatid cohesion) might also be an
efficient way of re-purposing complexes that are already bound to DNA. It is likely that at the onset of
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S phase, “extrusive cohesins” can be converted to “cohesive cohesins” which is a possibly explanation
for CTCF-bound sites often being sites of sister-chromatid cohesion (Mitter et al., 2020).

WAPL: Release of cohesin from DNA

Wings apart-like protein (WAPL) is the release factor of cohesin from DNA. Depletion of WAPL
leads to “vermicelli” chromosomes, i. e. highly condensed chromosomes that look similar to the
condensation mediated by condensin II in early mitosis (Paulson & Laemmli, 1977; Tedeschi et al.,
2013). Furthermore, loss of WAPL leads to a longer residence time of cohesin on DNA as well as to
longer chromatin loops (Kueng et al., 2006).

It binds to the cohesin complex through an interaction with SA1/2 and PDS5, which will then promote
cohesin’s dissociation through the formation of an “exit gate” between RAD21 and SMC3 (Huis in
’t Veld et al., 2014). If cohesin is acetylated at its SMC3 subunit and bound by Sororin in S and G2
phase, it is protected from WAPL, as one of WAPL’s interaction sites is blocked (Schmitz et al., 2007;
Rolef Ben-Shahar et al., 2008; Unal et al., 2008; Nishiyama et al., 2010).

In interphase, CTCF fulfills a similar function as Sororin (as it binds to the same surface) (Y. Li et al.,
2020) and thereby defines the lifetime of a loop: Stalled cohesin at CTCF-bound sites cannot be
exchanged for freely diffusing cohesin and the residence time of cohesin, defined by WAPL, thereby
restricts the lifetime of a loop (Davidson et al., 2019). WAPL is therefore instrumental in regulating
the lifetime of cohesin on DNA, which was shown to be in the range of 8-20min by fluorescence
recovery after photobleaching (FRAP) experiments (Kueng et al., 2006; Tedeschi et al., 2013). Longer-
lived cohesinSA1 complexes have been found that can last up to several hours, however this requires
active stabilization on DNA. The long lifetime is dependent on acetylation of SMC3 by ESCO1 and,
surprisingly, also on CTCF. Depletion of CTCF leads to a decrease in the residence time of this
sub-complex, however, only in the presence of WAPL (Wutz et al., 2020).

Sororin: Promoting sister-chromatid cohesion

Sororin promotes cohesin’s function to hold together the sister-chromatids after replication until
separation in mitosis. Sister-chromatid-sensitive Hi-C (scsHiC) experiments in HeLa G2 cells showed
significantly reduced contacts in trans upon of depletion of Sororin using an AID system, while no
change in cis-contacts was observed (Fig. 1.6). The opposite was shown for NIPBL depletion in those
cells, in line with a role of Sororin in regulating “cohesive cohesin” and NIPBL in regulating “extruding
cohesin” (Mitter et al., 2020).

It is recruited to the complex upon acetylation of the SMC3 subunit (Rolef Ben-Shahar et al., 2008)
and prevents binding of WAPL to PDS5 and thereby release of cohesin from DNA (Rankin et al., 2005;
Schmitz et al., 2007; Nishiyama et al., 2010). However, Sororin has a short residence time on DNA,
indicating that constant release and rebinding is required to ensure cohesion of sister-chromatids
until mitosis (Ladurner et al., 2016). Here, Sororin is phosphorylated and thereby released from the
complex, so that cohesin can be unloaded from DNA by WAPL (Losada et al., 1998; Kueng et al., 2006).
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1.4 Dynamics of chromosome folding processes

Irrespective of the exact nature of the biochemical reactions and molecular players mediating changes
in chromosome structure and the transfer of regulatory information, much of our current knowledge
stems from studies in fixed cells (such as Hi-C andDNA-FISH experiments) that give a snapshot in time
of the conformation of chromosomes. Furthermore, findings must often be interpreted as “ensemble
averages” as 3C techniques require averaging of results from millions of cells. Studies employing
scHi-C, sequential DNA-FISH and polymer modeling have shown that the physical distances of a set of
DNA loci vary substantially from one cell to another within the same cell population or tissue (Nagano
et al., 2013; Giorgetti et al., 2014; Finn & Misteli, 2019). This suggests that if E-P communication
requires physical proximity, it can generally only occur in a subset of cells at any given time. If this
proximity is mediated by loop extrusion, cohesin and regulators of its activity should influence, how
often these windows of opportunity are created and how long they last in time within individual cells.

To study the development of chromosome structure over time, a different set of techniques is therefore
required. In the following, I will introduce polymer modeling and live-cell imaging of chromosomal
loci as well as SMLM to study protein dynamics in live cells as methods that have been used to study
chromosome folding dynamics. I will then summarize the current understanding of the dynamics of
chromosome folding and its interaction partners.

1.4.1 Methods to study dynamics of chromosomes

Classical methods that have been employed to study chromosome dynamics are tagging individual
loci within the DNA, e. g. through the integration of bacterial operator array sequences that can
be visualized by binding of a repressor fused to a fluorescent protein. However, these approaches
were usually limited to be employed in organisms such as yeast, since they require extensive genome
engineering. In mammalian cells, chromosome dynamics have been studied through methods such
as FRAP and fluorescence correlation spectroscopy (FCS) on labeled histones or other DNA-bound
proteins (Cisse et al., 2013; Hansen et al., 2017; Nozaki et al., 2017). Whilst these techniques provided
first insights on the time scales of chromosome folding, they also rely on ensemble averages and cannot
give information about the heterogeneity in the motion of individual molecules. Complementary to
these in vivo approaches, in vitro approaches have hugely contributed to our understanding of the
dynamics of cohesin. Single-molecule imaging of cohesin on DNA first describe dynamical properties,
such as the velocity at which cohesin extrudes loops (Davidson et al., 2019; Y. Kim et al., 2019; Golfier
et al., 2020). However, these measurements were performed on naked DNA, and not on chromatin in
the context of a crowded nuclear environment.

With the advances in genome engineering technologies in mammalian cells and the development
of new labeling and microscopy strategies, new ways of studying chromosome dynamics have been
pioneered that I will summarize in the following. In addition to that, theoretical modeling of dynamics
of chromosome folding have recently led to a better understanding of the polymeric nature of
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chromosomes and what dynamical mechanisms are probable to explain the phenotypes seen in
ensemble-averaged experimental data, such as Hi-C.

Live-cell imaging approaches to study the dynamics of DNA

The first technique that allowed SPT of a chromosomal locus in vivo used an artificial array of Lac
operators (LacO) that were integrated into the genome of yeast. This was then visualized by the
binding of a fluorescently-tagged LacI repressor (LacI) (here with an enhanced green fluorescent
protein (eGFP)) (Robinett et al., 1996; Marshall et al., 1997). This showed for the first time that DNA
undergoes sub-diffusive behavior in vivo and can be influenced by encounters with other nuclear
structures. By now, alternative fluoresecent repressor operator systems (FROSs) have been developed,
such as the Tet operator (TetO)/Tet repressor (TetR) system (Masui et al., 2011; Lucas et al., 2014;
Giorgetti et al., 2016) or the cumate operator (CuO) bound by the CymR repressor (Mullick et al.,
2006; Alexander et al., 2019). However, using these operator array-based systems requires genome
engineering to integrate the arrays. Until the development of clustered regularly interspaced short
palindromic repeats (CRISPR)/Cas9 genome editing, tagging a specific locus with rather large arrays
proved difficult. The development of smaller arrays bound by brighter fluorophores that require less
signal amplification also improved the feasibility of this approach in mammalian cells. The major
advantage of this approach is the high and also constant signal-to-noise ratio (SNR) that can be
achieved, making it the favorable system for studying chromosome dynamics over long periods of
time (Shaban et al., 2020).

Alternatively, the ANCHOR/ParB labeling system can be used (Saad et al., 2014). This system also
requires integration of a small sequence in the genome. However, it does not rely on signal amplifica-
tion through multiple binding events to an array of the DNA sequence. This means that the targeted
sequence is much smaller and therefore more easy to integrate. The signal amplification is achieved
by accumulation of the fluorescently-tagged ParB protein at the integration site. This system was
shown not to disturb other processes on DNA such as transcription at nearby loci (Germier et al.,
2017).

Also, approaches that do not require genome engineering were developed: TALE (Ma et al., 2017)
and CRISPR/dCas9 approaches (B. Chen et al., 2013; Clow et al., 2022) target complimentary guide
sequences to the locus of interest, analogous to their use in genome editing. Since these are catalytically
inactive and fluorescently tagged versions of these proteins, theywill only bind to the locus and thereby
indicated its position. The drawback of these approaches is the low and variable SNR that highly
depends on transfection efficiency. Furthermore, efficient labeling was only achieved at repetitive loci
that could be recognized by the same guides. Table 1.2 summarizes techniques to study chromosome
dynamics with its advantages and drawbacks (van Staalduinen et al., 2023).

All of these techniques confirmed the sub-diffusive behavior of DNA (Zidovska et al., 2013; Germier
et al., 2017; Gu et al., 2018), although some studies also reported seeing super-diffusive motion in
some cases (Levi et al., 2005; Chuang et al., 2006). Coupling these strategies to methods to visualize
nascent RNA allowed to follow E-P interactions and transcription at the same time (Germier et al.,
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Table 1.2: Techniques for visualizingDNA in living cells. Table adapted from Bystricky, 2015; van Staalduinen

et al., 2023.

Advantages Drawbacks References

Fluoresecent repressor operator system (FROS)
Signal amplification possible with SunTag (Peng et al., 2022).

– multiple orthogonal arrays can be
used

– 96 repeats give a sufficient signal
strength

– very consistent SNR across cell
populations

– genome engineering required
(challenging in mammalian cells)

– potential chromatin disruption
and heterochromatin formation

– interferes with transcription

– Alexander
et al., 2019

– H. Chen et

al., 2018
– Masui et al.,
2011

Transcription activator-like effectors (TALE)
Signal amplification possible with quantum dots (Ma et al., 2017).

– no genome editing required
– highly versatile: in any cell type
– labeling of multiple loci simultane-
ously

– restricted to repetitive sequences
– for single loci only in combination
with quantum dots

– design of TALEs very labor inten-
sive

– Ma et al.,
2017

– Popp et al.,
2021

Clustered regularly interspaced short palindromic repeats (CRISPR)/dCas9
Signal amplification used is RNA aptamers (Shechner et al., 2015), SunTag (Tanenbaum et al., 2014),
Casilio (Cheng et al., 2016) and ArrayG (Gustavsson et al., 2022).

– no genome editing required
– highly versatile: in any cell type
– labeling of multiple loci simultane-
ously

– low SNR
– can block transcription
– low homogeneity of transfection
efficiency

– Clow et al.,
2022

– Shechner
et al., 2015

ANCHOR (ParB/INT)
No signal amplification described.

– only small sequence (1 kb) inser-
tion

– multiple ANCHOR systems can be
used simultaneously

– can be used close to
enhancers/intragenic regions

– genome editing required
– not all ANCHOR systems work to
the same extent

– Gabriele et
al., 2022

– Germier et
al., 2017

2017). TF dynamics and the response of a promoter were studied in yeast by combining, DNA and
RNA labeling with SMLM of the TF (see also 1.4.1) (Donovan et al., 2019). Finally these approaches
have been used in combination with new innovative strategies to perturb the chromosome dynamics,
i. e. in this case by “moving” a locus within a living cell through magnetic forces (Keizer et al., 2022).
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Single-molecule localization microscopy: Following protein dynamics on DNA

Single-molecule localization microscopy complements techniques, such as FRAP and FCS, that are
traditionally used to study dynamics of proteins interacting with DNA and infer kinetics at the
molecular scale. In FRAP, a fluorescently labeled protein population is photo-bleached in a small
(often diffraction-limited) area of the nucleus (Axelrod et al., 1976). The recovery of fluorescence in
that area is then observed over time, giving insights on how fast photo-bleached protein in the area
is exchanged for protein from the surrounding. The shape of the recovery curve is fit to a model
to infer the underlying dynamics. This was for example used to study the dynamics of PolII and to
study chromatin-binding kinetics of CTCF and cohesin (Darzacq et al., 2007; Hansen et al., 2017).
In FCS, a point-detector is used to measure how emissions from a diffraction-limited area that has
been illuminated with a focused laser, vary over time (Magde et al., 1972). Based on the fluctuations,
a model can be fit that infers the number of measured molecules in that area. This allows to infer
diffusion kinetics. e. g. also of chromatin-binding events (Plachta et al., 2011). However, both these
techniques are highly model-dependent and only give an estimate of the dynamics of the ensemble
average, although it is likely that binding and diffusion of proteins interacting with DNA is highly
variable and occurs over many different temporal scales (Mazza et al., 2012). In contrast to these
techniques, SMLM can provide information about the heterogeneity in the dynamics as it allows for
tracking of individual molecules over time in their spatial context within the nucleus. It has been
successfully used to study clustering of PolII (Cisse et al., 2013), the search dynamics of CTCF (Hansen,
2020) and condensates formation of PRC1 (Zhen et al., 2016).

To be able to visualize a single protein, SMLM overcomes the limitations classical arising from
the diffraction limit in light microscopy (Abbé, 1873): The single proteins need to be distinguished
from each other and from the background noise. Since single proteins are objects smaller than the
diffraction limit (a few nanometer (nm)) and therefore show a point-spread-function (PSF), i. e. a Airy
function, as a response to the imaging system, SMLM requires a high SNR and sparse detections to
reduce the probability that two molecules are separated by a distance smaller than can be resolved in
light microscopy. In vivo this is usually achieved using sparse localizationmicroscopy (R. E. Thompson
et al., 2002). This can be achieved through labeling only a small subset of the molecules of interest
or using sparse excitation (which is also used in super-resolution techniques as PALM and STORM)
(Betzig et al., 2006; Rust et al., 2006). Recently, tracking of single fluorophores with a resolution
of∼ 1 nm was achieved using the MINFLUX technology: Here, a donut-shaped excitation laser is
positioned in the vicinity of a fluorophore and the emission of the fluorophore is used to reposition
the excitation laser, until the fluorophore is at its center (so that the position of the fluorophore
is defined) and no emission can be detected anymore (Balzarotti et al., 2017). The detection is not
camera-based and relies on far fewer photons to be detected. However, throughput is low as only one
molecule can be followed at a time. This method was recently also used to study kinesin stepping in
vivo (Deguchi et al., 2023; Wolff et al., 2023).

A sparse labeling for SMLM is usually achieved by tagging the endogenous proteins of interest
either with photo-activatable or photo-convertible fluorescent proteins (such as Dendra or EosFP)
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(Wiedenmann et al., 2004; Gurskaya et al., 2006) or with self-labeling peptides, such as the SnapTag
or HaloTag, that can subsequently be covalently bound by a ligand containing a bright organic
fluorophores (Gautier et al., 2008; Los et al., 2008). Both approaches require stochastic labeling, i. e.
either the integrated tag is only expressed on a subset of molecules via translational read-through
or the molecules within the nucleus are labeled with a limiting amount of ligand (H. Liu et al., 2018;
Nora et al., 2020). Compared to sparse excitation, this approach has the advantage that much longer
trajectories can be acquired.

Since in the ideal case, the excitation of a single fluorophore should be detected as a single spot in the
image (resolved from its neighbors), SMLM requires a high excitation power to collect enough photons
from the single emitter. This limits the number of localizations until the emitter is permanently photo-
bleached. Therefore, every SMLM experiment is an optimization problem that tries to maximize
different aspects of the experiment: localization precision, temporal resolution and trajectory length,
all depending on photon budget and the quantum yield of the fluorophore. Depending on the biological
question, one may choose to compromise e. g. the localization precision, defined by the SNR and
the number of photons collected (Bobroff, 1986; R. E. Thompson et al., 2002), for the length of the
trajectory and the sample health. For a more detailed description on parameters that are involved in
designing a SMLM experiment, I refer the reader to the review by Boka et al., 2021.

Polymer modeling of chromosome folding

Many characteristics of chromosome folding can be understood by viewing chromosomes as long
polymer chains (i. e. consisting of millions of monomers) that are confined within the space of the
nucleus. In contrast to that, DNA-binding proteins are relatively small objects that can only affect
their immediate vicinity (i. e. ∼ 1-5 nm) through protein-protein or protein-DNA interactions. In
order for these interactions to take effect and e. g. mediate the exchange of information between
an enhancer and promoter, the two loci of DNA need to be already in very close proximity (in the
nanometer range, see 1.1.5). It is therefore important to understand, how DNA moves in the nucleus
and encounters of loci are achieved within the 3D nuclear space. Polymer simulations have been
instrumental in identifying probable mechanisms that can explain these processes:

Due to the polymeric nature of DNA, the contact probability between two loci that are closely located
in the linear sequence of the genome is higher than of loci that are further apart. Dekker and Mirny,
2016 estimated that if one were to take a melt of polymers corresponding to the size of chromosomes
confined to a spherical space the size of a nucleus, contacts between two loci separated by 1Mb
would be very rare with an average distance of 1.4 µm and a measured Hi-C contact probability of
P (1Mb) ≈ 10−3− 10−4. This would mean that these loci would only interact in a few out of 10,000
cells. However, due to the dynamics of chromosomes, where a monomer in the chain is held back in its
motion by the chain (which e. g. can be modeled as a Rouse polymer), a locus within DNA explores a
smaller volume with a certain characteristic size (estimated 150-300 nm in 100 s). This would facilitate
multiple different contacts in the local vicinity of the locus and would prevent exploration of distant
areas. Such a sub-diffusive behavior has also been observed in live-cell imaging experiments (see 1.4.1)
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(Bronstein et al., 2009; Lucas et al., 2014; Gu et al., 2018).

However, this does not explain, how certain loci distant in the linear genome can interact more
often with each other. Only assuming polymer dynamics, this would mean that an enhancer that is
positioned more than 1 µm from its promoter in physical space would likely never interact within the
length of a cell cycle. Models could show that compartmentalization of DNA at different length scales
can reduce the search time, e. g. organization into chromosome territories can facilitate interactions
within the chromosomes and thereby reduce the time it takes for two loci to interact (Cremer &
Cremer, 2001; Branco & Pombo, 2006; Rosa & Everaers, 2008).

On a smaller (sub-megabase scale), where loci are likely to interact given chromosome dynamics
and compartmentalization, other forces are needed to regulate, which contacts are facilitated and
which are prevented: Here, theoretical modeling preceded even empirical evidence from biological
experiments with the formation of the loop extrusion model (see 1.3.3) (Fudenberg et al., 2016). Such
a mechanistic ensemble approach has the advantage that new mechanisms that alter chromosome
conformations can be tested, resulting in an ensemble of conformations that can be compared to
experimental data (e. g. Hi-C maps) (M. V. Imakaev et al., 2015). It has been used to explore multiple
possible mechanisms to explain chromosome folding patterns, such as a block copolymer model
that takes into account local epigenetic information to explain mammalian interphase Hi-C maps
(Jost et al., 2014) or centromere clustering to explain the conformation of yeast chromosomes in
interphase (Wong et al., 2012). Alternative approaches are the study of well-known structural ensemble
models, such as the random walk, the self-avoiding walk (SAW), equilibrium globules, the fractal
globule or a melt of polymer rings (Grosberg et al., 1988; van den Engh et al., 1992; Grosberg et al.,
1995; Lieberman-Aiden et al., 2009; Vettorel et al., 2009). Comparison of their characteristics with
experimental data, can inform on possiblemechanisms that give rise to the seen chromosome structure
without having to observe their dynamics. Finally, polymer modeling can also be data-driven: These
models use the averaged Hi-C contact maps or DNA-FISH data as input to build spatial models of
chromosomes, either by informing on potential ensembles of single-cell conformations (Giorgetti
et al., 2014) or by building a consensus structure (M. Hu et al., 2013).

In conclusion, polymer modeling can inform on a variety of characteristics of chromosome folding
and, together with mathematical models, has pushed forward our understanding of different aspects
of chromosome organization and the processes that facilitate it. For the sake of brevity, I will not
discuss mathematical models of E-P communication, but I refer the reader to recent studies that
explored hypotheses on how transcriptional bursts are generated (Lammers et al., 2020) and how
this connects with E-P contact probabilities (Xiao et al., 2021; Zuin et al., 2022). Further, they have
allowed us to quantify how regulatory information is processed by E-P models into cell states (Tkačik
& Gregor, 2021).
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1.4.2 Time scales of chromosomal interactions

Until recently, the time scales of chromosomal interactions, especially at the sub-megabase scales,
where E-P communication happens, were incompletely understood. However, since TADs are estab-
lished by the loop-extrusion activity of cohesin, the dynamics of chromosome structure inside a TAD
is expected to be linked to the kinetics of loop extrusion and of CTCF binding.

Based on the topics discussed in the previous sections, I will give an overview of our current know-
ledge of chromosome dynamics: Insights from scHi-C and DNA-FISH studies suggested that the
conformation of the chromatin fiber within a TAD might vary considerably over the timescale of
minutes in living cells (Flyamer et al., 2017; Bintu et al., 2018). Analysis of the motion of genomic
locations (Masui et al., 2011; Germier et al., 2017; Gu et al., 2018; Khanna et al., 2019) or chromatin-
bound proteins (Nozaki et al., 2017) initially suggested that chromatin motion is sub-diffusive and that
promoters or enhancers explore the surrounding nuclear space in a way that might depend on their
activity (Germier et al., 2017; Gu et al., 2018). Only very recently a live-cell imaging study provided
insights into how CTCF and cohesin control the looping dynamics of chromosomal sequences located
close to TAD boundaries. Analysis of the dynamics of pairs of genomic loci in mESC revealed that
cohesin-mediated loops between pairs of convergent CTCF sites last ∼10-30minutes on average
(Gabriele et al., 2022), which is a relatively small fraction of the cell cycle duration. Together with
other recent studies of chromatin motion (Keizer et al., 2022; Brückner et al., 2023), these new results
suggested that windows of opportunities for regulatory exchange might be transient events occurring
as enhancers and promoters explore the nuclear space in the context of a highly dynamic chromatin
fiber. However, it is still unclear, what happens within a TAD: How is the interaction between two
loci influenced by cohesin and CTCF and what are interaction frequencies and duration for linear
separations of the size of a typical loop?

Finally, a series of recent exciting studies based on quantitative microscopy of reconstituted protein
complexes demonstrated that mammalian cohesin indeed extrudes loops of DNA and can be blocked
by CTCF, and even measured rates of extrusion in vitro (∼1 kb/s) (Davidson et al., 2019; Y. Kim et al.,
2019; Golfier et al., 2020). Single-molecule tracking and analysis of protein mobility in vivo (Cattoglio
et al., 2019; Wutz et al., 2020) additionally suggested that cohesin resides on DNA for 8-20minutes on
average. Although cohesin’s binding kinetics to DNA have been studied by FRAP and SMLM, little is
known about the dynamics of the cohesin in living cells when bound to DNA.

1.5 Aim of this thesis

In order to better study how changes in chromosome structure affect transcriptional regulation, we
require an understanding of the dynamics of chromosome folding processes as a great variability
across cells has been reported in single cells. Therefore, the goal of this thesis is a description of the
dynamics of chromosome folding, in particular at the sub-megabase scale, and of its regulators, i. e.
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cohesin and CTCF.With thist thesis, I would like to address questions, such as: How does chromosome
conformation within a TAD evolve in time? How often do genomic sequences meet each other within
the span of a cell cycle and how long do their interactions last? How does this depend on factors
involved in loop extrusion, such as cohesin and CTCF? Finally, what are the dynamics of cohesin on
chromatin and how does it depend on the process it mediates?

To this end, I employed a live-cell imaging approach that allowed me to image tens of random
chromosomal insertions of the TetO array in mESCs in the presence and absence of factors involved
in loop extrusion, such as RAD21, CTCF and WAPL. This revealed global effects on chromosome
folding, such as an effect of cohesin in constraining chromosome motion. Further, I asked, how
interactions of chromosomal loci in cis are affected by cohesin by studying the dynamics of an ectopic
150 kb-sized CTCF loop. Through imaging the temporal dynamics of this loop, I could show that the
interaction frequency and duration are modified by cohesin as well as CTCF and that interactions
between two loci in cis last on average only around 6minutes. My measurements in combination
with polymer simulations also allowed a quantitative estimate of the frequency and duration of the
molecular looped state with a CTCF- and cohesin-mediated loop lasting on average 5-15min. This
work is described in chapter 2.

The notion that cohesin restricts chromosomemotion and thereby facilitates longer andmore frequent
contacts between chromosomal loci in cis can be an effect of its role in sister-chromatid cohesion
or in loop extrusion, respectively, since both these functions enable the formation of chromosome
loops between two strands of DNA. Therefore I asked: Do dynamics of cohesin change depending
on its function (i. e. sister-chromatid cohesin or loop extrusion) and how does this affect the motion
of the bound chromatin fiber? I set out to measure the characteristics of cohesin’s motion on DNA
by performing SPT of cohesin bound to DNA. Simultaneous imaging of DNA loci in the context of
degron systems for regulators of cohesin’s function in either sister-chromatid cohesion (Sororin)
or loop extrusion (NIPBL) allowed me to study how cohesin’s motion depends on the underlying
chromatin fiber motion and how this is altered by depleting either of the aforementioned factors.
Here, both functions of cohesin are shown contribute to its role in constraining chromosome motion.
Furthermore, I could show that the motion of cohesin on DNA is slower than the motion on DNA,
which indicates that the observed motion mostly describes the motion of loop-enforcing or “cohesive”
cohesin. This work is described in chapter 3.
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2. Cohesin and CTCF control the dynamics of chromosome folding

2.1 Abstract

In mammals, interactions between sequences within topologically associating domains enable control
of gene expression across large genomic distances. Yet it is unknown how frequently such contacts
occur, how long they last and how they depend on the dynamics of chromosome folding and loop
extrusion activity of cohesin. By imaging chromosomal locations at high spatial and temporal resolu-
tion in living cells, we show that interactions within topologically associating domains are transient
and occur frequently during the course of a cell cycle. Interactions become more frequent and longer
in the presence of convergent CTCF sites, resulting in suppression of variability in chromosome
folding across time. Supported by physical models of chromosome dynamics, our data suggest that
CTCF-anchored loops last around 10min. Our results show that long-range transcriptional regulation
might rely on transient physical proximity, and that cohesin and CTCF stabilize highly dynamic
chromosome structures, facilitating selected subsets of chromosomal interactions.

2.2 Introduction

In mammalian cells, interactions between chromosomal sequences play important roles in funda-
mental processes such as DNA replication (Marchal et al., 2019), repair (Arnould et al., 2021) and
transcriptional regulation by distal enhancers (Zuin et al., 2022). 3C methods, which measure phy-
sical proximity between genomic sequences in fixed cells, revealed that chromosomal contacts are
organized into sub-megabase domains of preferential interactions known as TADs (Dixon et al.,
2012; Nora et al., 2012) whose boundaries can functionally insulate regulatory sequences (Zuin et al.,
2022). TADs mainly arise from nested interactions between convergently oriented binding sites of
the DNA-binding protein CTCF, which are established as chromatin-bound CTCF arrests the loop
extrusion activity of the cohesin complex (Fudenberg et al., 2016; Y. Li et al., 2020; Nora et al., 2020;
Davidson et al., 2023).

Determining the timing and duration of chromosomal interactions within TADs and their relation-
ship with CTCF and cohesin is key to understanding how enhancers communicate with promoters
(Schoenfelder & Fraser, 2019; McCord et al., 2020). Single-cell analyses of chromosome structure in
fixed cells (Amano et al., 2009; Nora et al., 2012; Giorgetti et al., 2014; Finn et al., 2019), chromosome
tracing experiments (Bintu et al., 2018; Mateo et al., 2019; M. Liu et al., 2020; Huang et al., 2021),
in vitro (Davidson et al., 2019; Davidson et al., 2023; H. Zhang et al., 2023) and live-cell (Hansen
et al., 2017) measurements of CTCF and cohesin dynamics, and polymer simulations (Barbieri et al.,
2012; Giorgetti et al., 2014; Fudenberg et al., 2016), as well as live-cell imaging of chromosomal
locations and nascent RNA (H. Chen et al., 2018; Alexander et al., 2019), all suggested that TADs and
CTCF loops are dynamic structures whose temporal evolution might be governed by the kinetics of
loop extrusion (Hansen et al., 2018). Recent live-cell measurements of a CTCF loop connecting two
opposite TAD boundaries in mESCs provided direct evidence that this is the case, and revealed that
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cohesin-mediated loops between CTCF sites located 500 kilobases (kb) away last 10-30min (Gabriele
et al., 2022). However, it is still unclear if contacts between sequences separated by genomic distances
where enhancers and promoters interact within the same TAD occur on the timescale of seconds,
minutes or hours. We also have little knowledge on whether and how rates and durations of such
contacts are modulated by loop extrusion. We finally do not know if cohesin increases chromosome
mobility and thus favors the encounters between genomic sequences by reeling them into loops, or if
instead it provides constraints that decrease mobility and prolong the duration of such encounters.
Both scenarios have been suggested to be possible theoretically (Lawrimore et al., 2016; Nuebler et al.,
2018), but it is unclear which effect dominates in living cells.

Here we use live-cell fluorescence microscopy to measure chromosome dynamics and its dependence
on cohesin and CTCF in mESCs. By combining two live-cell imaging strategies with polymer
simulations, we reveal that loops extruded by cohesin constrain global chromosomemotion, while also
increasing the temporal frequencies and durations of physical encounters between sequences inside
the same TAD. Convergent CTCF sites substantially stabilize contacts through cohesin-mediated
CTCF-anchored loops that last around 5-15min on average. Our results support the notion that
chromosome structure within single TADs is highly dynamic during the span of a cell cycle and thus
that long-range transcriptional regulationmight rely on transient physical proximity between genomic
sequences. They also reveal how contact dynamics and the temporal variability in chromosome folding
are modulated by cohesin and CTCF in single living cells and provide a quantitative framework for
understanding the role of folding dynamics in fundamental biological processes.

2.3 Results

2.3.1 Cohesin decreases chromosome mobility independently of CTCF

To study how cohesin and CTCF influence the global dynamics of the chromatin fiber independently
of local chromatin state and structural differences, we examined the dynamic properties of large
numbers of random genomic locations in living cells. We generated clonal mESC lines carrying
multiple random integrations of an array of ∼140 repeats of the bacterial TetO sequence using
piggyBac transposition (Cadiñanos & Bradley, 2007). These can be visualized upon binding of TetR
fused to the red fluorescent protein tdTomato. To compare the motion of genomic locations that
either block or allow the loop extrusion activity of cohesin, the TetO array was adjacent to three
CTCF motifs (3×CTCF) that could be removed by Cre-assisted recombination (Fig. 2.1a). Motifs
were selected based on high CTCF enrichment in ChIP-seq and each was confirmed to be bound by
CTCF in nearly 100% of alleles at any time in mESCs using dual-enzyme single-molecule footprinting
(Krebs et al., 2017) (R. Grand and D. Schübeler, personal communication), thus providing a close
experimental representative of an “impermeable” loop extrusion barrier.

3×CTCF-TetO sequences were introduced in mESCs that stably expressed OsTir1 and where the
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2. Cohesin and CTCF control the dynamics of chromosome folding

Figure 2.1: Cohesin slows down chromosome dynamics in living cells. a, Clonal mESC lines containing
random TetO arrays flanked by 3×CTCF motifs and expressing TetR-tdTomato. Constructs were integrated
using piggyBac transposition in mESCs allowing auxin-inducible degradation of GFP-tagged RAD21, WAPL
or CTCF. ITR, inverted terminal repeats. b, Representative images of RAD21-AID-eGFP cells containing
3×CTCF-TetO imaged before or after 90min of auxin treatment (exposure time eGFP and tdTomato: 50ms,
deconvolved, maximum intensity projection, bicubic interpolation, n = 3 replicates). c, Left, time series of
TetR-tdTomato signal over 30min (maximum intensity projection, time interval dt = 10 s, color-coded for
intensity changes over time). Right, magnification with overlay of TetR-tdTomato signal with reconstructed
trajectories of individual TetO arrays. d, Left, cell motion is approximated as the average roto-translational
motion of TetO signals within the same nucleus. Right, MSD averaged over trajectories within one nucleus
(mean±s.e.m.) before (cyan, n = 77) and after (blue, n = 77) cell motion and localization error correction. Green,
radial MSD of pairs of operator arrays within the same nucleus (mean±s.e.m., n = 491 pairs)
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Figure 2.1: continued from previous page: e, Left, MSD (mean±s.e.m.) in mESC lines before (blue, 310 cells,
13,537 trajectories) or after (red, 271 cells, 11,082 trajectories) Cre-mediated removal of 3×CTCF sites. Three
replicates per cell line and three lines per condition were analyzed and merged here and in all following
MSD graphs. P-values (two-sided Student’s t-test) for all panels shown in Extended Data Fig. E2e. Right,
schematic representation of Cre-mediated removal of CTCF sites. f, Left, same as in e but in mESC lines with
3×CTCF-TetO arrays, before (blue, 323 cells, 9,829 trajectories) or after (red, 365 cells, 12,495 trajectories) CTCF
degradation (6 h of auxin treatment). Right, schematic representation of auxin-induced CTCF degradation. g,
MSD (mean±s.e.m.) of 3×CTCF-TetO insertions before (blue, 310 cells, 13,537 trajectories) or after (red, 240
cells, 8,788 trajectories) RAD21 degradation (90min of auxin). h, MSD (mean±s.e.m.) of 3×CTCF-TetO before
(blue, 336 cells, 6,687 trajectories) or after (red, 350 cells, 6,717 trajectories) WAPL degradation (24 h of auxin).
i, Fold changes in generalized diffusion coefficients (D) and scaling exponents (α) in untreated cells compared
with cells where degradation of CTCF, RAD21 and WAPL or removal of CTCF motifs (3×CTCF) occurred.

endogenous Rad21, Wapl or Ctcf genes were targeted with an AID peptide fused to eGFP (Nora
et al., 2017; N. Q. Liu et al., 2021). This resulted in several mESC clones (three per degron condition)
with different sets of genomic insertions of the 3×CTCF-TetO cassette, where over 95% of any of
the AID-tagged proteins could be rapidly depleted upon addition of auxin (Fig. 2.1b and Extended
Data Fig. E1a). This allowed us to study chromosome dynamics following acute depletion of factors
affecting cohesin-mediated chromosome structure (Extended Data Fig. E1b) at previously reported
time points (90min for RAD21 (S. Rao et al., 2017), 6 h for CTCF (Nora et al., 2017) and 24 h for
WAPL (N. Q. Liu et al., 2021)) that minimize secondary effects such as defects in cell-cycle progression
(Extended Data Fig. E1c).

Mapping TetO insertion sites revealed 10-20 insertions per cell line, with on average 1-2 heterozygous
insertions per chromosome without any strong bias towards active or inactive chromatin (Extended
Data Fig. E1d,e). Insertions were on average 10 kb away from the nearest endogenous CTCF binding
sites (Extended Data Fig. E1f). 4C confirmed that insertion of 3×CTCF-TetO cassettes often led to
the formation of ectopic interactions with endogenous CTCF sites, which were lost upon removal of
3×CTCF sites or depletion of RAD21 (Extended Data Fig. E1g,h).

To measure the dynamics of 3×CTCF-TetO insertions, we acquired 3D movies (one z-stack of 10 µm
every 10 s for 30min) using highly inclined and laminated optical sheet microscopy (Tokunaga et
al., 2008) (Fig. 2.1b and Supplementary Video S1). This resulted in ∼270 cells per condition with
over 8,000 trajectories from three clonal lines imaged with 3–4 biological replicates per condition.
Detection and localization of TetO arrays as subdiffraction fluorescent signals (Eichenberger et al.,
2021) enabled reconstruction of trajectories of individual genomic insertions (Fig. 2.1c and Methods).
We then studied their mean squared displacement (MSD) as a function of time after correcting
each trajectory for the confounding effect of cell movement, which we inferred from the collective
displacement of all insertions in each nucleus (Fig. 2.1d, Extended Data Fig. E2a and Methods).
Independently of the degron background, in untreated cells, genomic locations underwent on average
a subdiffusive motion whose anomalous exponent (∼0.6) and generalized diffusion coefficients (D)
(∼1.2×10-2 µm2 s-α) were in line with previous studies of specific genomic loci (Gu et al., 2018; Khanna
et al., 2019) (Fig. 2.1d and Extended Data Fig. E2b). The MSD of radial distances (radial MSD) between
insertions within the same nuclei showed the same scaling although statistics were less robust for
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2. Cohesin and CTCF control the dynamics of chromosome folding

long time intervals due to the shorter trajectories that could be built based on pairwise distances (Fig.
2.1d). Interestingly, removal of 3×CTCF sites (Extended Data Fig. E1g) or degradation of CTCF (6 h
auxin treatment) did not have a significant impact on MSD averaged over all genomic locations nor
on its distribution across trajectories and cells (Fig. 2.1e,f, results for single clones in Extended Data
Fig. E2c, P-values in Extended Data Fig. E2e).

By contrast, acute depletion of RAD21 (90min auxin treatment) led to a significant increase inmobility
both in the presence (Fig. 2.1g) and absence of 3×CTCF sites (Extended Data Fig. E2d), with only
a very minor impact on anomalous exponents (Extended Data Fig. E2b,e, P-values in Extended
Data Fig. E2e). In the presence of wild-type levels of RAD21, generalized diffusion coefficients were
on average ∼30% lower than in depleted cells, where RAD21 levels were low enough to prevent
formation of cohesin-mediated structures (compare with Extended Data Fig. E1b). This outcome was
consistent across three clonal cell lines with different TetO insertion sites and the small differences in
the magnitude of the effect were likely due to location-dependent effects (Extended Data Fig. E2f).
Importantly, the effect was specific for RAD21 degradation as we did not observe any changes in
MSD behavior in control cell lines expressing OsTir1 but no AID-tag (Extended Data Fig. E2g). In
addition, depletion of WAPL (24 h auxin treatment), which results in higher levels of DNA-bound
cohesin (N. Q. Liu et al., 2021), caused a substantial decrease in chromosome mobility (Fig. 2.1h and
Extended Data Fig. E2e). Together, these results indicate that increasing levels of DNA-bound cohesin
decrease chromosome mobility, with only very minor effects (if any) mediated by the presence of
even strong CTCF motifs (Fig. 2.1i).

2.3.2 Loop extrusion can explain reduced chromosome dynamics

We next used polymer simulations to determine if loop extrusion alone could explain the observed
global reduction in chromosome dynamics in the presence of cohesin and minimal effects from CTCF.
We simulated the dynamics of a polymer with excluded volume, with or without loop extrusion and
extrusion barriers whose linear arrangement and orientation were sampled from endogenous CTCF
sites (Fig. 2.2a and Extended Data Fig. E3a). To mimic random insertion of 3×CTCF sites, we also
simulated the same polymers with additional loop extrusion barriers separated by 800 kb which
were inserted at random positions in the polymer (magnified area in Fig. 2.2a). To emphasize their
potential effects on chromosome dynamics, all barriers in the simulations were impermeable to loop
extruders. Every monomer represented 8 kb of chromatin, corresponding to the genomic size of the
TetO array. Simulation steps were approximated to real-time units by matching the time needed for
a monomer to move by its own diameter with the time required by the TetO array to move by its
estimated mean physical size (Methods). We sampled an extremely large range of extruder residence
times and loading rates (4 orders of magnitude each) centered around a residence time of∼30min
and extruder densities of ∼20 per Mb (in line with previous measurements (Cattoglio et al., 2019;
Holzmann et al., 2019)), and using two extrusion speeds corresponding to in vivo and in vitro estimates
(∼0.1 kb s-1 and∼1 kb s-1, respectively) (Davidson et al., 2019) (Fig. 2.2b and Extended Data Fig. E3b).
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Figure 2.2: Loop extrusion generally slows down polymer motion. a, Representative snapshots of
conformations and simulated contactmaps for a polymermodel with excluded volume and increasingly complex
models with loop extruders, extrusion barriers sampled from CTCF motifs within 9Mb on chromosome 15
(Chr15:7–16Mb) and additional randomly distributed extrusion barriers.
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Figure 2.2: continued from previous page: For the system with additional barriers, the contact map is presented
aside withmagnification of the contact map of the systemwithout additional barriers to highlight the differences.
b, Simulated contact maps (with loop extrusion and extrusion barriers) for polymers with two extrusion speeds
(1 kb s-1 and 0.1 kb s-1) and different combinations of extruder loading rates and residence times. The resulting
linear densities of extruders (number per Mb) are shown in the bottom left corner of each contact map. c, Effect
of extruders. MSDs of polymers with (red line) or without (gray dashed line) loop extruders in the absence of
extrusion barriers (loading rate 0.6 (Mb×min)-1 and residence time 5.5min, corresponds to black square in
panel d). Black dashed curve represents α= 0.6 as an eye guide. d, Effect of extruders. Ratios of generalized
diffusion coefficients and anomalous exponents between the two conditions shown in panel c. Black square,
set of parameters whose corresponding MSDs are shown in panel c. e, MSDs of polymers with (blue line) or
without (gray dashed line) both extruders and barriers. Same parameters as in panel c. f, Same as panel d for
cases illustrated in panel e. g, MSDs of polymers with loop extruders in the presence (blue) or absence (red) of
extrusion barriers. Same parameters as in panels c and e. h, Same as panels d and f but for cases illustrated in
panel g. i, MSDs of polymers either with (light blue) or without (red) additional randomly inserted extrusion
barriers. Same parameters as in panels c, e, g. j, Same as panels d, f and h but for cases illustrated in panel i.

In the absence of loop extrusion, the polymer underwent subdiffusive behavior with anomalous
exponent of∼0.6 (Fig. 2.2c), as expected from simple polymers with excluded volume (Dünweg &
Kremer, 1993; Tamm & Polovnikov, 2017; Salari et al., 2022) (see Supplementary Information) and
compatible with our experimental results on random TetO insertions (Fig. 2.1e). Strikingly, in line
with experimentally measured effects of RAD21 (Fig. 2.1g), introduction of loop extrusion led to
lower generalized diffusion coefficients and minor effects on anomalous exponents, independently
of loading rate and residence time (Fig. 2.2c,d), extrusion speed (Extended Data Fig. E3c) or the
presence of extrusion barriers (Fig. 2.2e,f). Interestingly, for extruder residence times of 5.5–11min
and unloading rates corresponding to extruder linear densities of∼20 per Mb, the predicted decrease
in generalized diffusion coefficients was in quantitative agreement with the experimentally observed
value of∼30% (Fig. 2.2d,f; extruder densities as in Fig. 2.2b; compare with Fig. 2.1g). Also, consistently
with WAPL depletion experiments (Fig. 2.1h), increasing extruder residence times systematically
resulted in larger reductions in generalized diffusion coefficients (Fig. 2.2d,f and Extended Data Fig.
E3c).

Importantly, addition of barriers in the presence of loop extrusion led to substantially smaller changes
in polymer dynamics compared with the effect of loop extrusion itself even when probed directly on
the barriers (Fig. 2.2g,h and Extended Data Figs. E3c and E4a,b), in agreement with our experimental
finding that CTCF degradation had no strong effect on MSDs of TetO insertions (Fig. 2.1e,f and
Extended Data Fig. E2c,e). Similarly, insertion of additional barriers had little impact on MSD (Fig.
2.2i,j), thus recapitulating the negligible effect of removal of 3×CTCF sites (Fig. 2.1e). Polymer
simulations thus strongly support the notion that the observed decrease in chromosome mobility
and lack of effects from CTCF is a macroscopic manifestation of the physical constraints imposed by
cohesin in living cells.
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Figure 2.3: Convergent CTCF sites further constrain polymer dynamics. a, Simulated contact maps of a
region spanning the equivalent of 800 kb for a polymer chain without loop extrusion, with loop extruders and
with convergent extrusion barriers separated by the equivalent of 152 kb. b, Radial MSD of the two monomers
separated by the equivalent of 152 kb in the three conditions from panel a. Dashed line is an exponent of 0.2
as a guide to the eye (αr indicates the slope of radial MSDs). Loop extrusion parameters as in Fig. 2.2c. c,
Representative examples of distances between the twomonomers in simulations with or without loop extrusion
and extrusion barriers. The flat stretch in the trajectory with extrusion and barriers corresponds to a loop
anchored by the two barriers.

2.3.3 Cohesin and CTCF constrain the dynamics of sequences in cis

We next asked how cohesin and CTCF impact the reciprocal motion of two genomic sequences
located on the same DNAmolecule. To this aim, we simulated the dynamics of a polymer carrying two
convergent impermeable extrusion barriers mimicking strong CTCF motifs separated by∼150 kb
(Fig. 2.3a). This is comparable to median distances between convergent CTCF sites within TADs
genome-wide in mESCs (141 kb, Methods) and also to the estimated average separation between
enhancers and promoters in human cells (∼160 kb) (Jung et al., 2019). Simulations performed with
extrusion parameters recapitulating the dynamic effects of RAD21 depletion (black square in Fig. 2.2f)
predicted that radial MSDss should be lowest in the presence of loop extrusion and barriers (Fig. 2.3b)
due to the formation of transient loops anchored by the barriers (Fig. 2.3c). Similar to MSDs (Fig.
2.2), radial MSDs should increase upon removal of extrusion barriers and become maximal when
loop extrusion is also removed (Fig. 2.3b).

Importantly, simulations also predicted that scaling exponents of radial MSD curves should be
considerably smaller (∼0.2) than those we previously observed for TetO arrays separated by several
Mb or located on different chromosomes (∼0.6, Fig. 2.1d). This is because correlations in the
motion of two monomers are stronger when they are located closer along the polymer. Indeed,
simulations predicted that scaling exponents fitted from radial MSD curves at short times should
increasewith increasing genomic distance and approach 0.6 for loci separated by severalMb (consistent
with radial MSDs of randomly inserted TetO arrays) (Extended Data Fig. E5a) before saturating to
stationary values at longer times. This holds true also without loop extrusion (theoretical analysis in
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Supplementary Information and simulations in Extended Data Fig. E5b).

To test these predictions, we turned to a live-cell imaging approach allowing us to measure the radial
dynamics of two sequences located within the same TAD, in the presence and absence of cohesin
and/or strong CTCF sites. We engineered mESCs carrying targeted integrations of two orthogonal
operator arrays:∼140×TetO and 120×LacO separated by 150 kb (Fig. 2.4a), which could be visualized
upon binding of TetR-tdTomato and a weak DNA-binding variant of LacI** fused to eGFP (LacI**-
eGFP) (Dubarry et al., 2011). To minimize confounding effects from additional regulatory sequences
such as active genes or enhancers, we targeted the arrays into a 560 kb “neutral” TAD on chromosome
15 where we previously removed internal CTCF sites (Zuin et al., 2022) (Fig. 2.4a). The two operator
arrays were directly adjacent to excisable 3×CTCF site cassettes arranged in a convergent orientation
(Fig. 2.4a). Cell lines were verified by Nanopore Cas9-targeted sequencing (nCATS) (Gilpatrick et al.,
2020) to contain a single copy of each targeting cassette (Extended Data Fig. E5c). We additionally
targeted the endogenous Rad21 locus with a C-terminal HaloTag-FKBP fusion allowing the inducible
degradation of RAD21 upon treatment with dTAG-13 (Nabet et al., 2018) as confirmed by severely
decreased protein levels (>95% after 2 h treatment, Extended Data Fig. E5d).

Capture-C with tiled oligonucleotides revealed that integration of operator arrays themselves did not
lead to detectable changes in chromosome structure (Extended Data Fig. E5e). Convergent 3×CTCF
sites, however, led to the formation of a new CTCF-mediated interaction within the TAD (2.8×
increase in contact probability after correcting the confounding contribution of the wild-type allele)
(Fig. 2.4b), which was lost upon RAD21 depletion along with all other CTCF-mediated interactions
across the locus (Extended Data Fig. E5f).

We imaged cells for 3 h every 30 s in three dimensions (Fig. 2.4c and Supplementary Video S2),
either in the presence or absence of RAD21, and measured distances between the two arrays over
time (Fig. 2.4d, n = 3–7 biological replicates for each condition, on average 220 cells per condition,
Supplementary Table S1 andMethods). Doublet signals corresponding to replicated alleles occurred in
a very minor fraction (3%, Methods) of trajectories, compatible with the late-replication profile of the
“neutral” TAD and the cell-cycle distribution (Extended Data Figs. E5g and E6a). In these cases, only
trajectories that were initially closest across channels were considered. After correction of chromatic
aberrations (Methods and Extended Data Fig. E6b), we estimated our experimental uncertainty on
radial distances to be∼130 nm by measuring pairwise distances in control cells where multiple TetO
insertions were simultaneously bound by both TetR-tdTomato and TetR-eGFP (Extended Data Fig.
E6c–e).

In agreement with model predictions for locations separated by 150 kb, radial MSDs of the two arrays
showed scaling exponents close to 0.2, much smaller than those observed with randomly inserted
TetO arrays (Extended Data Fig. E7a,b). Also in line with model predictions (Extended Data Fig. E5a),
presence of RAD21 and 3×CTCF sites led to the most constrained radial mobility, whereas RAD21
degradation and deletion of CTCF sites resulted in the least constrained motion (Extended Data Fig.
E7c). These measurements thus verified the model prediction that genomic sequences located at short
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Figure 2.4: Cohesin and CTCF reduce variability in chromosome folding dynamics. a, Top, insertion of
TetO and LacO arrays separated by 150 kb within a “neutral” TAD on chromosome 15 in mESCs. Flanking
3×CTCF sites can be excised by Cre and Flp recombinases. Arrays are visualized by binding of LacI**-eGFP
and TetR-tdTomato, respectively. Bottom, tiled Capture-C map (6.4 kb resolution) and genomic datasets in
mESCs in a region in 2.6Mb surrounding the engineered TAD. Capture-C was performed in cells where arrays
were flanked by 3×CTCF sites. Dashed lines, positions of LacO and TetO insertions. b, Capture-C maps in
mESC lines with (left) or without (middle) 3×CTCF sites flanking TetO and LacO arrays, and differential map
(right, +3×CTCF versus -3×CTCF, Methods) highlighting interactions formed between convergent 3×CTCF
sites (arrows).
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2. Cohesin and CTCF control the dynamics of chromosome folding

Figure 2.4: continued from previous page: c, Top, representative fluorescence microscopy images of mESCs
with 3×CTCF-LacO and TetO-3×CTCF insertions. Bottom, magnified view with time series overlay of
LacI**-eGFP and TetR-tdTomato signals (exposure time 50ms, deconvolved, maximum intensity projection,
bicubic interpolation). d, Representative trajectories of TetO-LacO radial distances with or without convergent
3×CTCF sites, either before or after degradation of RAD21 (2 h of dTag-13) (dt = 30 s). e, Distribution of
TetO-LacO radial distances in the four experimental conditions (+3×CTCF sites/+RAD21: n = 152 cells, 4
pooled replicates; -3×CTCF sites/+RAD21: n = 214 cells, 4 pooled replicates; +3×CTCF sites/-RAD21: n = 248
cells, 7 pooled replicates; -3×CTCF sites/-RAD21: n = 277 cells, 6 pooled replicates). f, Distributions of variance
over mean within single trajectories across the four experimental conditions (no. of cells as in panel e). Boxes,
lower and upper quartiles (Q1 and Q3, respectively). Whiskers denote 1.5× interquartile region (IQR) below
Q1 and above Q3. P-values are calculated using two-sided Kolmogorov–Smirnov test. NS, not significant;
∗∗ = p < 0.01, ∗ ∗ ∗∗ = p < 0.0001. Exact P-values can be found in Supplementary Table S2. Outliers are
not shown. g, Distribution of jump step size (changes in TetO-LacO radial distance) across increasing time
intervals for the four experimental conditions (no. of cells as in panel e). Boxes, lower and upper quartiles (Q1
and Q3, respectively). Whiskers, 1.5×IQR below Q1 and above Q3. Outliers are not shown.

distances (150 kb) experience stronger physical constraints than sequences located at larger genomic
distances (Gabriele et al., 2022) (Fig. 2.1 and Extended Data Fig. E7b), and that loop extrusion provides
constraints that are further reinforced by convergent CTCF sites.

Consistently with their more constrained radial MSD behavior, we finally observed that distances
between TetO and LacO signals were smallest in the presence of convergent CTCF sites and cohesin.
In these conditions, distances between TetO and LacO arrays tended to remain close to the∼130 nm
experimental uncertainty with only occasional fluctuations toward larger values in the course of the
3 h of imaging (Fig. 2.4d,e). Removal of 3×CTCF sites led to increased radial distances and variability
within single trajectories, which were further increased upon degradation of RAD21, irrespective of
the presence or absence of CTCF sites (Fig. 2.4d,e and Supplementary Video S3). Thus, constraints
imposed by extruding cohesin and convergent CTCF sites reduce not only average physical distances
between sequences but also their variability in time (Fig. 2.4f), also supported by analysis of distance
changes (jumps) as a function of time (Fig. 2.4g).

Finally, to test whether the effects of cohesin on chromosome motion would be different in the
presence of active transcription at nearby locations, we measured looping dynamics this time in a
parental mESC line before the removal of resistance cassettes. In this line, both the TetO and LacO
arrays were immediately flanked by mouse Pgk1 promoters (Adra et al., 1987) driving the transcription
of resistance genes (Extended Data Fig. E6f,g). In line with previous studies (Germier et al., 2017;
Nozaki et al., 2017), we found that active transcription led to slightly decreased radial MSD. Cohesin
depletion resulted in similar amounts of increased radial mobility irrespective of the presence or
absence of active promoters (Extended Data Fig. E7c).

2.3.4 Chromosomal contacts are transient

We next set off to quantify changes in distances over time and determine whether despite the experi-
mental uncertainty on 3D distances (Extended Data Fig. E6e) we could observe transitions between
two states: a “proximal” state with small radial distances (presumably including cohesin-mediated
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loops between convergent CTCF sites), and a generic “distal” state with larger spatial distances corre-
sponding to other configurations of the chromatin fiber. This was motivated by the expectation that
any polymer with site-specific attractive interactions, such as those mediated by cohesin at convergent
CTCF sites, should in principle result in two-state thermodynamic behavior. We thus fitted a two-state
hiddenMarkovmodel (HMM) on the ensemble of trajectories obtained in cells where both convergent
3×CTCF sites and RAD21 were present (Fig. 2.5a,b). Interestingly, distances in the proximal state
inferred by HMM largely overlapped with those detected on perfectly colocalizing signals in control
experiments where TetR-eGFP and TetR-tdTomato were bound to the same set of randomly inserted
TetO arrays (149 versus 130 nm on average, respectively) (Fig. 2.5b and Extended Data Fig. E6e).
The proximal state thus corresponds to configurations of the chromatin fiber where the two arrays
were in very close physical proximity, also including (but not restricted to) cohesin-mediated loops
between CTCF sites. For simplicity, we refer to the proximal state interchangeably as “contact”,
without implying a direct molecular interaction between the two DNA fibers. Radial distances in the
distal state (288 nm on average) instead were similar to those measured in cells where both CTCF
sites had been removed (291 nm ) (Extended Data Fig. E8a,b). Thus, the distal state largely overlapped
with chromosome conformations where specific cohesin-mediated CTCF loops were lost.

We next fitted the HMM to all experimental conditions while keeping the same proximal state as in
cells with 3×CTCF sites and RAD21 (Fig. 2.5a). This showed that in the presence of RAD21, the LacO
and TetO arrays spent∼78% of the time in contact (that is, in the proximal state) when 3×CTCF sites
were present. This was 2.3× higher than the 33% of time they spent in contact when the 3×CTCF
sites were removed (Fig. 2.5c), in agreement with the corresponding 2.8-fold difference in contact
probability inferred from Capture-C (Fig. 2.4b). The fraction of time spent in contact decreased
markedly upon depletion of RAD21 to∼23% in the presence of 3×CTCF sites and 11% in the absence
(Fig. 2.5c). Both the average duration of contacts and their rate of formation were maximal in the
presence of RAD21 and 3×CTCF sites, where they lasted around 16min and reformed every 5min
on average (Fig. 2.5d,e). Contacts became substantially shorter (6min) and rarer (one every 10min)
when 3×CTCF sites were removed, and even more so upon RAD21 depletion (lasting 2min and
occurring every 22min on average). Interestingly, these results were not affected by the presence
of actively transcribed promoters in the immediately flanking regions (Extended Data Fig. E8b–f),
in line with the lack of changes in contact probability measured in Capture-C (Extended Data Fig.
E6g). Thus, both cohesin and CTCF impact both the duration and the probability of formation of
chromosomal contact events between loci separated by 150 kb within an “empty” TAD.
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Figure 2.5: Cohesin and CTCF control contact dynamics inside a TAD. a, Representative trajectories
of radial distance (gray) and occurrences of the proximal state called by HMM (colored bars). The HMMwas
fitted on data with convergent 3×CTCF sites and RAD21 (top left) to find the proximal state which was then
imposed on the other three samples. b, Left, radial distance distribution in cells with convergent 3×CTCF
sites and RAD21 overlaid with those of proximal and distal states called by HMM on the same sample. Right,
same as in the left panel but normalized and with the additional display of the distance distribution from a
control cell line where TetO and LacO signals perfectly co-localize. c, Fraction of time spent in the proximal
state called by HMM in the four experimental conditions (no. of replicates as indicated in Fig. 2.4e). Shown are
averages across experimental conditions; error bars represent bootstrapped (n = 10,000) standard deviations.
d, Average durations of proximal states (mean±95% confidence interval (CI), n = 680 (-3×CTCF/+RAD21);
n = 287 (+3×CTCF/+RAD21); n = 268 (-3×CTCF/-RAD21); n = 114 (+3×CTCF/-RAD21)). P-values (two-
sided Kolmogorov–Smirnov): ∗ = p < 0.05, ∗∗ = p < 0.01, ∗ ∗ ∗ = p < 0.001, ∗ ∗ ∗∗ = p < 0.0001. Exact
P-values can be found in Supplementary Table S2. e, Average rates of contact formation—time elapsed between
the end of a proximal state and the beginning of the next (mean±95% CI, n = 726 (-3×CTCF/+RAD21); n = 323
(+3×CTCF/+RAD21); n = 268 (-3×CTCF/-RAD21); n = 138 (+3×CTCF/-RAD21)). P-values as in panel d.

To understand if these results could be rationalized in terms of loop extrusion, we compared them
with polymer simulations with convergent impermeable loop extrusion barriers separated by∼150 kb.
Simulations were performed using loop extrusion parameters spanning a finer-grained 25-fold range
around experimentally realistic values that reproduced the dynamic effect of RAD21 degradation
(compare with Fig. 2.2d, black square) and with both in vitro and in vivo estimates of extrusion speeds
(Cattoglio et al., 2019; Davidson et al., 2019). In a large region of the parameter space, distances
between convergent barriers were bimodally distributed, supporting the expectation that the polymer
can be approximated as a two-state system (Extended Data Fig. E9a). To allow direct comparison
with experimental distance-based HMM states, we applied random errors matching experimental
uncertainty levels to radial distances generated by the models (Extended Data Fig. E9b). We called
proximal and distal states using the same HMM strategy as with experimental data. Importantly, for a
large number of parameter combinations, distances in the proximal state largely overlapped with the
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corresponding distribution observed experimentally in the presence of convergent CTCF sites and
cohesin (Extended Data Fig. E9c and Supplementary Fig. S3a).

We then compared the distance, duration and fraction of time spent in the proximal state with those
experimentally observed in the presence of RAD21 with or without 3×CTCF sites. We found that
their similarity was maximal for extruder densities ranging from 8 to 32 per Mb (Supplementary Fig.
S3e) and residence times of 2.8–11min, with extrusion speeds of both 0.1 and 1 kb s-1, all of which
were in the range of previous estimations of experimental values (Hansen et al., 2017; Cattoglio et al.,
2019; Davidson et al., 2019; Wutz et al., 2020) (Fig. 2.6a and Extended Data Fig. E9d). Considering the
five best-matching scenarios (red- and yellow-marked values in Fig. 2.6a), the two locations spent
45–55% of the time in the proximal state with an average contact duration of around 10–17min,
which reduced to 18% and 8min in the absence of extrusion barriers (Fig. 2.6b,c). Similar to the effects
observed experimentally upon depletion of RAD21, decreasing extruder densities (for example, by
decreasing loading rates) led to decreased fractions of time and shorter durations of the proximal state
(Fig. 2.6d,e, shown for the best case, general trends in Supplementary Fig. S3d). Thus, the duration and
the fraction of time spent in the proximal state, and most importantly how these quantities change
upon removing cohesin and/or CTCF sites, can be understood in terms of a simple loop extrusion
model.

The HMM-based proximal state likely provides an overestimation of the duration of underlying
CTCF-CTCF loopsmediated by stalled cohesins, since it also contains a fraction of CTCF-independent
proximity events that cannot be distinguished from loops. To estimate the duration and times the
two loci spent in a cohesin-mediated CTCF-CTCF looped conformation, we quantified occurrences
in the simulated polymer where the two monomers formed the base of an extruded loop (Fig. 2.6f
and Methods). As expected, these events were rarer and shorter than contacts detected by HMM
on polymer simulations (Fig. 2.6b,c), with two monomers spending ∼20–31% of time at a loop
base for 5–15min on average in the presence of extrusion barriers (Fig. 2.6g,h). Finally, transient
cohesin-dependent loops that are not stabilized by CTCF sites should occur much more rarely (1–3%
of the time) and lasted less than a minute on average (Fig. 2.6g,h). Comparison of polymer simulations
with HMM states thus suggests that the dynamics of chromosome contacts detected at a range of
150 nm are generated by faster and rarer cohesin-mediated CTCF loops (Fig. 2.6i).
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Figure 2.6: Estimation of frequency and duration of cohesin-mediated CTCF loops. a, Levels of
agreement between simulations and experimental data as a function of loop extrusion parameters (here shown
with extrusion speed 1 kb s-1). The score represents the deviations of the distance, duration and fraction of
time spent in the proximal state with those experimentally observed in the presence of RAD21 with or without
3×CTCF sites (Methods). Magenta square, parameter set maximizing the agreement with experimental values.
Yellow squares, four additional second-best parameter sets. b, Fraction of time spent in the proximal state
called by HMM on simulations with the five best-matching parameters (magenta and yellow squares in panel
a for +Extruder case, Methods). c, Average duration (mean±95% CI) of proximal state called by HMM on
simulations with the five best-matching parameters. d, Fraction of time spent in the proximal state called
by HMM on simulations (over n = 15,880 time points) for the best-matching parameter set in the presence
of extruders (+) or low levels (-) of extruders, either with or without extrusion barriers. Shown are averages
across experimental conditions; error bars represent bootstrapped (n = 10,000) standard deviations. e, Average
duration of the proximal state (mean±95% CI, over n = 15,880 time points) either in the presence of extruders
(+) or low levels of extruders (-), either with or without extrusion barriers. Two-sided Kolmogorov–Smirnov
P-values can be found in Supplementary Table S2. f, Representative trajectories of radial distances (gray),
contact states called by HMM (full bar) and looped states in the underlying polymer conformations (striped
bars) from +Extruders/+Barriers (top) and +Extruders/-Barriers simulations (bottom) with best-matching
parameters (magenta square in panel a). g, Fraction of time spent in the looped state based on simulations with
the five best-matching parameters. h, Average duration of the looped state based on simulations with the five
best-matching parameters (mean±95% CI). i, Scheme summarizing the durations of proximal and looped states
in the presence and absence of 3×CTCF sites. a.u., arbitrary unit; sim, simulation.
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2.4 Discussion

Our study provides quantitative measurements of chromosome folding dynamics in living cells and
reveals how they are controlled by cohesin and CTCF. Two experimental strategies allow us to
minimize biological variation from specific regulatory and structural genomic contexts and enable
direct comparison with polymer models. By studying large numbers of random genomic locations,
we average over local differences in chromosome mobility and reveal the global dynamic effects of
cohesin. By visualizing and manipulating two locations within a “neutral” genomic environment,
we unravel how cohesin and CTCF impact chromosome looping within a single TAD. We show
that although higher extrusion speeds could in principle result in increased chromosome motion
(Extended Data Fig. E9e,f), physiological extrusion rates rather generate transient constraints that
decrease chromosome dynamics, in line with previous measurements of histone mobility (Nozaki
et al., 2017). Similar to previous reports (Szabo et al., 2020), we observe that constraints introduced
by cohesin reduce spatial distances between genomic sequences in cis and increase the chances that
they interact. We now, however, reveal that this entails an increase in both the rate of formation and
the duration of contacts. Convergently oriented high-affinity CTCF motifs lead to higher contact
frequencies and substantially longer contact durations, somewhat similar to the effect of insulator
elements in Drosophila (H. Chen et al., 2018). Comparison with polymer simulations reveals that
in mESCs this can be understood in terms of stalling of loop-extruding cohesins. This observation
also suggests that asymmetries in contact patterns established by CTCF motifs genome-wide might
also lead to temporal asymmetries in physical interactions, notably between regulatory sequences.
We additionally observe that constraints introduced by cohesin and CTCF sites lead to reduced
temporal variability in physical distances, arguing that loop extrusion increases the reproducibility of
chromosome folding at selected genomic sites.

Our study also provides estimates of the frequency and duration of chromosomal contacts at genomic-
length scales that represent enhancer–promoter communication genome-wide. In our study, contacts
are defined by physical distances (∼150 nm ) that might be comparable to those where signals arise
in 3C methods (McCord et al., 2020). For sequences separated by 150 kb, such contacts assemble
and disassemble over minutes. This provides many opportunities in a single cell-cycle for regulatory
sequences in a TAD to contact each other, and suggests that long-range regulation by distal enhancers
might rely on transient interactions. We note that despite accurate correction of chromatic aberrations,
shorter-range and thus potentially faster proximity events remain inaccessible in our experimental
set-up (Brandão, Gabriele, et al., 2021). Estimates based on comparison with polymer simulations
further suggest that cohesin-mediated interactions between convergent CTCF sites might last around
5–15min on average and at least for sequences located 150 kb apart occur around 27% of the time.
This is in good agreement with recent estimates of the duration of a 500 kb loop in mESCs (10–30min
on average) (Gabriele et al., 2022), which, however, occurs more rarely (3.5–6% of the time). This is in
line with the predictions from polymer simulations that increasing the genomic distance between
convergent CTCF sites should substantially decrease the frequency of CTCF-mediated interactions,
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but not their duration (Extended Data Fig. E10). Taken together, our data establish firm quantitative
bases for understanding the dynamics of chromosome folding within TADs and provide temporal
constraints for mechanistic models of chromosome structure and its impact on fundamental biological
processes such as long-range transcriptional regulation.

2.5 Methods

Culture of embryonic stem cells

All cell lines are based on E14 mouse embryonic stem cells mESCs. E14 CTCF-AID-eGFP (clone
EN52.9.1) were published in Nora et al., 2017. E14 WAPL-AID-eGFP and E14 RAD21-AID-eGFP
were published in N. Q. Liu et al., 2021. The latter were kindly provided by Elzo de Wit (Netherlands
Cancer Institute). All cell lines for the dual array imaging approach are based on the double-CTCF
knockout cell line described in Zuin et al., 2022. Cells were cultured on gelatin-coated culture plates
in Glasgow Minimum Essential Medium (Sigma-Aldrich, G5154) supplemented with 15% foetal calf
serum (Eurobio Abcys), 1% L-Glutamine (Thermo Fisher Scientific, 25030024), 1% Sodium Pyruvate
MEM (Thermo Fisher Scientific, 11360039), 1%MEMNon-Essential Amino Acids (Thermo Fisher
Scientific, 11140035), 100 µM β-mercaptoethanol (Thermo Fisher Scientific, 31350010), 20U/ml
leukemia inhibitory factor (Miltenyi Biotec, premium grade) in 8% CO2 at 37 °C. Cells were tested for
mycoplasma contamination regularly and no contamination was detected. After genome engineering
and for Hi-C, Capture-Hi-C, 4C, Western Blot and imaging experiments, cells were cultured in
standard E14 medium supplemented with 2i (1 µM MEK inhibitor PDO35901 (Axon, 1408) and
3 µM GSK3 inhibitor CHIR 99021 (Axon, 1386)). For live-cell imaging experiments, cells were
cultured in Fluorobrite Dulbecco’sModified EagleMedium (DMEM) (Gibco, A1896701) supplemented
with 15% foetal calf serum (Eurobio Abcys), 1% L-Glutamine (Thermo Fisher Scientific, 25030024),
1% Sodium Pyruvate MEM (Thermo Fisher Scientific, 11360039), 1% MEMNon-Essential Amino
Acids (Thermo Fisher Scientific, 11140035), 100 µM β-mercaptoethanol (Thermo Fisher Scientific,
31350010), 20U/ml leukemia inhibitory factor (Miltenyi Biotec, premium grade) andwith 2i inhibitors
(1 µMMEK inhibitor PDO35901 (Axon, 1408) and 3 µMGSK3 inhibitor CHIR 99021 (Axon, 1386)).

Generation of mESC lines carrying random integrations of TetO arrays

To generate clonal cell lines carrying random integrations of the TetO array in the degron cell lines
(E14 Rad-AID-eGFP, E14CTCF-AID-eGFP and E14WAPL-AID-eGFP), 0.5x106 cells were transfected
with 2 µg PB-3xCTCF-TetO vector, 200 ng PB-TetR-tdTomato and 200 ng pBroad3_hyPBase_IRES_
tagRFPt (Redolfi et al., 2019) with Lipofectamine3000 (Thermo Fisher Scientific, L3000008) according
to the manufacturer’s recommendations. Cells were cultured in standard E14 medium for 5 days and
subsequently sorted by fluorescence activated cell sorting (FACS) for fluorescent emission at 581 nm
(tdTomato) on 96 well-plate to isolate clonal lines. Sorted cells were kept for 2 days in standard E14
medium supplemented by 100 µg/µl primorcin (InvivoGen, ant-pm-1) and 10 µMROCK inhibitor
(STEMCELL Technologies, Y-27632). 10 days after sorting the plates were duplicated by detaching
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with accutase (Sigma Aldrich, A6964) and re-seeding in full E14 culture medium. 1/3 of the cells were
replated onto Corning High-Content Imaging Glass BottomMicroplates (96-well, Corning, 4580).
2 days after reseeding, clonal lines were screened by microscopy for >10 insertions of TetO/cell
and a good SNR. Selected clones were expanded and genotyped by PCR for the absence of random
integration of the PiggyBase itself. Primers used for genotyping are listed in Supplementary Table S3.

Generation of dual array (TetO-LacO) mESC line

Integration of the TetO array into the genomic locus on chr15:11,647,372: The vector containing the
gRNA sequence was available from a previous study (PX459-chr15-gRNA/Cas9 (Zuin et al., 2022)).
The gRNA sequence can be found in Supplementary Table S3. E14 mESC already containing a
double-knockout for CTCF sites (clone D6 in Zuin et al., 2022) were transfected with the targeting
vector pMK-3xCTCF-TetO-Rox-PuroR-Rox and the gRNA vector PX459-chr15-gRNA/Cas9 using
nucleofection with the Amaxa 4D-Nucleofector X-Unit and the P3 Primary Cell 4D-Nucleofector X
Kit (Lonza, V4XP-3024 KT). 2x106 cells were nucleofected with 1 µg TetO targeting vector and 1 µg
of PX459-chr15-gRNA/Cas9) as described above and treated with 1 µg/ml of puromycin (InvivoGen,
ant-pr-1) 48h after transfection for 3 days to select cells for insertion of the TetO cassette. Cells were
then cultured in standard E14 medium for additional 7 days and subsequently sorted by FACS on 96
well-plate as described above to isolate clonal lines. 10 days after sorting the plates were duplicated by
detaching with accutase (Sigma Aldrich, A6964) and re-seeding in full E14 culture medium. Genomic
DNA was extracted on plate by lysing cells with lysis buffer (100mM Tris-HCl pH 8.0, 5mM EDTA,
0.2% SDS, 50mM NaCl and 1mg/ml proteinase K (Macherey-Nagel, 740506) and 0.05mg/ml RNase
A (Thermo Fisher Scientific, EN0531) and subsequent isopropanol precipitation. Individual cell lines
were analyzed by genotyping PCR to determine heterozygous insertion of the TetO cassette. Cell
lines showing the corrected genotype were selected and expanded. Primers used for genotyping are
listed in Supplementary Table S3. Targeted nanopore sequencing with Cas9-guided adapter ligation
(Gilpatrick et al., 2020) (as described below) was performed on expanded clones to confirm single-copy
insertion of the TetO cassette. Clone 2G5 was used for further engineering.

Integration of the LacO array into the genomic locus on chr15:11,496,908: The gRNA sequence for
the CRISPR/Cas9 knock-in of the LacO cassette was designed using the online tool https://eu.idt
dna.com/site/order/designtool/index/CRISPR_SEQUENCE and purchased fromMicrosynth AG.
The gRNA sequence can be found in Supplementary Table S3. The gRNA sequence was cloned into
the PX330 plasmid (Addgene, #58778) using the BsaI restriction site. The clonal line carrying the
TetO cassette (clone 2G5) was transfected with the targeting vector pUC19-ITR-NeoR-ITR-3xCTCF-
LacO and the gRNA vector pX330-chr15_LacO_gRNA/Cas9 using nucleofection with the Amaxa
4D-Nucleofector X-Unit and the P3 Primary Cell 4D-Nucleofector X Kit (Lonza, V4XP-3024 KT)
as described for the Tir1 integration. 48 hours after transfection, 250 µg/ml of G418 (InvivoGen,
ant-gn-1) was added to the medium for 3 days to select cells for insertion of the LacO cassette. Cells
were sorted and genotyped as described for the TetO integration. Primers used for genotyping are
listed in Supplementary Table S3. Cell lines showing the corrected genotype were selected and
expanded. Expanded clones were transiently transfected with 200 ng PB-TetR-tdTomato and 200 ng
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PB-LacI**-eGFP using Lipofectamine3000 according to the manufacturer’s instructions (Thermo
Fisher Scientific, L3000008) and 2 days after transfection validated for heterozygous insertion of
the LacO cassette on the same allele as the TetO by microscopy. Targeted nanopore sequencing
with Cas9-guided adapter ligation (as described below) was performed on correct clones to confirm
single-copy insertion of the LacO cassette. Clone 1F11 was used for further engineering.

To visualize the operator arrays in live-cell imaging and remove the puromycin resistance gene used
for selection during integration, 0.5x106 E14 TetO-LacO cells (clone 1F11) were transfected with
200 ng PB-TetR-tdTomato, 200 ng PB-LacI**-eGFP and 200 ng pBroad3_hyPBase_IRES_tagRFPt
(Redolfi et al., 2019) with Lipofectamine3000 (Thermo Fisher Scientific, L3000008) according to the
manufacturer’s instructions. 7 days after transfection the cells were sorted (as described previously)
for fluorescent emission at 507 nm (eGFP) and 581 nm (tdTomato). Sorted cells were cultured and
genotyped as described for the random TetO integration. Primers used for genotyping are listed
in Supplementary Table S3. Cell lines showing the corrected genotyping pattern were selected and
expanded and a good and comparable SNR was selected for by microscopy. Clones 1B4 (+PuroR) and
2C10 (-PuroR) were used for further engineering.

Live-cell imaging

35mm glass-bottom dishes (Mattek, P35G-1.5-14-C) were coated with 1-2 µg/ml Laminin (Sigma-
Aldrich, L2020) in PBS at 37°C overnight. Cells (1x106) were seeded in Fluorobrite medium (as
described above) 24 h before imaging. For targeted degradation of RAD21, WAPL or CTCF in the
degron cell lines, the medium was exchanged to medium containing 500 µM auxin (Sigma-Aldrich,
I5148-2G) at the respective time required for complete degradation of the protein target prior to
imaging (RAD21: 90min, WAPL: 24 h, CTCF: 6 h). For targeted depletion of RAD21 using the FKBP
degron system (dual array cell lines), cells were cultured in Fluorobrite medium containing 500 nM
dTAG-13 (Sigma-Aldrich, SML2601-1MG) 2 h prior to imaging.

For fixed cell measurements to estimate the localization error, 1x106 cells were seeded onto Mattek
dishes and incubated for 24 h at 37 °C, 8%CO2. The medium was removed and the cells were fixed
in 4% paraformaldehyde (Electron Microscopy Sciences, 15710) in PBS for 10min at RT. The cells
were washed three times in PBS and Fluorobrite medium was added to the Mattek dish to achieve
comparable background fluorescence levels.

Cells were imaged with a Nikon Eclipse Ti-E inverted widefield microscope equipped with a Total
Internal Reflection Microscopy iLAS2 module (Roper Scientific), a Perfect Focus System (Nikon) and
motorized Z-Piezo stage (ASI) using a CFI APO TIRF 100 x 1.49 NA oil immersion objective (Nikon).
The microscope was operating in highly inclined and laminated optical sheet (HILO) mode (Tokunaga
et al., 2008). Excitation sources were a 488 nm , 200mW Toptica iBEAM SMART laser and a 561 nm
200mW Coherent Sapphire laser. Images were collected on two precisely aligned back-illuminated
Evolve 512 Delta EMCCD cameras with a pixel size of 16 µm x 16 µm (Photometrics). Cells were
maintained at 37 °C and 8% CO2 using an enclosed microscope environmental control setup (The
BOX and The CUBE, Life Science Instruments). Before the acquisition of movies for the dual-array
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set-up, TetraSpeck™Microspheres, 0.1 µm beads (Thermo Fisher Scientific, T7279) were imaged
to allow for correction of chromatic aberrations during image processing and analysis. Movies for
measurement of random TetO integrations in degron cell lines were acquired every 10 s (exposure
time: 50ms) in 34 z-planes (10 µm stack, dz = 300 nm ) with the Visiview software (Visiview 4.4.0.12,
Visitron). Images for measurement of cell lines with the dual array set-up were acquired every 30 s,
with an exposure time of 50ms, respectively, each in a sequential mode with 21 z-planes (6 µm stack,
dz = 300 nm ). For the measurement of the time it takes the operator arrays to displace by its own
size, images were acquired continuously on a single focal plane over 10 s every 0.1 s with exposure
times of 50ms.

Image processing

Raw imageswere deconvolved using theHuygens RemoteManager and a classicalmaximum likelihood
estimation algorithm with a theoretical point-spread-function. The initial signal-to-noise ratios were
estimated from the images and images were deconvolved until one of the following stopping criteria
was reached: The maximum number of iterations was performed (for random integrations: 20 cycles,
for tdTomato and eGFP; in dual-color set-up: 15 cycles for tdTomato signal, for GFP signal: 5 cycles)
or a quality change criterion below 0.001 was returned. Representative image series shown in the main
figures were deconvolved as described above, adjusted to display the same brightness and contrast
and interpolated using a bicubic interpolation. Movies were corrected for bleaching over time using
an exponential fit. The 2D projection of intensity changes over time was created using the Temporal
Color Code in Fiji v. 2.0. (https://github.com/fiji/fiji/blob/master/plugins/Scripts/Image/Hyperstack
s/Temporal-Color_Code.ijm).

Spot detection and localization of multi operator data

Our field of view typically contains approx. 25 mESC nuclei. Despite the fact that our mESC lines
are clonal, background nuclear fluorescence intensities in each cell can vary substantially. This poses
challenges to conventional threshold-dependent algorithms for spot detection and localisation which
perform unevenly across cells with different background intensities. To overcome these limitations,
we implemented a two steps procedure for 3D spot detection and localisation. To detect spots, we used
deepBlink v. 0.1.1 (Eichenberger et al., 2021), a convolutional neural network-based spot detection
and localization algorithm in 2D, which has been shown to be able to deal with different background
intensities and to detect spots in a threshold independent manner. To enhance our detection efficiency,
we employed custom models trained on a combination of the following datasets: smFISH and SunTag
datasets provided by deepBlink and in-house manually curated live cell imaging images. To detect 3D
spots, we applied deepBlink to all z-stacks separately followed by linkage of the spots across z-stacks
using Trackpy (Allan et al., 2021). The precise 3D coordinates of the spots are then determined using
3D gaussian fitting using a voxel of size 6x6x4 pixels centered at the spot in the brightest z stack.
deepBlink models can be found at https://github.com/zhanyinx/SPT_analysis/tree/main/models.
The parameters and models used for each cell line can be found in Supplementary Table S4. All scripts
used for the analysis can be found at https://github.com/zhanyinx/SPT_analysis/.
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Tracking and cell motion correction of multi operator data

3D spots coordinates are fed into TrackMate for tracking using linear assignment problem (LAP)
tracker. Each track is assigned to manually annotated cell masks (from max z-projection of frame
93) using a custom script (https://github.com/zhanyinx/SPT_analysis/blob/main/source/spot
_detection_tracking/assign_cellids.py), which uses the majority rule. Motion correction is then
performed using a roto-translation model. Specifically, for each pair of consecutive time frames, a
set of matching spots in every cell is determined by solving the linear assignment problem using
the euclidean distance between spots as a measure of distance. Only spots that match across two
consecutive frames are then used to estimate the roto-translation model that is then applied to correct
for nuclear motion (6 matching spots on average across all time frames, trajectories and movies,
with a minimum of 4 spots per pair of time frames). All scripts used for the analysis can be found at
https://github.com/zhanyinx/SPT_analysis/.

MSD analysis of multi operator data

Tracks with less than 10 spots are filtered out for followed up analysis. To calculate the MSD, we
first calculate the time-averaged MSD for each trajectory. We then calculate the ensemble average
(across trajectories) MSD by pooling all replicates. The ensemble average is done in log space. We
corrected the localization error effect on the MSD curve by estimating the standard deviation of
the error distribution using fixed images as described in Kepten et al., 2013. To calculate the scaling
(α) and the generalized diffusion coefficient (D) of each MSD curve, we fitted the ensemble average
of the log-time average MSD between 10-100s. To test the significance of differences between
conditions, we fitted α and diffusion coefficient for each cell. The P-value is calculated using Student
t-test (two-sided). Since we are always comparing two conditions whose cell cycle profiles are
similar, we ignore the effect of sister chromatids. All scripts used for the analysis can be found at
https://github.com/zhanyinx/SPT_analysis/. The specific Fiji and relative plug-ins can be found at
https://github.com/giorgettilab/Mach_et_al_chromosome_dynamics/tree/master/Fiji.

Chromatic aberration correction of dual color data

To correct for chromatic aberration we took 3D image stacks of TetraSpeck™Microspheres, 0.1 µm
beads (Thermo Fisher Scientific, T7279) adsorbed onMatTek dishes in 1xPBS at the beginning of every
imaging session and used them to correct the corresponding set of movies. After detecting signals
from single beads in each channel using deepBlink and determining their 3D location by Gaussian
fitting, we first identified spots that are shared across channels by solving the linear assignment
problem (LAP) using the euclidean distance between spots. We then used the common set of bead
signals to compute a 3D roto-translation that we finally applied to xyz positions. This procedure
corrects for x, y and z aberrations simultaneously. The same transformations accurately corrected
chromatic aberrations in actual experiments in double-labeled mESC (see “Control TetO” in Extended
Data Fig. E6G), with the exception of a small residual systematic shift (approx. 40 nm ) along the z
axis (see TetO-LacO case in Extended Data Fig. E6G), which is likely due to 3D image anisotropies
that cannot be measured using “2D” bead images.
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2.5. Methods

Tracking and MSD analysis of dual color data

To increase the ability to detect longer tracks, we used an in-house script to stitch multiple tracks
belonging to the same cell (https://github.com/zhanyinx/SPT_analysis/blob/main/source/dual_c
hannel_analysis/utils.py, stitch function). In short, if two tracks from the same cell overlap more
than 50% in time, the shortest one is filtered out. We called cell masks using CellPose (Stringer et al.,
2021) on the max z-projection of the middle frame of the movie using the GFP channel and used
these masks to define cell identity. For tracks with overlaps lower than 50%, the overlapping part of
the tracks are randomly removed from one of the two tracks. The resulting tracks are stitched if the
distance across the time gap is smaller than 1.6 µm. To match tracks across channels, we used the
following measure to calculate the distance between tracks across channels:

⟨
∑3

i=1(x1i(t)− x2i(t))
2⟩t∈T1∩T2√

len(t ∈ T1 ∩ T2)
(2.1)

Where x1 are the coordinates from channel 1 and x2 are the coordinates from channel 2, T1 contains
all the time frames from channel 1 and T2 contains all the time frames from channel 2, and len
is a function that returns the length of an array. We solved the linear assignment problem using
the distance measure above to match tracks across channels. Tracks with average distances across
channels higher than 1 µm are filtered out. Matched tracks with lower than 25 time points are filtered
out. For each matched pair of tracks, we calculate the pairwise distance using the euclidean distance
in 3D. We define noisy pairwise distance using the ratio of the pairwise distance in 3D and 2D. In
particular, we defined noisy the top 5% of this ratio and filtered them out. To calculate the radial
MSD, we first calculate the time-averaged radial MSD for each pairwise distance “trajectory”. We
then calculate the ensemble average (across trajectories) of the log of time-averaged radial MSD. We
corrected for the radial localisation uncertainty by estimating the standard deviation of the error
distribution using fixed images as described in Kepten et al., 2013. To calculate the scaling (α) and the
generalized diffusion coefficient (D) of each MSD curve, we fitted the ensemble average time average
MSD between 30-300 s. Since we are always comparing two conditions whose cell cycle profiles are
similar, we ignore the effect of sister chromatids. All scripts used for the analysis can be found at
https://github.com/zhanyinx/SPT_analysis/.

Estimation of experimental uncertainty on radial distance

To estimate our uncertainty in detecting distances across channels, we used a cell line with multiple
integration of TetO arrays that can be tagged with TetR-eGFP and TetR-tdTomato. Spot detection is
done as for our dual color lines. We corrected for chromatic aberration using TetraSpeck™Micro-
spheres, 0.1 µm beads (Thermo Fisher Scientific, T7279) and then matched spots across channels by
solving the linear assignment problem using scipy.optimize.linear_sum_assignment function with
the euclidean distance between spots as a measure of distance. Spots across channels with distances
higher than a threshold are filtered out to avoid mismatches. We used a threshold of 300 nm for
matching the spots registration. We applied a second round of chromatic aberration correction using
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the set of registered points themselves. The resolution limit (uncertainty) is then estimated as the
average distance between registered spots which corresponds to 130 nm± 70 nm .

HMM for detection of the proximal state

To detect the proximal state in a threshold independent manner, we used a HMMwith two hidden
states (proximal and distal). We used a Gaussian model for the emission probabilities. Only distance
trajectories with less than 20% missing values at any time point are kept. Missing values are filled
with the first preceding time point with distance value. In order to more reliably detect the proximal
state, we used all the trajectories from the experimental condition with both cohesin and CTCF to
train an HMM. We then re-train an HMMmodel per experimental condition by using the proximal
state (Gaussian mean and standard deviation) from the experimental condition with both cohesin and
CTCF. Finally, we applied the experimental condition specific-HMM to every trajectory to estimate
the contact duration and rate of contact formation for all the experimental conditions. The HMM
model training can be found as a jupyter notebook (https://github.com/zhanyinx/SPT_analysis
/blob/main/notebooks/HMM_experimental_data.ipynb). We modified the hmmlearn library to
allow fixing proximal state during HMM training. The modified hmmlearn library can be found at
https://github.com/zhanyinx/hmmlearn.

Simulations

Polymer simulationswere performed using LAMMPS (A. P. Thompson et al., 2022). We chose Langevin
dynamics with the NVT thermostat. Arbitrary units were set such that thermal energy kBT = 1,
where kB – the Boltzmann constant and T – temperature, corresponding to 300K. For every set
of parameters, we performed ten independent runs. A run consists in an equilibration part of 107
simulation steps and a production part of 108 simulation steps. For subsequent analysis and calculation
of contact maps we recorded the data every 104 simulation steps. In simulations for Fig. 2.2, the chain
length was 1125 beads. In simulations for Fig. 2.5 and 6, the chain length was 1000 beads. We used
PyMOL software (v. 2.3.3) to represent snapshots of polymer chain in Fig. 2.2a. Examples of initial
conformations and simulation parameters can be find at https://github.com/giorgettilab/Mach_et_al
_chromosome_dynamics, in the polymer simulations section.

To simulate the loop extrusion process, we developed and embedded in LAMMPS a new package
called “USER-LE”. Loop extrusion model contains extruders and barriers on the polymer. An extruder
is represented as an additional sliding bond, which extrudes the loop in a two-sided manner. It can be
loaded to the polymer between (i) and (i+2) beads with a certain probability only when the bead (i+1)
is unoccupied by another extruder and is not a barrier. Each extruder can be unloaded from polymer
with a certain probability. Every bead could be occupied by only one extruder. Extruders cannot pass
through each other. When extruders meet each other on the polymer, they stall until one of them is
released. Every extruder attempts to make an extruding step every N simulation steps.

In addition to “neutral” polymer beads, there are 3 types of barriers blocking loops coming from the
left, from the right and from any direction. These barriers mimic CTCF sites, for which one can define
a probability for the loop extruder to go through (the same probability for all barriers). To launch loop
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extrusion, one should define three fixes with LAMMPS syntax: loading, unloading and loop extrusion.
Loading: frequency in number of steps to try to load extruders, types of beads, max distance to create,
type of the bond (extruder) to be created, probability to create, seed for pseudorandom generator
of numbers, new type of the first beads and new type for the second bead. Unloading: frequency in
number of steps to try to unload extruders, type of the bond (extruder), min distance to release bond,
probability to release bond, seed for pseudorandom number generator. Loop extrusion: frequency
in number of steps to try to move extruders, neutral polymer type, left barrier type, right barrier
type, probability to go through the barrier, type of the bond (extruder), and type of two-sided barrier
(optional).

Statistics and Reproducibility

No statistical method was used to predetermine sample size. No data were excluded from the
analyses. No randomization was performed as the study did not require sample allocation into
different groups. Live-cell imaging experiments were performed in 3–7 biological replicates and all
replicates showed consistent results. For Capture-C, Hi-C, 4C, piggyBac insertion site mapping and
Nanopore sequencing with Cas9-guided adapter ligation, one biological replicate was performed. For
flow cytometry measurements two biological replicates were performed. Western blot analysis and
genotyping PCR with subsequent agarose gel electrophoresis were performed with 1–2 biological and
2 technical replicates. Blinding was not possible for data collection in live-cell imaging experiments, as
data acquisition required identification of the sample for further processing. Data analysis for live-cell
imaging, Capture-C, Hi-C, 4C and piggyBac insertion site mapping were performed in a blinded
manner. Blinding was not necessary for the other experiments since the results are quantitative
and did not require subjective judgment or interpretation. Whenever Student’s t-test was used, we
formally verified the normality of distributions but assumed variance equality.

Data availability

All Capture-C, Hi-C, 4C and integration site mapping sequencing fastq files generated in this study
have been uploaded to the Gene Expression Omnibus (GEO) under accession GSE197238. The
following public database was used: BSgenome.Mmusculus.UCSC.mm9 (https://bioconductor.org/p
ackages/release/data/annotation/html/BSgenome.Mmusculus.UCSC.mm9.html). The trajectories
from imaging data can be found at https://doi.org/10.5281/zenodo.6627715. Source data are
provided with this paper.

Code availability

Custom codes generated in this study are available at: https://github.com/zhanyinx/SPT_analysis/
(image analysis); https://github.com/giorgettilab/Mach_et_al_chromosome_dynamics/ (4C, Hi-C,
nanopore, simulation analysis); https://github.com/polly-code/lammps_le (repository with loop
extrusion module for the LAMMPS); and https://github.com/zhanyinx/hmmlearn (the modified
version of hmmlearn).
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2.6 Extended Data
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Extended Data Figure E1: Chromosome structure is altered upon degradation of factors involved in
loop extrusion. A, Western Blots showing degradation of RAD21, WAPL and CTCF upon 1.5 h, 24 h and 6 h,
respectively. Loading control: α-tubulin, n = 1–2 replicates for each cell line. B, Left: Average enrichment in
Hi-C read counts at CTCF sites based on Hi-C data in RAD21-AID-eGFP cells either untreated (left), treated for
1.5 h (middle) or 4 h (right) with auxin. Right: Differences in enrichment at CTCF peaks. Peaks were called on
Hi-C data from untreated cells. C, Flow cytometry analysis of fixed cells stained with DAPI showing cell-cycle
stage distributions of RAD21-AID-eGFP mESC cultured with serum, LIF and 2i, either before (green) or after
1.5 h (blue) and 6 h (red) auxin treatment. D, Integration site numbers in two clones of RAD21-AID-eGFP lines
with and without 3xCTCF sites. E, Distribution of integration sites from lines shown in panel D that belong to
A and B compartments called on distance-normalized Hi-C map (same as panel B).
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2.6. Extended Data

Extended Data Figure E1: continued from previous page: F, Integration sites distances from the closest endoge-
nous CTCF site. Boxplot: lower and upper quartiles (Q1 and Q3, respectively); whiskers: 1.5x interquartile
region (IQR) below Q1 and above Q3. n = 15 and 19 insertions for -3xCTCF-TetO clones 1 and 2, respectively,
n = 14 and 19 insertions for +3xCTCF-TetO clones 1 and 2, respectively. G, Example of genotyping PCR
upon removal of 3xCTCF sites in a RAD21-AID-eGFP +3xCTCF-TetO clonal line. PCR1 amplifies the entire
3xCTCF cassette and product size changes from 470 bp to 147 bp if the cassettes are successfully removed.
PCR2 amplifies half of the 3xCTCF cassette and no product is expected if 3xCTCF cassettes were removed from
all insertion sites; otherwise a PCR band of 303 bp is expected. H, Representative 4C profiles from insertions
on chromosomes 6 and 9 using TetO as a viewpoint showing that 3xCTCF-TetOs lead to the formation of
ectopic contacts (dashed red lines) with nearby endogenous CTCF sites in the presence of RAD21. Contacts are
lost upon deletion of 3xCTCF cassette (-3xCTCF-TetO) and upon degradation of RAD21 (-RAD21).
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RAD21-AID-GFP 3xCTCF-TetO -auxin (+RAD21) 0.622 +/ - 0.00200 0.0112 +/ - 0.00008 
RAD21-AID-eGFP 3xCTCF-TetO +auxin (-RAD21) 0.581 +/ - 0.00652 0.0178 +/ - 0.00044
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Extended Data Figure E2: Chromosome dynamics is modulated by degradation of factors involved in
loop extrusion. A, MSD of trajectories from TetO insertions within the same cell (MSD, mean±s.e.m., n = 45
tracks) before (cyan) and after applying cell motion (light blue, n = 45 tracks) and localisation error correction
(dark blue, n = 45 tracks). B, Scaling exponents (α) and generalized diffusion coefficients (D) across all conditions
and cell lines were fitted by pooling all three biological replicates. Shown are the numbers for the best fit ±
error of the fit. C, MSD (mean±s.e.m.) plots for a single clonal cell line (biological replicate) when looking at
removal of 3xCTCF sites (top row) next to the array or degrading all CTCF (bottom row).
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2.6. Extended Data

Extended Data Figure E2: continued from previous page: D, MSD (mean±s.e.m.) in the cell lines (n = 3
replicates per clonal cell line, three cell lines) where the 3xCTCF cassette was excised. Shown are the MSDs
for cells either depleted of RAD21 for 90min (red, 266 cells, 9,020 trajectories analyzed) or not (blue, 271 cells,
11,082 trajectories analyzed). Global depletion of RAD21 increases mobility. P-values in panel E, Distributions
of αand D fitted based on single trajectory MSD and significance test for differences in generalized diffusion
coefficients (D) and scaling exponents (α). The p-value is calculated using Student t-test (two-sided) (seeMethods).
F, Same as in C for a single clonal cell line (biological replicate) with integrations with 3xCTCF-TetO (top
row) or without 3xCTCF-TetO (bottom row) when degrading RAD21. Global depletion of RAD21 increases
mobility. G, Same as in D in the cell lines that contain integrations of 3xCTCF-TetO and the Tir1 protein, but
do not contain any AID-tag for targeted degradation. MSDs for cells either treated with auxin for 90min (red,
97 cells, 2,155 trajectories analyzed) or not (blue, 111 cells, 3,711 trajectories analyzed). No significant changes
were detected. P-values in panel E.
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Extended Data Figure E3: Simulations of chromosome dynamics and effects of loop extrusion. A,
Visual comparison of experimental Hi-C contact map with contact maps of simulations at extrusion speed
1 kb/s, extruder loading rate 0.06 (Mb×min)-1 and residence time 5.5min. B, Contact maps for the polymer
simulations at extrusion speed 0.1 kb/s and barriers from the range 7–16Mb of chromosome 15. Acronyms
used in this figure are indicated in the black box on the right. C, Pairwise comparison for conditions indicated
in the title of each pair of heatmaps. Pair of heatmaps contains ratios of generalized diffusion coefficients (D)
and scaling exponent (α), and represents fold change between the conditions.
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2.6. Extended Data
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Extended Data Figure E4: MSDs of systems for two extruder speeds. A, MSDs for all 16 conditions for
each set of loop extrusion parameters and extrusion speed of 1 kb/s. B, Same as A but for the extrusion speed
of 0.1 kb/s.
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Extended Data Figure E5: Characterization of TetO and LacO array integrations. A, Left panel: radial
MSD of distances between multiple pairs of monomers separated by distances equivalent to 40 kb - 1Mb for a
polymer with loop extrusion but no barriers. Dashed scaling exponents α = 0.2 and α = 0.6 serve as an eye guide.
Right panel: Slopes of radial MSD curves for two loci separated by varying linear distances, estimated from
linear fitting between 5 and 60 sec. Inset: detail of radial MSD and fit for monomers separated by 152 kb. B,
Left panel: radial MSD of multiple pairs of monomers separated by various distances (40 kb-1Mb). Simulations
were performed for the polymer without extruders and barriers. Values were averaged with a sliding window
without considering the first and last 200 monomers (1.6Mb). Dashed scaling exponent α = 0.6 serves as an eye
guide. Right panel: Distance dependency of the scaling exponent (α) on the genomic distance between loci. C,
Integrated Genomic Viewer (IGV) snapshot showing an example of a Nanopore sequencing read mapped to a
modified mouse genome including the respective insertions. Reads that spanned from a guide RNA (gRNA)
binding site upstream of the left homology arm (left HA) to a gRNA binding site downstream the right homology
arm (right HA) confirmed single insertion of the transgene. D, Western Blots showing the targeted degradation
of RAD21 after 2 h of treatment with 500 nM dTAG-13. Loading control: anti-tubulin, n = 2 replicates. E,
Differential map at 6.4 kb resolution for the structural differences between a E14 WT and the E14 cell line
containing LacO and TetO insertions (see Methods). Dashed lines indicate the insertion sites. No structural
changes are detected upon integration of the operator arrays. F, Capture-C maps at 6.4 kb resolution in the
region on chr15 (10.8Mb-12.5Mb) in the untreated cells (left) and in cells treated with 500 nM dTag-13 (left)
showing that RAD21 degradation leads to loss of chromosome structure. G, Flow cytometry analysis of fixed
cells stained with DAPI to show cell cycle stage distribution of E14 RAD21-HaloTag-FKBP cells.
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Extended Data Figure E6: Correction of chromatic aberrations and characterization of mESC lines
with promoters flanking TetO and LacO arrays. A, Bar plot showing the number of detected spots per cell
per channel for 1,400 manually annotated images subsampled from the images series. In 3% of the images 2
spots per cell are detected indicating the presence of sister-chromatids. B, Distribution of pairwise distances
in each dimension for co-localized signals measured on beads (n = 2,226 timepoints) or on the control TetO
cell line (n = 69,453 timepoints), as well as for chromatic-aberration corrected and uncorrected images from
TetO-LacO cell lines (in the presence of cohesin and 3xCTCF sites, n = 848,955 timepoints). Boxplot: boxes
denote lower and upper quartiles (Q1 and Q3, respectively); whiskers denote 1.5× the interquartile region (IQR)
below Q1 and above Q3. C, Schematic representation of the “Control TetO” cell line that contains multiple TetO
array integrations as well as stable integrations of TetR-eGFP and TetR-tdTomato. This allows labeling of each
TetO array with two separate fluorophores. D, Representative images of the “Control TetO” cell line. The time
series shows a zoomed version of the region indicated by the white square. E, Radial distance distribution of the
“Control TetO” cell line as defined in panel C and D showing that the resolution on the 3D distance is∼130 nm
. F, Schematic representation of cell line containing 3-phosphoglycerate kinase (PGK) promoters driving the
expression of resistance gene directly adjacent to the operator arrays. The expression cassettes can be excised
using Dre recombination or piggyBac transposition to yield the cell line with operator arrays only (PGK=PGK
promoter, NeoR=Neomycin resistance gene, PuroR=Puromycin resistance gene, pA=polyadenylation signal,
ITR=inverted terminal repeats for piggyBac recognition, Rox=Rox sites for Dre recombination). G, Differential
map at 6.4 kb resolution for the structural differences between the E14 cell line containing LacO and TetO
insertions with the adjacent promoters vs. the E14 cell line containing the operator arrays only (see Methods).
Dashed lines indicate the insertion sites.
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pooled biological replicates) and of targeted LacO and TetO insertions on Chr15 (mean±s.e.m., dark blue,
n = 214 cells examined over 4 replicates) are compared tomodel predictions for pairs of loci containing extrusion
barriers at a distance of 1Mb (light blue) and 152 kb (red). Note that random TetO insertions often occur on
different chromosomes and thus have larger absolute radial MSD than 1Mb simulations (but similar scaling). B,
Radial MSD for cell lines containing multiple random integrations of TetO as shown in Extended Data Fig. E2D
(mean±s.e.m., red, 266 cells examined over 3 pooled replicates) or the targeted integrations of LacO and TetO
on chr15 (mean±s.e.m., orange, n = 277 cells examined over 6 replicates) in the absence of RAD21 compared
to the predicted radial MSD of two loci at a distance of 150 kb in the absence of extruders (gray) as predicted
from polymer simulations. C, Radial MSD of TetO-LacO distances in mESC lines with or without convergent
3xCTCF sites (or promoters, respectively), either before or after treatment with 500 nM dTag-13 for 2 hours to
induce degradation of RAD21 (dt = 30,s). radial MSDs are plotted as mean±s.e.m. over conditions: +CTCF
sites/+RAD21: n = 152 cells examined over 4 replicates, -CTCF sites/+RAD21: n = 214 cells examined over
4 replicates, +CTCF sites/-RAD21: n = 248 cells examined over 7 replicates, -CTCF sites/-RAD21: n = 277
cells examined over 6 replicates, +Promoters/+RAD21: n = 155 cells examined over 3 replicates, +Promoters/-
RAD21: n = 170 cells examined over 3 replicates.
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Extended Data Figure E8: Live-cell imaging of two genomic locations within the same TAD. A, Radial
distance distribution for the condition -3xCTCF sites/+RAD21 (magenta) overlaid with the distal state called by
HMM on the +3xCTCF sites/+RAD21 (gray) showing that the distal state identified by HMM largely overlaps
with the distance distribution of the two loci in the absence of the CTCF sites. B, Boxplot for the radial distances
for the proximal and distal state called by HMM on all six conditions. The horizontal line indicates the median.
Box plots are as in Extended Data Fig. E1F. Boxplot: boxes denote lower and upper quartiles (Q1 and Q3,
respectively); whiskers denote 1.5x the interquartile region (IQR) below Q1 and above Q3. C, Distribution of
TetO-LacO radial distances in the four experimental conditions. -CTCF sites/+RAD21: n = 214 cells examined
over 4 replicates, -CTCF sites/-RAD21: n = 277 cells examined over 6 replicates, +Promoters/+RAD21: n = 155
cells examined over 3 replicates, +Promoters/-RAD21: n = 170 cells examined over 3 replicates). D, Fraction of
time spent in the proximal state called by HMM in the four experimental conditions comparing +Promoters vs.
-Promoters +/-RAD21 (no. of cells is as indicated in panel C). Shown average across experimental conditions
and error bars represent bootstrapped (n = 10,000) standard deviations. E, Average duration of proximal states
(mean±95% confidence interval, n = 680 cells (-promoter +RAD21); n = 466 cells (+promoter +RAD21); n = 268
cells (-promoter -RAD21); n = 253 cells (+promoter -RAD21)) for the conditions +Promoters vs. -Promoters,
+/-RAD21. p-values (two-sided Kolmogorov-Smirnov): ∗ = p < 0.05, ∗∗ = p < 0.01, ∗ ∗ ∗ = p < 0.001,
∗ ∗ ∗∗ = p < 0.0001. p-values can be found in Supplementary Table S2. F, Average rates of contact formation -
time elapsed between the end of a proximal state and the beginning of the next (mean±95% confidence interval,
n = 726 (-promoter +RAD21); n = 495 (+promoter +RAD21); n = 323 (-promoter -RAD21); n = 296 (+promoter
-RAD21))) for the conditions +Promoters vs. -Promoters, +/-RAD21. P-values legend is as in panel E.
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Extended Data Figure E9: HMM analysis of simulations compared to experimental data. A, Bimodal
distribution of pairwise distances from simulations corresponding to the set of parameters with a loading
rate of 0.06 (Mb×min)-1, extruder residence time of 5.5min, extruder speed of 1 kb/s, and in the absence of
barriers. Data were sampled every 1 s and merged from 10 simulation runs. B, Representative radial distance
trajectory of a simulated system with and without an additional error on the distance that is in the range of
the experimental error. C, Radial distance distribution for the proximal state of the +3xCTCF sites/+RAD21
condition overlaid with the distributions of the proximal states from the three best matching parameters sets
when comparing only the average radial distances. D, Heatmap showing the agreement of all simulated systems
(for extrusion speed 0.1 kb/s) with the experimental data. The score is as described in Fig. 2.6A (see Methods).
E, MSDs for three conditions for extruder residence time of 5.5min, loading rate of 0.06 (Mb×min)-1 and
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ExtendedData Figure E10: Polymer simulations of landscapes with two barriers at different distances.
A, Scheme of simulated polymers with varying distances between (optional) convergent loop extrusion barriers,
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HMM proximal state detected on simulated pairwise distances (after addition of experimental error) between
monomers in the presence or absence of extrusion barriers, as a function of the intervening linear genomic
distance. Lines are means, shaded areas are s.e.m. Note that the average duration of the HMM proximal state
slightly decreases although the average duration of the underlying cohesin-mediated CTCF-CTCF interaction
does not (see panel C). This is due to non-CTCF mediated interactions, which also contribute to the proximal
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are means, shaded areas are s.e.m.
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Chapter 3

Cohesin dynamics on DNA:
Cohesion or Extrusion?
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3. Cohesin dynamics on DNA: Cohesion or Extrusion?

3.1 Abstract

Cohesin is a SMC complex involved in a variety of functions in shaping the 3D genome, of which
loop extrusion and sister-chromatid cohesion are the most prominent ones. While the effects on
chromosome structure have been extensively studied, little is known about the dynamics of cohesin
when it is bound to DNA. Here, we combined tracking of multiple random DNA loci with single-
particle tracking of cohesin in the same living cells. Applying restoration techniques based on deep
learning to enhance noisy signals, we could follow dynamics of both, cohesin and DNA loci, for up to
30min. We show that DNA motion is accelerated both in the absence of NIPBL as well as Sororin
indicating that both, loop extrusion and sister-chromatid cohesion, contribute to the constraining
behavior of cohesin. Furthermore, we see that cohesin motion on DNA scales with an anomalous
exponent of 0.44 which is a more constrained motion than DNA, indicating that cohesin residing at
loop bases or “cohesive” cohesin accounts for a high fraction of the observed dynamics.

3.2 Introduction

SMC complexes perform a variety of functions in mammalian cells. In particular, the cohesin complex
has been shown to have roles in S and G2 phase where it holds together the sister chromatids after
replication (Schmitz et al., 2007), but also in DNA repair and recombination (Birkenbihl & Subramani,
1992; Y. Zhang et al., 2022) and as a loop extruder in interphase where it establishes TAD structures
by interacting with two strands of DNA in cis (Fudenberg et al., 2016; S. Rao et al., 2017). Cohesin is
also the only SMC complex that has been shown to also interact with two strands of DNA in trans
and to have an alternative, topologically entrapping binding mode to DNA (Nagasaka et al., 2023).

Although the results from the previous chapter showed that cohesin constrains chromosome dynamics
and that both cohesin and CTCF control the interactions of two loci in cis, it remains to be understood
if this is because of the loop extrusion activity of cohesin or its role in sister-chromatin cohesion. As
cohesion establishes bonds between sister-chromatids after replication, this could indeed also lead to
a constrained chromosome motion. Therefore, we require a better understanding of the dynamics of
cohesin itself, when bound to DNA. While the binding dynamics and the residence time of cohesin
have been studied using FRAP, but also SMLM (Hansen et al., 2017; Wutz et al., 2017; Nora et al.,
2020), little is known about its dynamics once it has associated with DNA and performs one of either
functions. For this, it would be necessary to follow single cohesin molecules over a period of multiple
minutes, ideally for the length of the binding time to DNA. Furthermore, this would require being
able to distinguish what function each individual cohesin molecule is engaged in whilst bound to
DNA: transient interaction with DNA, loop-extruding, or bound and stabilized by either Sororin
or CTCF and PDS5. While the velocity of loop extrusion by cohesin could be measured in vitro on
otherwise naked DNA to be 1 kb/s (Davidson et al., 2019), it is further in question, what is the speed
of loop extrusion in vivo, where cohesin has to navigate a complex chromatin fiber and other bound
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complexes that might interfere with its activity (Dequeker et al., 2022).

While previousmeasurements have characterized cohesin dynamics on short time scales in the seconds
range (Nora et al., 2020), studying its interactions and functions on DNA that itself moves slowly,
requires observation periods in the range of tens of minutes (Gabriele et al., 2022; Mach et al., 2022).
Here, we use a SPT approach following Halo-tagged RAD21 molecules in mESCs over a time span
of approximately 30min. Optimization of numerous imaging parameters as well as novel ways of
restoring noisy SPT data allow us to reconstruct trajectories of individual RAD21 molecules that can
be over 600 s long. With this technique in hand, we measured cohesin and DNA dynamics, when
perturbing different functionalities of cohesin through degrons systems for its regulators (NIPBL and
Sororin).

3.3 Results

3.3.1 Cohesin and DNA dynamics in living cells

We set out to visualize different types ofmotion of cohesin onDNA, in order to potentially discriminate
different sub-populations of molecules that associate with DNA in either one of four hypothesized
ways: Firstly, cohesin can either temporarily associate with DNA and potentially diffuse on it without
engaging in either of its functions. Secondly, cohesin can actively move DNA by performing loop
extrusion. Thirdly, it can enforce the previously formed loop by stalling at CTCF sites and lastly,
it performs sister-chromatid cohesion by engaging two DNA molecules in trans. We hypothesized
that these modes should show a distinct motion with diffusion and active loop extrusion being faster
processes, while loop-enforcement and cohesion should show a stalled and slow motion (Fig. 3.1a).

To discriminate these modes, we used mESCs, where the endogenous Rad21 locus had been tagged
with a C-terminal HaloTag, to visualize individual RAD21 molecules by labeling at a sub-optimal
concentration (25 pM, sparse labeling) with HaloLigand-JaneliaFluor646. It had previously been
shown that the cohesin core complex (including RAD21) is also stably associated when it is not bound
to DNA, as single components (RAD21, SMC1 and SMC3) co-purify in immunoprecipitation assays
(Hansen et al., 2017). Studying RAD21 dynamics is therefore a good proxy for cohesin motion. We
further engineered these cell lines to carry multiple random integrations of the TetO array that can be
visualized by binding of the respective TetR fused to the fluorescent protein tdTomato as described
in Mach et al., 2022 (see chapter 2). These clonal cell lines allowed us to follow cohesin and DNA
dynamics at the same time in the living cell (Fig. 3.1b and c).

We then studied their motion when perturbing cohesin’s functions by depleting its regulators through
an AID system: The endogenous loci of the Nipbl and Cdca5 (Sororin) genes were tagged with the
AID-tag and an eGFP (Fig. 3.1b, see genotypes in the Supplementary Information). After depletion
of NIPBL (as indicated by the absence of eGFP fluorescence) by addition of 500 µM auxin for 6 h,
cohesin is not able to perform loop extrusion (Schwarzer et al., 2017; Davidson et al., 2019; Nagasaka
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Figure 3.1: SPT of cohesin andDNA in the same cell to observe signatures of loop extrusion. a, Different
modes of cohesin interacting with DNA that will ultimately lead to different types of motion of cohesin on
DNA. b, Clonal cell lines carrying random integrations of the Tet operator (TetO). The cell lines are further
tagged with a HaloTag at the endogenous Rad21 locus and engineered to either be an auxin-inducible degron
system for eGFP-tagged NIPBL, Sororin or PDS5, respectively. c, Representative images of Sororin-AID-eGFP
cells containing 3×CTCF-TetO and RAD21-Halo (exposure time tdTomato: 20ms, RAD21-HaloTag-JF646:
100ms, maximum intensity projection). d, Kymograph of the RAD21-HaloTag-JF646 signal from the slice
along the white line in the lower panel in c. Exposure time RAD21-HaloTag-JF646: 100ms, max. intensity
projection, dt = 2 s. e, Kymographs as in d of a single spot over time either visualizing a single cohesin molecules
(top) or a DNA locus (bottom). The two kymographs per signal show a vertical and horizontal cross-section
through the spot signal (cross-section demarcated by the letters H and V). Inlets show the spot at different
time points along the movie (t = 30 s, 300 s and 400 s). Image depicting the initial spot from t = 0 s. Both signals
(RAD21-HaloTag/JF646 and TetO/TetR-tdTomato spots) originated from the same region of interest. Exposure
time RAD21-HaloTag-JF646: 100ms, max. intensity projection, dt = 2 s.
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et al., 2023), while in the absence of Sororin (3 h of depletion) sister-chromatid cohesion is impaired
(Rankin et al., 2005; Schmitz et al., 2007; Mitter et al., 2020). As a control, we observed DNA and
cohesin dynamics in untreated conditions as well as in an E14 “WT” cell line that did not carry a
degron system.

These clonal cell lines were then imaged before and after depletion of the regulators using highly
inclined and laminated optical sheet (HILO) microscopy (Tokunaga et al., 2008). We acquired a small
3D stack (z-stack of 1.2 µm, dz = 300 nm ) every 2 s for 10min (or 10 s for 30min) in order to minimize
the interruption of tracks due to the spot’s movement along the z-axis (Fig. 3.1d and e). We chose to
acquire the dynamics at these time scales, as previousmeasurements of DNAmotion have shown a very
slowmotion with diffusion coefficients ofD ∼ 10−2µm2/sα and scaling exponents ofα ∼ 0.5−0.6

(see 2.3.1) (Gu et al., 2018; Gabriele et al., 2022). According to previous SPT measurements of cohesin
with fast acquisition times (Nora et al., 2020), 70% of all cohesin molecules are bound to DNA at a
given time with slow dynamics and a distribution of D also centered around D ∼ 10−2µm2/sα,
while freely diffusing cohesin shows faster dynamics withD ∼ 101µm2/sα. We therefore argued
that we could restrict our observations to DNA-bound molecules by choosing a long exposure time of
100ms in order to motion-blur the freely diffusing particles. This would allow a precise localization
only of the bound molecules.

We further increased the length of the tracks by minimizing the effects of photo-bleaching and photo-
toxicity that can be expected in SPT experiments: For this, wemade use of image restoration techniques
to denoise the images retroactively which allowed us to significantly decrease the laser power when
acquiring image series in the first place. We verified our approach by comparing the performance of
the spot detection on the raw images taken in fixed cells (see Fig. 3.2a) to the performance on denoised
images or on a set of images taken of the same FOV with ideal illumination settings to achieve the
best possible resolution (see Fig. 3.2c). The ground truth was a manual annotation of the images taken
under the ideal settings. While spot detection performs best on the ideal images, the performance on
denoised images is consistently better than on raw images. Furthermore, denoising does not decrease
the localization precision by introducing artifacts as compared to the raw images, but also does not
outperform images taken under ideal settings (see Fig. 3.2c). We therefore chose a laser power of 20%
(∼ 4.4mW in wide-field mode on entire FOV) and a subsequent denoising by N2V2 to increase the
period over which we could image the cells and reliably detect spots, to 30min (Höck et al., 2022).

Detected spots in both channels were linked over time using a linear assignment problem tracker
(LAPTrack) (Fukai, 2021; Fukai & Kawaguchi, 2022). We optimized the acquisition settings, especially
the time interval as well as the labeling density with HaloLigand, to be able to track them correctly over
time, as high density of molecules and long time intervals can prevent the correct linkage of molecules.
Optimal tracking for a time interval of dt = 2 s over 10min (or 10 s over 30min) was achieved with
a labeling concentration of 25 pM HaloLigand-JF646. Tracks of cohesin molecules and DNA loci
were pooled and then corrected for the motion of the nucleus by subtracting the roto-translational
component that all tracks within a cell have in common, from the motion of the individual track. The
performance of the correction was evaluated by comparison of the motion-corrected MSD to the
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Figure 3.2: Denoising allows for extended imaging of cohesin molecules. a, Representative images
of images taken on fixed cells with either ideal settings (exposure time: 200ms, EMCCD gain: 50, maximal
laser power), raw images (exposure time: 100ms, EMCCD gain: 300, laser power as indicated) and denoised
images (denoised with Noise2Void2 (N2V2), originating from the raw images). The same field of view (FOV)
is shown for the ideal, raw and denoised image, respectively. b, F1-score (harmonic mean of precision and
recall) for the performance of the spot detection on the three sets of images. F1-score was calculated based on
comparison with a manually annotated ground truth based on the ideal images. Laser powers as indicated. c,
Localization precision in xy-dimensions for a laser power setting of 20% for the raw and denoised images. The
localization precision was calculated as the standard deviation of the Euclidean distance between the same spot
acquired in two consecutive frames in a time lapse on fixed images. Values in parentheses are mean values for
the localization in the indicated dimension.

MSD of pairwise distances between spots of any pair of two tracks (Fig. 3.3a). An overview of the
entire image analysis pipeline is shown in the Supplementary Information.

3.3.2 Cohesive and extrusive cohesin impose constraints on DNAmotion

We first set out to characterize the motion of DNA by itself under conditions where either NIPBL or
Sororin have been depleted to investigate whether loop extrusion or sister-chromatid cohesion is
responsible for introducing constraints to DNA motion. For this, we imaged the randomly integrated
DNA loci before and after depletion of NIPBL or Sororin. As a control, we compared the motion
of untreated cells from degron cell lines to an WT cell line with only TetO insertions and a Rad21
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locus tagged with HaloTag. We found a good agreement in the scaling and the instantaneous diffusion
coefficient of the MSDs across the degron cell lines (Fig. 3.3b). The observed values agree well
with previously reported anomalous exponents α of ∼ 0.5 − 0.6 and diffusion coefficients Dinst

of ∼ 10−2 µm2/sα for DNA motion with unimodal distributions for these values extracted from
time-averaged MSDs of individual tracks (Fig. 3.3c and d). We note here that the control cell line had
a slightly higher instantaneous diffusion coefficient. A possible explanation for this is the leakiness of
the degron system that already in untreated cells might lead to a degradation of a small proportion of
the tagged protein of interest.

Next, we compared the motion of the DNA loci after loss of NIPBL to their motion under untreated
conditions to also potentially account for the positional bias of the integrations across different clonal
cell lines. In the absence of NIPBL, chromosome dynamics showed a higher instantaneous diffusion
coefficient (Fig. 3.4a and b). Since the scaling exponent remained constant (Fig. 3.4c),Dinst of the
two conditions can be directly compared: It increased by 1.5-fold which is in excellent agreement
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Figure 3.3: Set-up allows for accurate observation of dynamics of DNA loci. a, Comparison between
radial MSD (light blue) calculated between any pair of tracked DNA loci over time and the motion-corrected
MSD (dark blue) of the same. A factor of 2-fold difference in instantaneous diffusion coefficient is expected
between radial MSD and MSD due to the fact that two loci get considered for the radial MSD. b, Comparison
of DNA motion dynamics in three different cell lines without treatment with auxin: WT (magenta), Sororin-
AID-eGFP (blue) and eGFP-AID-NIPBL (green). c, Distribution of instantaneous diffusion coefficient for the
three cell lines in b. Average values: WT: 0.012 µm2/sα, Sororin-AID-eGFP: 0.016 µm2/sα, eGFP-AID-NIPBL:
0.017 µm2/sα. c, Distributions of anomalous exponents α for the three cell lines. Average values: WT: 0.69,
Sororin-AID-eGFP: 0.53, eGFP-AID-NIPBL: 0.6.
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with previous measurements in cell lines were cohesin itself was degraded (Nozaki et al., 2017; Mach
et al., 2022). This indicates that loop extrusion contributes to imposing constraints on DNA.

We compared these results to depletion and imaging experiments in a degron cell line where Sororin,
which regulates cohesin’s role in sister-chromatid cohesin, was depleted. We found that also under
these conditions, where cohesion could not be performed anymore, DNA motion showed higher
Dinst while the scaling exponent remained constant and both showing a unimodal distribution for
values calculated from individual tracks (time-averaged MSD). We conclude that the constraining
behavior of cohesin is most likely to stem from the formation of bonds, both in cis from loop extrusion,
but also in trans from cohesion.

3.3.3 Comparison of cohesin motion and DNAmotion

In order to potentially discriminate cohesion’s functions in vivo, we next described the motion of
cohesin itself on DNA. Under the assumption that all observed cohesin molecules are bound to DNA,
themeasuredmotion of these spots is therefore a convolution of themotion of DNA and of the cohesin
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Figure 3.4: Cohesion and loop extrusion contribute to constraining chromosome motion. a,MSD
of DNA loci motion in eGFP-AID-NIPBL cells before (blue) and after (red) treatment with auxin (loss of
NIPBL. b, Distribution of instantaneous diffusion coefficient for the conditions in a. Average values: +NIPBL:
0.016 µm2/sα, - NIPBL: 0.0023 µm2/sα. c, Distributions of anomalous exponents α for the conditions in a. d,
MSD of DNA loci motion in Sororin-AID-eGFP cells before (blue) and after (red) treatment with auxin (loss of
Sororin). e, Distribution of instantaneous diffusion coefficient for the conditions in d. Average values: + Sororin:
0.017 µm2/sα, - Sororin: 0.0039 µm2/sα. f, Distributions of anomalous exponents α for the conditions in d.
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molecules on DNA. Therefore, we independently measured multiple randomly integrated TetO loci
as a proxy for global DNA motion so that cohesin motion could be compared to the underlying DNA
motion. Fig. 3.5 shows the MSD of both tracked cohesin and DNA loci.

The initial slope of the MSD of RAD21 motion in Fig. 1.1a clearly shows that cohesin motion scales
with a lower exponent (0.44 as compared to ∼ 0.58 for DNA motion, extracted from linear fit on
initial 5 data points) and that also theDinst varies considerably. However, in the case where scaling
exponents differ,Dinst cannot be compared directly as its values depends on α. In general, the motion
of cohesin is slower and values forDinst are more broadly distributed. Of note here is that the values
forDinst this experiment are higher (also for DNA motion: 0.055 µm2/sα on average) than previously
described. This could potentially be due to a less accurate motion correction because of the limiting
number of tracks generated in these experiments. In conclusion, we could show that cohesin moves
even slower than the average motion of DNA with an even more sub-diffusive behavior (α = 0.44).
This is consistent with polymer simulations that suggest that a loop base, i. e. a bond between two
parts of the polymer, would show a more constrained behavior than other loci in the polymer chain
or a molecule bound on the polymer and moving with it (Pavel Kos, personal communication).

We then also wanted to characterize the cohesin motion in the absence of Sororin or NIPBL to
investigate whether there is a sub-population of cohesin molecules that is lost under those conditions.
So far, we were not able to track a sufficient number of RAD21 molecules in Sororin- or NIPBL-
depleted cells, as depletion of either factor changes the abundance of bound cohesin molecules on
DNA (Nora et al., 2020). The limiting labeling concentration of 25 pM that was found ideal under
WT conditions, is however insufficient to observe enough tracks when the amount of cohesin bound
to DNA is changed. In future experiments, we will therefore characterize the abundance of cohesin
and of the observable RAD21 molecules for each experimental condition and adjust the labeling
concentration.
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3.4 Discussion and outlook

In this chapter, we describe a new approach to study chromosome dynamics in combination with the
dynamics of one of the motor proteins, cohesin, that shapes its folding patterns by creating bonds via
loop extrusion or sister-chromatid cohesion. Using new techniques for image restoration, we are able
to follow cohesin and DNA over periods of up 30min leading to tracks that are up to 10min long
for cohesin. This is in the range of measured residence times for cohesin (Hansen et al., 2017; Wutz
et al., 2020), meaning that we can potentially follow an entire life cycle of a cohesin binding event on
DNA. This has exciting implications for our findings: With a 150 kb-sized loop lasting on average
5-15min, this would mean that we are able to capture the motion of cohesin while extruding a loop as
well as enforcing this loop, since both events have been estimated to take place in the minutes range
(Davidson et al., 2019; Gabriele et al., 2022). We are currently still not able to track under conditions
where the abundance of cohesin on DNA is reduced, however, more tests with adjusted labeling
concentrations will likely overcome this limitation.

Here, we already observe a motion of cohesin on DNA that is even slower than that of DNA itself.
This could indicate that the most abundant fraction of cohesin molecules that we are observing are
indeed molecules at loop bases that show a more constrained behavior, or molecules performing
sister-chromatid cohesion. This is suggested from polymer simulations, where introduction of bonds
would lead to more constrained behavior (Mach et al., 2022). Without data from experiments in
NIPBL-depleted cells, we cannot conclude whether there is also a fraction of observable cohesin
molecules that are performing more active roles on DNA, such as loop extrusion.

However, due to the slow motion of DNA as well as a low estimated speed of loop extrusion in vitro, it
is possible that signatures of loop extrusion might be masked by the motion of the underlying polymer
itself. Since the motion of the RAD21 molecules observed here is a convolution of DNA motion
and their motion on DNA, loop extrusion events will not be observed, if the in vivo velocity of it is
described by a similarmotion than that of DNA. In an attempt to overcome this potential limitation, we
aim to perform SPT experiments also under conditions where loop extrusion might occur at increased
velocities, as suggested by recent literature (van Ruiten et al., 2022): This can be achieved in the context
of a cell line with two orthogonal degron systems (AID and FKBP system) that allow for depletion of
PDS5 with auxin and partial depletion of RAD21 by addition of 45 nM dTAG-13 (Fig. 3.6a). In this
scenario, depletion of PDS5 will lead to a higher velocity and processivity of loop extrusion, that also
prevents stalling by CTCF, since PDS5 no longer “brakes” cohesin. Partial depletion of RAD21 itself
(only 30% of WT condition, Elphège Nora, personal communication), prevents collision and stalling of
cohesin molecules, thereby potentially leading to an increased fraction of cohesin molecules actively
performing extrusion as compared to a loop enforcing state (Fig. 3.6b).

Finally, we were also able to show that both functions of cohesin contribute to the decrease in
constraints observed upon depletion of RAD21. We show that both, in the absence of NIPBL or
Sororin, a similar increase in the instantaneous diffusion coefficient can be observed, however to
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Figure 3.6: Increasing the velocity of cohesin on DNA: PDS5 and partial RAD21 depletion. a, Cell
line carrying an AID degron system for PDS5 which was tagged with an eGFP, as well as a FKBP system to
degrade RAD21 and visualize it with a HaloTag for SPT. Depletion of PDS5 and RAD21 for 6 h with 500 µM
auxin and varying concentrations of dTAG-13 (as indicated in the panel) leads to loss of fluorescence of eGFP
and HaloTag-HaloLigandJF646. b, "Vermicelli" chromosomes can be observed when depleting PDS5 for 6 h
as indicated by cohesin positioning in the RAD21-FKBP-HaloTag-JF646 channel, however their degrees vary
depending on co-depletion of RAD21. Here, contrast was adjusted manually for each image to visualize the
vermicelli chromosomes, whilst accounting for changing levels in RAD21-HaloTag levels.

varying extents. It will be crucial to compare the motion of cohesin itself under these conditions in
order to understand, if the observed changes stem from loss of bonds enforced by cohesin.

3.5 Methods

Culture of embryonic stem cells

All cell lines are based on E14 mouse embryonic stem cells mESCs. E14 Sororin-AID-eGFP, RAD21-
Halotag, Rosa26-Tir1 (clone EN229.3.1) and RAD21-Halotag (clone EN130.1) were published in Nora
et al., 2020 and were kindly provided by Elphège Nora (University of California, San Francisco) to-
getherwith E14 eGFP-AID-NIPBL, Tigre-Tir1 (clone EN273.7) and E14 eGFP-AID-PDS5A/B, RAD21-
FKBP-Halotag, Tigre-Tir1 (clone EN387.4) (unpublished). For genome engineering, cells were cultured
on gelatin-coated culture plates in Glasgow Minimum Essential Medium (GMEM) (Sigma-Aldrich,
G5154) supplemented with 15% foetal calf serum (Eurobio Abcys), 1% L-Glutamine (Thermo Fisher
Scientific, 25030024), 1% SodiumPyruvateMEM (Thermo Fisher Scientific, 11360039), 1%MEMNon-
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Essential Amino Acids (Thermo Fisher Scientific, 11140035), 100 µM β-mercaptoethanol (Thermo
Fisher Scientific, 31350010), 20U/ml leukemia inhibitory factor (Miltenyi Biotec, premium grade) in
8%CO2 at 37 °C. Cells were tested for mycoplasma contamination regularly and no contaminationwas
detected. For live-cell imaging experiments, cells were cultured in Fluorobrite Dulbecco’s Modified
Eagle Medium (DMEM) (Gibco, A1896701) supplemented with 15% foetal calf serum (Eurobio Abcys),
1% L-Glutamine (Thermo Fisher Scientific, 25030024), 1% Sodium Pyruvate MEM (Thermo Fisher
Scientific, 11360039), 1% MEMNon-Essential Amino Acids (Thermo Fisher Scientific, 11140035),
100 µM β-mercaptoethanol (Thermo Fisher Scientific, 31350010), 20U/ml leukemia inhibitory factor
(Miltenyi Biotec, premium grade) and with 2i inhibitors (1 µM MEK inhibitor PDO35901 (Axon,
1408) and 3 µMGSK3 inhibitor CHIR 99021 (Axon, 1386)).

Generation of mESC lines carrying random integrations of TetO arrays

Random TetO insertions in the degron cell lines (E14 eGFP-AID-NIPBL, E14 Sororin-AID-eGFP
and E14 PDS5A/B-AID-eGFP) were achieved as described in the previous chapter (see 2.5). In brief,
using Lipofectamine3000 (Thermo Fisher Scientific, L3000008) according to the manufacturer’s
recommendations, 0.5x106 cells were transfected with 2 µg PB-3xCTCF-TetO vector, 200 ng PB-TetR-
tdTomato and 200 ng pBroad3_hyPBase_IRES_tagRFPt (Redolfi et al., 2019). After 5 days, transfected
cells were sorted FACS at 581 nm (tdTomato) to check for tdTomato expression and clonal expansion
from single cells afterwards. 10 days after sorting the cells were re-plated onto glass bottom plate with
high performance #1.5 cover glass (96-well, Cellvis, P96-1.5H-N). Clonal cell lines were screened by
microscopy for>10 insertions of TetO/cell and a good SNR 24 h after re-seeding. Expanded clones
were further genotyped by PCR for the absence of random integration of the PiggyBase itself. Primers
used for genotyping are listed in Mach et al., 2022.

Labeling of RAD21-Halo

For the imaging experiments, laminin-coated (1-2 µg/ml Laminin (Sigma-Aldrich, L2020) in PBS at
37°C overnight) 35mm glass-bottom dishes (Mattek, P35G-1.5-14-C) were prepared at least 48 h
prior to imaging. 2x106 cells were seeded onto coated dishes in Fluorobrite medium (as described
above) 24 h before imaging. Depletion of Sororin, NIPBL or PDS5A/B through the AID system was
achieved by adding 500 µM auxin (Sigma-Aldrich, I5148-2G) either 3 h (Sororin) or 6 h (NIPBL)
prior to the start of the imaging to the Fluorobrite culturing medium. Partial depletion of RAD21
through the FKBP system was achieved by adding either 45 nM or 500 nM dTAG-13 (Sigma-Aldrich,
SML2601-1MG) for 6 h prior to imaging.

Stochastic labeling of Halo-tagged RAD21 molecules with Halo-Ligand-JaneliaFluor® 646 (Tocris
Bioscience, custom synthesis based on Cat. No. 6993) was performed as follows: Cells were incu-
bated with Fluorobrite medium containing either 25 pM, 50 pM, 75 pM or 100 pM of Halo-Ligand-
JaneliaFluor® 646 (Tocris Bioscience) for 30min immediately prior to imaging. After incubation, cells
were subsequently washed three times with PBS and fresh Fluorobrite medium was added (without
HaloLigand, potentially also containing 500 µM of auxin or dTAG-13, depending on the imaging
condition).
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For fixed cell measurements that help estimate the localization error and benchmark the performance
of the denoising strategy and spot detection, cells were prepared as described above. After the labeling
of Halo-tagged RAD21 molecules and washing steps with PBS, the cells were then fixed with 4%
paraformaldehyde (Electron Microscopy Sciences, 15710) in PBS for 30min at RT. The cells were
washed three times in PBS. To achieve comparable background fluorescence levels, Fluorobrite
medium was added to the Mattek dish for imaging.

Live-cell imaging

Imaging was performed with a Nikon Eclipse Ti-E inverted widefield microscope equipped with a
Total Internal Reflection Microscopy iLAS2 module (Roper Scientific), a Perfect Focus System (Nikon)
and motorized Z-Piezo stage (ASI) using a CFI APO TIRF 100×, 1.49NA oil immersion objective
(Nikon). The microscope was operating in HILOmode (Tokunaga et al., 2008) with a 640 nm , 150mW
Toptica iBEAM SMART laser and a 561 nm 200mW Coherent Sapphire laser as excitation lasers. The
laser power as well as the camera alignment was checked periodically to account for fluctuations in
laser intensities and mis-alignments. Images were collected on two precisely aligned back-illuminated
Evolve 512 Delta EMCCD cameras with a dexel size of 16 µm× 16 µm (Photometrics). Cells were
maintained at 37 °C and 8% CO2 using an enclosed microscope environmental control setup (The
BOX and The CUBE, Life Science Instruments). Movies formeasurement of randomTetO integrations
(at 561 nm ) and RAD21-Halo (at 640 nm ) in the different degron cell lines were acquired with a
time interval of 10 s (TetO: exposure time: 20ms, laser power on FOV measured in wide-field mode:
1.5mW; RAD21-Halo: exposure time: 100ms, laser power in wide-field mode: 4.4mW, EMCCD gain:
300 for both) in 5 z-planes (1.2 µm stack, dz = 300 nm ) with the Visiview software (Visiview 4.4.0.12,
Visitron).

To establish a test data set that showed no movement of the spots as a ground truth for spot detection
and denoising, a single z-planewas acquired on fixed cells labeledwithHalo-Ligand-JaneliaFluor® 646
(Tocris Bioscience) with different laser powers to account for different levels of noise in the images.
“Raw” images that model the final imaging set-up for time-lapse imaging, were acquired with either
1.4mW, 2.8mW, 4.4mW or 5.8mW and an exposure time of 100ms (EMCCD gain: 300) on a single
plane streaming 10 frames (accounting for small aberrations in between acquisition, general localiza-
tion error of this set-up). “Ideal” images were subsequently acquired on the same FOV with a laser
power of 22.0mW and an exposure time of 200ms (EMCCD gain: 50) (modeling a clean image that
can act as a ground truth to validate the denoising process).

For establishing a ground truth for tracking, two sets of time lapses were acquired: Going as fast as
possible, RAD21-Halo molecules were imaged on a single plane with an exposure time of 100ms,
laser power 2.8mW or 4.4mW, EMCCD gain: 300, streaming in time for 300 frames (dt=100ms). In a
“slower” imaging modality that preserves the z-stack requirements of the final imaging modalities,
but chooses the fastest time interval possible, movies were acquired at a frame rate of dt=2 s with a
z-stack of 5 planes (1.2 µm stack, dz = 300 nm ) with exposure times and laser powers indicated in for
the normal imaging settings (TetO: exposure time: 20ms, laser power in widefield-mode: 1.5mW;
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RAD21-Halo: exposure time: 100ms, laser power in wide-field mode: 2.8mW or 4.4mW, EMCCD
gain: 300, for 300 frames).

Fluorescence microscopy of PDS5-AID-eGFP to confirm PDS5/RAD21 depletion

The cells (2×105) were seeded onto laminin-coated (as described above) µ-Slide 8 Well high Glass
Bottom (ibidi, 80807) dishes 24 h prior to imaging. 6 h prior to imaging depletion of PDS5 and partial
depletion of RAD21-Halo was achieved by adding 500 µMauxin and 45 nM dTAG-13 (or the indicated
concentration) to the culturing medium. 1 h prior to imaging the cells were stained for 30min at 37℃,
8% CO2 with Halo-Ligand-JaneliaFluor® 646 (Tocris Bioscience, custom synthesis based on Cat. No.
6993) and subsequently rinsed three times with PBS. Imaging medium (containing Fluorobrite was
added) and FOVs were chosen for imaging before the end of the incubation period. Imaging was
started at the end of the incubation period with the predefined stage positions.

Images were acquired on a Nikon Ti2-E Eclipse inverted microscope equipped with a spinning disk
confocal scanning unit (Yokogawa CSUW1 with Dual T2), a Perfect Focus System (Nikon), Visitron
VS-Homogenizer and motorized MS2000 X,Y, ZPiezo drive (ASI) using a CFI APO PLAN 100×,
1.45NA oil immersion objective (Nikon). The illumination sources were a 639 nm , 200mW Topica
iBEAM SMART laser, a 561 nm , 200mWCobalt Jive laser, a 488 nm , 200mWTopica iBEAM SMART
laser and a 405 nm , 200mW Topica iBEAM SMART laser. Exposure times for each channel were:
200ms, EMCCD gain: 100, laser power: 100% (639 nm , RAD21-Halo-JF646), 200ms, EMCCD gain:
100, laser power: 100% (560 nm , TetO/TetR-tdTomato), 300ms, EMCCD gain: 200, laser power:
100% (488 nm , PDS5) and 25ms, EMCCD gain: 100, laser power: 50% (405 nm , Hoechst 33342). The
pinhole size was 50 µm.

Images were collected by a back-illuminated iXon-Ultra-888 EMCCD camera (Andor) with a dexel
size of 13 µm× 13 µm. The EMCCD gain was ste as described above. The microscope was operated
with the Visiview software (Visiview 6.0.0, Visitron). Cells were maintained at 37 °C and 8% CO2
using an enclosed microscope environmental control set-up. Z-stacks were taken with a δz = 200 nm
and 51 planes.

Image restoration

In order to be able to follow RAD21 molecules over long periods of time and reduce effects of
photobleaching and phototoxicity, the laser power during acquisition was reduced and images were
instead restored through denoising using the self-supervised convolutional neural net (CNN) N2V2
(Krull et al., 2019; Höck et al., 2022). For this, the higher dimensional data (in this case five-dimensional)
was considered as individual single 2D images that were denoised and then reconstituted to the original
hyperstack. To create a training data set, 50,000 patches of a 128×128 px size were randomly sampled
from 10 movies taken on different days to account for the variability in laser intensity, labeling density
or overall cell state across conditions (e. g. untreated vs. treated). From these patches, 90% were used
as a training vs. 10% as a validation data set. The training was performed for 200 epochs. Denoised
versions of all images from all movies were then predicted using the trained model which is available
on Github (https://github.com/fmi-basel/ggiorget-spt-analysis). All scripts for denoising can also be
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found on GitHub (https://github.com/fmi-basel/ggiorget-spt-analysis).

The performance of the denoising process was evaluated using the set of “raw” and “ideal” data sets
acquired in fixed cells on the same FOV. The “raw” images were denoised using the pre-trained N2V2
model. “Ideal” images were manually annotated to generate a ground truth for spot detection (LoG
detector with a high quality threshold with subsequent manual correction). Spots were then detected
in an automated manner with h-max intensity thresholding on all three types of images: “Ideal”,
“raw” and “denoised” images with parameters optimal to each data set (as determined by parameter
sweeping based on the ground truth annotations of the “ideal” data set). Parameter sets and the overall
performance of spot detection on “ideal”, “raw” and “denoised” images were evaluated by calculating
the precision and recall (defined below), as well as the harmonic mean of both, the F1-score:

Precision =
TP

TP + FP
(3.1)

Recall =
TP

TP + FN
(3.2)

F1score =
2 · TP

2 · TP + FP + FN
(3.3)

where TP are the true positives, FP the false positives and FN the false negatives (in this case
unknown).

Estimation of localization precision

The localization error for illumination settings (i. e. different sets of laser powers) and before or after
denoising was calculated as the standard deviation of the Euclidean distance of any twomatching spots
across the frames (max. linking distance for matching across frames = 1 px). For this, two consecutive
frames from an image series (“ideal”,“raw” or “denoised”, streaming mode with dt = 100ms or 200ms
for “ideal” images, 10 frames) were taken.

Table 3.1: Parameters for spot detection. Identified by parameter sweeping on “raw”, “denoised”, and “ideal”
images based on ground truth annotations. LP = laser power.

Imaging modality Laser power SD (h-max) Threshold (Gaussian fit)

“ideal” 100% 2 0.3
“raw” 13% 1 0.4
“raw” 20% 2 0.4
“raw” 27% 2 0.5
“denoised” 13% 2 0.2
“denoised” 20% 3 0.3
“denoised” 27% 3 0.2
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Spot detection

Spots were detected by searching for local maxima in intensities with a given signal-to-background ra-
tio (SBR) in the 3D stack (h-max intensity thresholding) using Extrema from scikit-image.morphology
(Van der Walt et al., 2014). The SD parameter was initially estimated from the standard deviation of
intensity values in the image. The parameters used are indicated in Table 3.1. To achieve sub-pixel
localization, a 2D Gaussian fit on the detected spot in the z-plane with highest signal intensity and
a quality threshold of 0.5 on the goodness of the fit (square root of the diagonal of the covariance
matrix of the fitted parameters) was applied to filter the spots. A parameter sweep based on a subset of
movies annotated as ground truth data, was run to find robust and ideal sets of parameters that can be
applied to all movies. This detection method was compared to results from the Laplacian of Gaussian
(LoG) detector from scikit-image.feature, blob_log and deepBlink (Eichenberger et al., 2021). The
final parameters were a SD of twice the standard deviation of spots identified in 50 different frames
randomly selected in the data set and a threshold on the goodness of fit of 0.5.

Spot linking and cell motion correction

The 2D spot coordinates were linked over time using LAPtrack with the parameters indicated in
Table 3.2 (Fukai, 2021; Fukai & Kawaguchi, 2022). Tracks were manually checked for correct linkage.

Table 3.2: Parameters used for tracking with LAPtrack for the DNA channel and RAD21 channel and the
nuclear masks.

Channel Max. linking
distance (px )

Max. gap closing
distance (px )

Max. no. of gaps

DNA 5 px 10 px 5
RAD21 5 px - -
nuclear masks 6 px 32 px 5

The nuclear background signal in the tdTomato channel was used to segment nuclei with StarDist
and the standard model (Schmidt et al., 2018; Weigert et al., 2020). Nuclear masks were linked across
time using LAPtrack (Fukai, 2021; Fukai & Kawaguchi, 2022) with the the parameters described in
Table 3.2.

After spot linking for the tracks in the RAD21-Halo and TetO channel, these tracks were assigned to a
cell mask based on amajority rule (highest occurrence of nuclear ID is assigned to the entire trajectory).
Motion correction is then performed ass described in Mach et al., 2022, i. e. a roto-translation model
that was calculated based on the common motion of all spots within a cell across two consecutive
frames, is subtracted from the spot motion (matching with a minimum of 3 spots per pair of time
frames). The documentation for this analysis can be found on Github (https://github.com/fmi-basel
/ggiorget-spt-analysis).
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MSD calculation

MSD calculation was also described in Mach et al., 2022 and here performed in the same manner.
Namely, short tracks with a length smaller than 10 data points are removed for further analysis. The
time-averaged MSD for each trajectory is then calculated and subsequently an average across all
time-averaged MSDs is built, also pooling the replicates from different imaging days, as chromatic
aberrations are comparable. The MSDs are corrected for the estimated localization error (see 3.5)
(Kepten et al., 2013). To extract the scaling exponent (α) and the generalized diffusion coefficient (D),
the ensemble average of the log-time averaged MSD between 10-100 s was fitted linearly. The effect
of sister-chromatids in the TetO signal was neglected, since it can be regarded as a systematic error
across conditions, if the cell cycle profiles of the conditions are comparable. Scripts used for the
analysis are available on Github (https://github.com/fmi-basel/ggiorget-spt-analysis).
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Chapter 4

Discussion

While the architecture of chromosomes has been extensively studied using chromosome conformation
capture techniques and DNA-FISH, very little is known about the dynamics of chromosomes and how
they are influenced by factors that are thought to shape the 3D organization of the genome. In this
thesis, I investigated chromosome dynamics, both on a global scale and local dynamics between two
loci in cis. In chapter 2, I presented evidence that cohesin constrains chromosome motion globally
and that both cohesin and CTCF modulate the interactions of two chromosomal loci separated by
150 kb of genomic sequence. In chapter 3, I then showed that cohesin’s dynamics on DNA as well
as DNA motion can be simultaneously followed for up to 30min. Description of these dynamics
upon depletion of NIPBL or Sororin, then led to the conclusion that cohesin’s role in slowing down
chromosome dynamics are due to the formation of bonds by both, sister-chromatid cohesion and
loop extrusion.

In this chapter, I will place these findings in the context of current research in the field and describe
their implications. I will discuss the strengths and limitations of the used approaches and will outline
questions that arise from my research, as well as possible strategies to study them.

4.1 Cohesin globally slows down chromosome dynamics

Chromosome dynamics have been previously observed using live-cell imaging approaches of either
genomic loci labeled through e. g. FROS or imaging of proteins bound to DNA, e. g. SPT of histones
(Masui et al., 2011; Nozaki et al., 2017; Alexander et al., 2019). However, in this study, I was interested
in describing the dynamics of chromosomes at time scales where loop extrusion is thought to happen.
Given that the velocity of loop extrusion was measured in vitro to be in the order of 1 kb/s (Davidson
et al., 2019), it is plausible that processes to establish an average-sized (∼ 150 kb) cohesin-mediated
loop would take at least∼ 2-3min. This is also in line with estimates of cohesin residence times in
the range of 8-20min (Gerlich et al., 2006; Kueng et al., 2006; Hansen et al., 2017; Wutz et al., 2020).
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Hence, previous studies could only partially describe global chromosome motion at these time scales,
mainly due to two technical limitations: Firstly, FROS can often observe only very few loci, since the
labeling relies on integration of DNA sequences into the genome. Secondly, using a SPT approach of
DNA-bound proteins leads to very short observation periods due to photo-bleaching effects (Boka
et al., 2021).

Therefore, we set out to overcome these limitations by measuring many chromosomal loci in the
same cell with a TetO/TetR operator system. In order to achieve this, we made use of the Piggybac
transposase that allows for multiple, but random integrations into the genome of even large sequences,
such as operator arrays (Cadiñanos & Bradley, 2007). This led to clonal cell lines with multiple observ-
able loci, thereby giving a good approximation of the overall chromosome dynamics. Furthermore,
these loci could be followed over extended periods of time, given the good SNR and the fact that
fluorophores can be replenished through maturation of newly produced fluorescent protein and
binding turnover at the operator array (Boka et al., 2021). However, imaging over longer periods of
time also led to drawbacks, such as the fact that the motion of the cell becomes non-negligible. In
order to be able to extract the absolute motion of each locus, while retaining good statistical power,
we therefore developed a method to subtract the cell motion from the motion of each locus.

With this powerful tool in hand, it was then possible to observe the loci while inducing rapid degra-
dation of factors involved in mediating or regulating folding processes, such as RAD21, CTCF and
WAPL. This allowed us to study their influence on global motion. We showed that chromosome
motion on the minutes scale is characterized by a single diffusive regime with an average anomalous
exponent of∼ 0.6 across conditions; very comparable to previous measurements at specific loci (Gu
et al., 2018; Khanna et al., 2019). Furthermore, we could quantify these differences that arise from the
depletion of the aforementioned factors: The presence of cohesin on average led to a 30% decrease in
the generalized diffusion coefficient (without changes in the anomalous exponent), with an equal, but
opposite phenotype in the presence of higher levels on DNA (depletion of WAPL). This is very much
in line with previous SPT studies from Nozaki et al., 2017 in the seconds range. We therefore argue
that cohesin serves to constrain chromosome motion and slows it down globally.

While these findings are consistent with polymer simulations of loop extrusion, I have to stress that
these experiments were performed in un-synchronized mESCs where approximately 50% of cells are
in either S or G2 phase (Extended Data Figs. E1c and E5g). It is therefore possible that this phenotype
does not stem from cohesin’s role in loop extrusion, but from its function in holding together sister
chromatids after replication (cohesion) (Hirano & Mitchison, 1994). Both of these processes establish
bonds between chromatin fibers; loop extrusion in cis and cohesion in trans. Therefore, loop extrusion
is one of two possible explanations for our findings. Proving which function of cohesin is responsible
for slowing down chromosome dynamics was, besides other questions, the goal of the experiments
performed in chapter 3 and is discussed in section 4.7.
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4.2 Global chromosome motion is not influenced by CTCF

We then measured the dynamics of chromosomes in the absence of CTCF (depletion via a degron
system) or upon removal of CTCF binding sites adjacent to the operator arrays (via recombinases). In
both cases, we did not see any changes in the global motion. This might seem surprising considering
CTCF’s role in loop extrusion as a barrier element. Indeed polymer simulations suggest that a locus
that is in the vicinity of a loop base (as is the case at CTCF sites) should move differently than a locus
far away from the loop base. However, we are here considering a locus moving in the 3D nuclear
space as part of a polymer chain. This further means that a locus’ motion will be influenced by and
correlated with the motion of surrounding loci in the chain. In particular, what this means for a locus
near a CTCF site, is that it will still experience the constraints of the loop due to correlations along
the chain. According to polymer simulations, the influence of a loop base will even be felt by loci
located quite far away from the CTCF site (up to 100 kb linear genomic separation) and differences in
motion will be small (Pavel Kos, personal communication, unpublished data). It was also suggested by
a recent study performing live-cell imaging at the Drosophila even-skipped (eve) locus that found that
the relaxation time of DNA only shows a shallow dependence on genomic separation, thereby arguing
for correlations over long distances (Brückner et al., 2023). Given our experimental set-up, where our
operator arrays are on average∼ 10 kb from the next endogenous CTCF site, this would mean that
most of these loci experience a motion that is influenced by the next, endogenous CTCF binding sites.
Therefore, it is likely that due to the high abundance of CTCF binding sites in the genome, almost all
chromosome dynamics that we observed here will be a proxy for a locus close to a loop boundary.
Furthermore, while the effects can be observed in polymer simulations, it is possible that the noise in
experiments masks these small differences.

While this might explain the lack of any observable change when excising CTCF sites close to the
operator array, it does not explain that dynamics do not change upon global depletion of CTCF. In
this case, cohesin will still be loaded, however the loops will not be anchored at CTCF sites anymore.
The fact that we do not see changes in the motion of our operator arrays, leads to two conclusions:
First, the same amount of cohesins must be present on DNA, meaning that the residence time of
cohesin is not altered by CTCF depletion. This is in line with previous measurements of cohesin
dynamics on DNA upon depletion of CTCF (Nora et al., 2020). Second, the overall density of the
loops must also be the same, although with a different positioning which is in agreement with findings
from 3C methods (Nora et al., 2017).

4.3 CTCF and cohesin control looping dynamics

Since the effect of CTCF on chromosome dynamics was not observable in our experiments measuring
global chromosome dynamics, we asked whether the effect can be measured when imaging two
specific loci at a loop base with convergent CTCF sites. This would potentially increase the chances
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that the effect can be observed, as indicated by polymer simulations (see 2.3.2). Also, it could answer
the question of how slowing down of chromosome motion by cohesin on a global scale affects the
interactions of two loci in cis. Understanding the dynamics of encounters of two loci in relation to
each other can potentially also inform on interaction frequencies of E-P pairs.

We therefore used an ideal model set-up to investigate the effect of one specific, very strong CTCF
loop: in an otherwise “neutral” TAD without any internal structure and without expressed genes or
enhancers, no heterochromatic marks or association with lamina-associated domains (LADs) (Zuin
et al., 2022), we inserted a very strong, ectopic CTCF loop flanked by two orthogonal operator arrays.
Using this bottom-up design of a regulatory landscape, we were able to image the dynamics of this
specific loop without other confounding effects that could arise from adjacent, endogenous regulatory
sequences. We chose 150 kb as a size for the loop, since this corresponds to the average cohesin- and
CTCF loop size in mESCs as well as being approximately the average distance between E-P pairs (see
Methods) (Jung et al., 2019). Choosing three very strong CTCF binding motifs placed directly adjacent
to each other, most likely constitutes an impermeable barrier. This further facilitated comparison of
experimental data to polymer simulations with impermeable BEs.

Whenmeasuring the dynamics of the loci in cis, we first noticed that theMSD of their pairwise distance
shows a much smaller anomalous exponent (radial MSD∼ 0.2) as observed for global chromosome
dynamics (see 2.3.3). This can be explained by the linear separation of the loci, which defines their
maximal distance to each other as the length of the stretched out 150 kb of chromatin. This leads
to imposed constraints that become visible as a plateau in the radial MSD which is detected as an
extremely low MSD power-law in the presence of experimental uncertainty on distances. Indeed,
the finding that linear separation correlates with the anomalous exponent when observing dynamics
at the minute scale, could explain the differences in anomalous exponents observed in other studies
(Khanna et al., 2019; Gabriele et al., 2022).

Similar to studies using DNA-FISH and in line with the measurement of global chromosome dynamics
(Szabo et al., 2020), we found that the presence of cohesin leads overall to smaller distances between
the two loci. Interestingly, the same holds true for CTCF sites adjacent to the operator arrays, leading
to the conclusion that both cohesin and CTCF help to facilitate interactions between loci separated
by a distance of 150 kb. Furthermore, we show that the variability in distances is decreased when
CTCF and cohesin are present, arguing for facilitated, but also more robust interactions.

However, the advantage of live-cell imaging lies in the fact that we gain access to the temporal
development of spatial distances between the two loci. We could investigate whether overall smaller
distances and a reduced variability are due to a change in the duration or frequency of interactions.
By inferring a proximal state with an average distance of 150 nm, we saw that cohesin and CTCF sites
adjacent to the operator arrays increase the duration of this proximal state by 2-3-fold. Furthermore,
the interactions are also more frequent when the operator arrays are flanked by CTCF sites and
cohesin is present. With the help of polymer simulations, we could further show that this finding
can be explained by the loop extrusion model, in particular with cohesins stalling at CTCF sites and
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enforcing a loop. Given these measurements of proximity, the interactions between two loci in cis
flanked by CTCF sites occur on average every 5min and last approximately 16min. For two loci
without CTCF sites this is reduced to a duration of 6min on average. However, considering the
length of the cell cycle of mESCs of 11-14 h (Roccio et al., 2013), this would mean that interactions
between e. g. an E-P pair at that distance occur frequently and are quite short-lived. I will discuss the
implications of this finding on transcriptional regulation in 4.6.

4.4 What is a contact?

With our experiments, we have access to the physical proximity between the loci, however the
measured distances are confounded by the uncertainty limit with which we observe them. We
calculated this uncertainty that mostly arises from the localization precision in diffraction-limited
microscopy to be approximately 130 nm. This is slightly lower than the average distance of 150 nm
in our proximal state. Of course, this raises the question of how these proximity events relate to
actual molecular contacts between e. g. two CTCF sites as a loop base or a potential proximity event
between an E-P pair. As summarized in 1.1.5, it is currently unclear what are the distances that are
necessary for e. g. exchanging information between an enhancer and a promoter in order to achieve
transcriptional activation. While a mechanism via direct protein-protein interactions would argue
for very small distances in the range of up to 10 nm, models that propose communication through an
enrichment of TFs and cofactors could potentially signal over larger distances up to possibly tens of
nm (Hnisz et al., 2017; Chong et al., 2018; Field & Adelman, 2020; Karr et al., 2022).

In our experiments, we do not have access to the underlying molecular state of the chromatin fiber and
we must therefore conclude that our measurements likely provide an over-estimation as compared
to actual functional contacts of the two loci. However, I would like to point out that our proximal
state is comparable to the contact probabilities in 3C methods. Here, the cross-linking and ligation
radius defines the maximal distance between two loci that is counted as a contact. This parameter was
estimated to be in the range of 150-250 nm (McCord et al., 2020; L. F. Chen, Lee, et al., 2023) and is
therefore very comparable to the average distance of 150 nm of the proximal state in our experiments.
We therefore also sought to compare changes in the contact probabilities in the presence or absence
of flanking CTCF sites in our Capture-C experiments to changes in the fraction of time spent in the
proximal state in the live-cell imaging experiments. We found a good agreement in the fold change
observed when deleting CTCF sites (2.8-fold in Capture-C, 2.3-fold in imaging experiments, see 2.3.4).

It should be noted that in theory a better resolution and thereby a smaller uncertainty on the 3D
distances could be achieved with super-resolution microscopy approaches, as has been demonstrated
in DNA-FISH experiments. However, so far these approaches have been limited to application to fixed
cells mainly due to technical limitations, e. g. the need for stochastic activation of the fluorophores
which is incompatible with tracking over time (Boka et al., 2021). The rapid advance of super-
resolution microscopy techniques that are compatible with live-cell approaches (Cao et al., 2021;
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Deguchi et al., 2023) will likely provide measurements of E-P proximity with increased accuracy
together with single-molecule resolved binding/unbinding of TFs and cofactors (Donovan et al., 2019;
Ferrie et al., 2023), thus allowing for a more precise assessment of molecular contact dynamics.

4.5 Inference of the cohesin-mediated looped state

While we cannot make conclusions about molecular contacts from the these experiments, polymer
simulations of loop extrusion of a 150 kb-sized loop with impermeable BEs allowed us to infer
the underlying cohesin-mediated looped state. We compared the experimental data to data from
simulations with added noise mimicking the experimental uncertainty. Since we know the actual
molecular configuration of the simulated DNA polymer, we found that for the best agreement with
the experimental data, a loop lasts 5-15min on average in the case when impermeable BEs are present,
and less than 1min without BEs. This is also in good agreement with measurements of cohesin
residence times on DNA by FRAP (Hansen et al., 2017; Wutz et al., 2020). However, this would indicate
that cohesin spends a considerable time on DNA in a loop-enforcing, stalled state as compared to an
actively extruding state, given a speed of loop extrusion of 0.1-1 kb/s (Davidson et al., 2019).

These results are in good agreement with a recent study by the lab of Anders S. Hansen that measured
the contact dynamics near two CTCF sites that demarcate the boundaries of a 505 kb TAD at the Fbn2
locus (Gabriele et al., 2022). They found that their cohesin-mediated looped state has a comparable
duration of 10-30min, however occurs less frequently. The fraction of time the two loci spent in a
looped-state was here estimated to be 3-6% as compared to 20-30% estimated for our experimental
set-up based on polymer simulations.

Due to the very comparable set-up of the two experimental studies, I will now discuss the small
differences in the approaches and what can potentially be learned from them (see also Table 4.1). The
first difference lies in the genomic separation between the two loci, which in their case is 505 kb.
This is a possible explanation for the looped state occurring only 3-6% of the time measured. This
would indicate that the size of a loop mostly defines how often a loop is formed, while the duration
of a looped state is unchanged by its size. This could be due to the extended time that it would take
cohesin to extrude a loop of 505 kb as compared to a smaller 150 kb loop. Once stalled at CTCF sites,
only the residence time of either CTCF or cohesin defines the lifetime of a loop.

The second difference is the CTCF sites used to enforce a loop between the two loci: we used three
very strong CTCF motifs that had previously been described to be bound in almost 100% of alleles
measured by single-molecule footprinting (R. Grand and D. Schübeler, personal communication).
In the case of the study of Gabriele et al., 2022, there were only one CTCF site each that were
endogenously occurring at the boundary of the Fbn2 locus. Binding strength of CTCF to specific
motifs might therefore also be a determinant of looping dynamics. In this scenario, the decrease
in frequency would arise from cohesins not always being stalled at the CTCF sites and continuing
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Table 4.1: Comparison of studies on CTCF/cohesin-mediated looping dynamics in mESCs. The results
from section 2.3.4 are compared to Gabriele et al., 2022. Adapted from Giorgetti et al., 2022.

Mach, Kos, Zhan et al. (this study) Gabriele, Brandāo, Grosse-Holz et al.

in mESCs in the neutral TAD in mESCs at the Fbn2 locus
from Zuin et al., 2022

150 kb

LacO TetO

3xCTCF 3xCTCF 505 kb

TetO ANCHOR3

1xCTCF 1xCTCF

Physical proximity (∼ 150 nm distance):

∼ 80% n. a.

CTCF/cohesin-mediated looped state:

Time in
looped state

∼20-30% ∼ 3-6%

Loop duration 5-15min 10-30min

to extrude past them, since these sites are permeable barriers that can be overcome with a certain
probability.

Besides these differences in the experimental set-up, the studies also differ in the way the cohesin-
mediated looped state was inferred: We made use of a HMM to identify a proximal state from
our experimental data, which we then then compared to polymer simulations to get access to the
underlying cohesin-mediated looped state. The study from the Hansen lab on the other hand used a
newly developed Bayesian classifier (Bayesian inference of looping dynamics (BILD)). Both techniques
are a first attempt at interpreting these challenging data sets generated from live-cell imaging with a
high uncertainty on the actual 3D distances. Therefore, both techniques currently still suffer from
drawbacks: The HMM approach assumes that there are no temporal correlations in the transitions
between proximal and distal states and that transitions are instantaneous. This is likely to lead to an
overestimation of the fraction of the time spent in the looped state, as e. g. relaxation times after loop
release are not taken into account. Furthermore, computationally expensive polymer simulations
of the exact measured scenario need to be performed in order to be able to compare the simulation
to the experimental data. This makes the approach more difficult to apply. On the other hand,
Bayesian inference of looping dynamics (BILD) can account for temporal correlations, because it was
constrained by the actually measured MSDs in the CTCF-depleted scenario. However, the precision
and recall of the classifier was tuned by training on simulated data. Here, the matching between
experimental data and simulations is crucial and e. g. it is unclear how the time scales of units of
simulated time were matched to the real time in experiments. For an independent review of these
differences, I refer the reader to a recent review by L. F. Chen, Lee, et al., 2023.

All in all, given the considerable differences in study design and analysis, the results from both studies
together give a first impression of how chromosome dynamics of two loci in cis can be regulated by
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cohesin-mediated loop extrusion, how this is dependent on the genomic separation and the CTCF site
strength. Future studies should systematically test the relationship between chromosome structure
as seen in Hi-C and dynamics measured in live-cell imaging, taking into account a large variety of
regulatory landscapes.

4.6 Looping dynamics and regulation of transcription

Interestingly, the timescales of CTCF looping and physical proximity described by the two studies
represent an intermediate level between those of nucleosome remodeling and TF binding/unbinding
and promoter bursting: While TF binding typically occurs on the seconds timescale, promoter bursting
in mammalian cells takes place over tens of minutes (Fig. 4.1a) (Coulon et al., 2013). It is unclear
how these processes are integrated in time to yield a robust transcriptional response with the right
cell-to-cell, but also temporal variability. It should be noted that studies in budding yeast have shown
more compatible time scales for TF binding and onset of transcription (Donovan et al., 2019).

Given the fast binding/unbinding kinetics of many TFs and the potentially longer timescales of
enhancer-promoter proximity, it is possible that time-averaged TFBS occupancies within enhancer
and promoter regions are sufficient to enable the exchange of regulatory information throughout
the duration of a contact. But even if this is the case, does a promoter get activated every time that
an enhancer is close enough that their transiently bound TFs can interact (Fig. 4.1b, i)? Or does this
happen with a delay, possibly due to the kinetics of intermediate regulatory steps (e.g. assembly or
interactions with cofactors) (Fig. 4.1b, ii)? Or rather does a burst of transcription only commence
after several contacts, e.g. because of cooperativity in one or more sequential events occurring at the
promoter (Fig. 4.1b, iii)? Is every E-P pair actually expected to behave the same, or do alternative
modes of signal integration (Lammers et al., 2020) result in different behaviors at different E-P pairs?
And how is this related to bursting kinetics at the promoter?

There is evidence for a 1-contact-1-burst scenario in Drosophila embryos, although the study only
investigated ectopically induced, unusually stable E-P interactions (H. Chen et al., 2018). Another
study in mammalian cells found no temporal correlation between contacts and transcription bursts.
However, in this study the operator array indicating the position of the enhancer was placed outside
of the boundary of the TAD that harbors the E-P pair, and this might have masked potential contacts
occurring within the TAD (Alexander et al., 2019).

Theoretical arguments that are compatible with scenarios ii) and iii) have been recently evoked to
explain striking non-linearities in how transcription levels depend on E-P contact probabilities (Xiao
et al., 2021; Zuin et al., 2022), although none has been formally proven. First insights come from a
recent study at the Drosophila eve locus where the enhancer was placed at varying distances from the
promoter and both, E-P distances as well as nascent transcription, were observed in live-cell imaging:
This indeed showed a dependence of transcriptional activation on the genomic separation which

110



4.7. Long-term single-particle tracking of cohesin on DNA

Enhancer

Promoter

Enhancer

Promoter

mRNA

DNA

3. PolII recruitment 
and transcription

2. Physical 
proximity

1. TF and Cofactor 
binding dynamics

TF binding
in seconds range

Burst duration:
~10s of minutes

Looping dynamics in 
minutes range

a b

Transcription

i) 1 interaction leads to 1 burst

Physical proximity
TF/Cofactor binding

Time

Transcription

ii) 1 interaction leads to 1 burst with delay

Physical proximity
TF/Cofactor binding

Time

Transcription

iii) Multiple interactions are required for 1 burst

Physical proximity
TF/Cofactor binding

Time

PolII

Figure 4.1: Temporal dynamics of E-P communication. a, Transcription initiation and the resulting
transcriptional bursts are preceded by multiple processes, notably fast transcription factor and cofactor binding
(typically in the second to tens of seconds range) and looping of the chromatin fiber that establishes physical
proximity, estimated to occur in the few minutes range. b, Whilst transcription factor binding dynamics are fast
and occur frequently, possibly enabling continuous occupancy of TFBS at the enhancer and the promoter, E-P
proximity is presumably longer and occurs less frequent, leading to potential models of E-P communication in
time: i) one interaction might lead to one event of transcription bursting, ii) possibly with a delay iii) where
one bursting event can only be achieved by multiple consecutive interaction events (TF=transcription factor,
PolII=RNA Polymerase II). Fig. from Mach and Giorgetti, 2023.

indicates that proximity might be a rate-limiting step for activation at least in Drosophila (Brückner
et al., 2023). Together with other recent measurements (Lingling et al., 2023; Platania et al., 2023), these
studies provide the first examples of live-cell imaging experiments that are able to probe the dynamics
of chromosome structure as well as transcription. Future studies at different loci, in different species
or cell types, will increase our knowledge of factors that contribute to dynamics of E-P interactions.

4.7 Long-term single-particle tracking of cohesin on DNA

As described in 4.1, cohesin slowing down chromosome dynamics is compatible with the formation
of bonds via loop extrusion between two strands in cis, but also via sister-chromatid cohesion
between two strands in trans. It is therefore in question, whether the constrained behavior is really a
consequence of loop extrusion. I therefore set out to discriminate the dynamics of cohesin’s functions
on DNA in living cells.

While it would generally be a possibility to answer this question by measuring chromosome dynamics
during different cell cycle stages (e. g. using a fluorescent reporter for the cell cycle like the fluorescence
ubiquitin cell cycle indicator (FUCCI) system (Sakaue-Sawano et al., 2008)), it is technically very
challenging to combine this technique with live-cell imaging. This drawback arises from the limited
number of fluorophores that can simultaneously be visualized in fluorescence microscopy. It makes it
difficult to image DNA loci that have very dim signals and multiple fluorescent reporters for the cell
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cycle in the same experiment. Furthermore, this would also significantly increase the exposure to
light, which should be limited to prevent photo-bleaching over time.

Therefore, I chose SPT with sparse labeling as an approach to follow RAD21 molecules and be able to
characterize the motion of cohesin, potentially whilst performing either of its functions. For this, a
long observation period is required, as cohesin is often associated with DNA for 8-20min (Hansen
et al., 2017; Wutz et al., 2020). Furthermore, the lifetime of average-sized cohesin-mediated loops was
estimated to last for 5-15min (see 2.3.4). Therefore, we followed the loci over 30min with this new
approach, possibly covering the entire lifetime of a cohesin binding event to DNA.While SPT has been
previously used to study transcription factor and cofactor binding dynamics to DNA in the seconds to
1-2min range (Donovan et al., 2019; Ferrie et al., 2023), its application to study cohesin dynamics on
long time scales in the minutes range had been impossible until now. This is mostly due to limitations
arising from photo-bleaching and photo-toxicity in SPT experiments that prevent extended imaging
periods (Boka et al., 2021). Here, I made use of a new image restoration technique based on deep
learning (N2V2) that can significantly reduce the power needed to visualize individual molecules and
thereby increases the time the molecules can be followed (Höck et al., 2022). The advantage of this
approach is that it leads to a quantitative description of both cohesin and DNA motion in the same
cell, which can then be compared.

With this, I could show that cohesin shows a more sub-diffusive motion on DNA than the underlying
DNA fiber itself. Given that the motion of RAD21 molecules that we observe is a convolution of
the motion of cohesin on DNA and DNA motion, it is likely that we most often follow cohesin
molecules that perform a slow, potentially bond-enforcing role on DNA. As is indicated by polymer
simulations (Pavel Kos, personal communication), a loop anchor would show a more constrained
behavior compared to a cohesin molecule just bound to DNA without performing any function. In
the future, it remains to be seen, if this fraction of cohesin molecules is lost, when cohesin is not able
to perform either loop extrusion or cohesion (as is the case when either NIPBL or Sororin is depleted).
Currently, our labeling strategy prevented measurements under these conditions, as also cohesin
abundance on DNA is changed, but these limitations can likely be overcome in adjusted experiments.

However, when we performed these depletion experiments and followed multiple random DNA loci
on DNA, we could already conclude that both of cohesin’s functions contribute to slowing down
chromosome dynamics, as we saw an increase in the instantaneous diffusion coefficient in both
cases, when depleting NIPBL or when depleting Sororin. This is a strong indicator that indeed bond
formation is the driver of this observation, considering that this is part of the process of loop extrusion
as well as of cohesion.

It is currently in question, whether it is possible to observe a signature of cohesin actively performing
loop extrusion in these settings. This is due to the low velocity of cohesin performing loop extrusion
in vitro (Davidson et al., 2019) and the motion with which DNA moves itself (Nozaki et al., 2017; Gu
et al., 2018; Gabriele et al., 2022; Mach et al., 2022). It is likely that both motions are very similar,
making it hard to distinguish them in settings where only a convolution of cohesin and DNA motion
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can be observed. In order to overcome this limitation and potentially observe actively extruding
cohesin molecules, future experiments could be performed in a cell line carrying a degron system
for PDS5 and RAD21, where it is potentially possible to increase the velocity and processivity of
cohesin on DNA thereby making loop extrusion observable (Elphège Nora, personal communication,
van Ruiten et al., 2022).

In general, the approach we developed here, combining measurements of dynamics of DNA loci
with measurements of the dynamics of a protein bound to DNA over long periods of time, opens up
possibilities also to study other interesting questions. The dynamics of long-range transcriptional
activation by enhancers and the factors involved on a mechanistic level are still very much unknown.
With this technique, it is potentially possible to combine the tracking of an E-P pair with observing
binding interactions of TFs or cofactors. Together with current advances in microscopy development
to achieve super-resolution in live cells, such as with MINFLUX (Deguchi et al., 2023), it will become
increasingly more feasible to study the mechanisms of transcriptional activation by enhancers on
temporal and spatial scales that are relevant to the molecular processes that are thought to mediate it
(see 1.1.5 and 4.4).

4.8 Conclusion

This study provides a description of chromosome dynamics and how these are influenced by the
process of loop extrusion. It shows that cohesin and CTCF regulate chromosome dynamics by
constraining their motion and thereby facilitating interactions in cis. The duration and frequency
of cohesin-mediated loops described in chapter 2 is in excellent agreement also with a recent study
observing looping interactions at TAD boundaries (Gabriele et al., 2022). Together, these two studies
have pushed forward our understanding of the modulation of dynamics of chromosome structure by
cohesin and have enabled the first estimates of duration and frequency of interactions of loci in cis
from live-cell imaging studies.

The strength of the approaches demonstrated here, e. g. namely the bottom-up engineering of a neutral
environment for live-cell imaging studies as well as simultaneous, long-term imaging of DNA loci
and single proteins bound to DNA, are powerful tools to unequivocally study the effects of a specific
sets of questions on chromosome dynamics. New genome engineering approaches (Zuin et al., 2014;
Rinzema et al., 2022; Lingling et al., 2023) are likely to bring an increasing complexity with which
regulatory landscapes can be set-up or modified. It will be interesting to see, if technical challenges
in the set-up of live-cell imaging studies can be overcome to a account for probing landscapes in a
high-throughput manner.

Finally, combining live-cell imaging approaches of DNA bound proteins and DNA loci with in vivo
proteomics approaches (Graham et al., 2022; DelRosso et al., 2023) will be crucial to unravel the
dynamics of molecular mechanisms that modulate transcriptional activation.
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Supplementary Information

Chapter 2 – Cohesin and CTCF control the dynamics of chromo-
some folding

Methods

Generation of targeting vectors for random integration of TetO array and TetR-tdTomato

To generate an 8 kb TetO array within piggyBac inverted terminal repeatss (ITRs), the TetO array
was obtained from the pSO2.Pac.TetO, a gift from Edith’s Heard lab (Masui et al., 2011), by growing
bacteria at 37 °C to reduce the size of the original 30 kb operator array by recombining. The array
was then excised from the vector by restriction digest with BamHI (NEB, R0136S) and cloned into
the PB-empty (Redolfi et al., 2019) (final vector PB-empty-DSE-TetO-8kb). A cassette carrying three
strong CTCF sites was excised with XhoI (NEB, R0146S) from PB-empty_DSE_TetO_2.7kb_3xCTCF
and ligated into the PB-empty-DSE-TetO-8kb vector using T4 DNA Ligase (NEB, M0202L). Clones
were screened by Sanger sequencing (Microsynth) for CTCF sites inserted facing toward the TetO
array. The final vector (PB-3xCTCF-TetO) was validated by restriction digest with EcoRI (NEB,
R3101L) and NotI (NEB, R3189L) for the correct size of the operator array and Sanger sequencing
(Microsynth) for the correct insertion of the CTCF cassette.

To express the TetR and Lac repressor (LacI) fused to a fluorescent protein flanked by ITRs for piggyBac
transposition, the PB-empty vector was first linearized by digestion with XhoI (NEB, R0146L) and
the TetR-eGFP was amplified with Phusion High-Fidelity DNA Polymerase (Thermo Fisher Scientific,
F530L) from pBroad3-TetR-ICP22-eGFP kindly provided by Tim Pollex (Pollex & Heard, 2019) with
Gibson overhangs. PB-Ubc-TetR-eGFP was assembled using Gibson cloning (NEB, E2611L). The
tdTomato was amplified with Gibson overhangs and assembled with the digested PB-TetR-eGFP
(BamHI, NEB, R3136L and EcoRI, NEB, R3101L) to yield the PB-Ubc-TetR-tdTomato vector. To
increase expression levels of the fusion proteins, the Ubc promoter was exchanged for the stronger
CAGGS promoter that was amplified with Gibson overhangs from a pCAGGS plasmid. The final PB-
TetR-tdTomato was made using Gibson assembly of the amplified CAGGS promoter (from Addgene
plasmid #20733) with the PB-Ubc-TetR-tdTomato digested with BglII (NEB, R0144L) and AgeI (NEB,
R3552S). To generate PB-CAGGS-TetR-eGFP, PB-Ubc-TetR-eGFP and PB-TetR-tdTomato were
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digested with XhoI (NEB, R0146L) and ligated using T4 DNA Ligase (NEB, M0202L). PB-LacI-eGFP
was generated by amplification of the LacI with overhangs for subsequent Gibson assembly with the
digested PB-TetR-eGFP (AgeI, NEBR3552S). Primers used for cloning can be found in Supplementary
Table S3.

Generation of targeting vectors for TetO and LacO

Vector for targeting the TetO array to the genomic locus on chr15:11,647,372: The vector pMK-
chr15-Rox-PuroR-Rox containing the homology arms for chromosome 15 as well as the Puromycin
resistance gene flanked by Rox sites was custom synthesized by GeneArt Synthesis (Thermo Fisher
Scientific) and linearized with SbfI (NEB, R0642S) and SpeI (NEB, R3133S). A short linker sequence
including a XhoI restriction site was introduced into the vector by PCR amplification from pMK-
chr15-Rox-PuroR-Rox with Gibson overhangs. The XhoI restriction site was then used to ligate the
3xCTCF-TetO (cut from the PB-3xCTCF-TetO vector) into the vector leading to pMK-3xCTCF-
TetO-Rox-PuroR-Rox. Vector for targeting the LacO array to the genomic locus on chr15:11,496,908:
The vector pUC19-empty was linearized with EcoRI (NEB, R3101L) and BamHI (NEB, R3136L).
The left homology arm was amplified from E14 wild-type genomic DNA with overhangs for Gibson
assembly. The 5’-ITR was amplified from PB-empty with Gibson overhangs and both PCR products
were assembled into the pUC19 vector (Addgene, #50005) to yield pUC19-lHA-5’ITR. pUC19 was
digested with KpnI (NEB, R3142L) and BamHI (NEB, R2126L) to be assembled into pUC19-3’ITR-
3xCTCF-rHA with the following PCR products with respective Gibson overhangs: The 3’ITR was
amplified from PB-empty, the CTCF cassette was amplified from pMK-chr15-Rox-PuroR-Rox and
the right homology arm was amplified from E14 wild-type genomic DNA. To make the targeting
vector, pUC19-lHA-5’ITR was linearized with EcoRI and BamHI, pUC19-3’ITR-3xCTCF-rHA was
linearized with KpnI and HindIII (NEB, R3104L) and the Neomycin resistance gene was amplified
from pEN113 (Addgene, #86233). All three parts were assembled using Gibson assembly to pUC19-
ITR-NeoR-ITR-3xCTCF. The LacO array was excised from the pLAU43_LacO_plus vector (Lau et al.,
2003) with XhoI (NEB, R0146L) and ligated into the linearized targeting vector (cut with XhoI) using
T4 DNA Ligase resulting in the final targeting vector pUC19-ITR-NeoR-ITR-3xCTCF-LacO. Primers
used for cloning can be found in Supplementary Table S3.

Removal of CTCF sites by Cre recombination

To selectively remove the three CTCF binding sites flanking the operator arrays, 0.5x106 cells of each
cell line were transfected 1 µg of pIC-Cre (a gift from the Schübeler lab) using Lipofectamine3000
according to the manufacturer’s instructions (Thermo Fisher Scientific, L3000008). 7 days after
transfection, the cells were sorted and genotyped as described previously. Primers used in genotyping
are listed in Supplementary Table S3.

Generation of control cell lines expressing OsTir1

E14 wild-type cells were transfected with the targeting vector pEN396-pCAGGS-Tir1-V5-2A-PuroR
TIGRE donor and the gRNA vector pX330-EN1201 (Addgene #92144 and #92142) using nucleofection
with the Amaxa 4D-Nucleofector X-Unit and the P3 Primary Cell 4D-Nucleofector X Kit (Lonza,
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V4XP-3024 KT). 2x106 cells were harvested using accutase (Sigma Aldrich, A6964) and resuspended
in 100 µl transfection solution (82 µl primary solution, 18 µl supplement, 15 µg Tir1 targeting vector
and 5 µg of pX330-EN1201) and transferred to a single Nucleocuvette (Lonza). Nucleofection was
performed using the protocol CG110. Transfected cells were directly seeded in pre-warmed E14
standard medium. 48 hours after transfection, 1 µg/ml of puromycin (InvivoGen, ant-pr-1) was added
to the medium for 3 days to select cells for insertion of the Tir1 integration. Cells were sorted and
genotyped as described previously. Primers used in genotyping are listed in Supplementary Table S3.

Tagging of endogenous Rad21 lcous and removal of resistance genes NeoR and HygroR

The gRNA vector and the targeting vector from N. Q. Liu et al., 2021 were purchased from Addgene
(gRNA pX330-EN1082: #156450, targeting vector pEN313: #156431). The gRNA sequence can be
found in Supplementary Table S3. The targeting vector was modified using a restriction digest with
NdeI and EcoRI (NEB, R0111S and NEB, R3101L) and subsequent Gibson assembly (NEB, E2611L) to
insert an FKBP-tag at the end of the coding sequence aswell as a Rox-HygroR-Rox cassette for selection
(final vector: RAD21-Halo-FKBP-Rox-HygroR-Rox). The clonal lines carrying the TetO and LacO
cassettes as well as TeR-tdTomato and LacI-eGFP (clones 1B4 and 2C10) were transfected with the
targeting vector (RAD21-Halo-FKBP-Rox-HygroR-Rox) and the gRNA vector PX330-EN1082 using
nucleofection with the Amaxa 4D-Nucleofector X-Unit and the P3 Primary Cell 4D-Nucleofector X
Kit (Lonza, V4XP-3024 KT) as described above. 48 hours after transfection, 160 µg/ml of Hygromycin
B (Thermo Fisher Scientific, 10687010) was added to the medium for 3 days to select cells for insertion
of the HaloTag-FKBP-tag cassette. 7 days after selection, 0.5x106 cells were transfected with 2 µg
of pCAGGS-Dre-IRES-bsd (purchased from Gene Bridges) using Lipofectamine3000 according to
the manufacturer’s instructions (Thermo Fisher Scientific, L3000008) to remove the Neomycin and
Hygromycin resistances used as selection markers for previous integrations. Prior to single-cell
sorting, the cells were incubated with 100 nM JF646 HaloTag Ligand (Grimm et al., 2017) in full
culturing medium for 30min at 37 °C, 8%CO2 and washed three times with PBS. The cells were
sorted for fluorescent emission at 664 nm. Sorted cells were cultured and genotyped as described for
the Tir1 integration. Primers used for genotyping are listed in Supplementary Table S3. Cell lines
showing the corrected genotype were selected, expanded and validated for homozygous insertion of
the HaloTag-FKBP-tag and correct functioning of the degron system by Western Blot (as described
below). Clones 1B1 (-PuroR,-NeoR,-HygroR) and 2C11 (+PuroR,+NeoR,-HygroR) were used for
further engineering.

Removal of CTCF sites in dual array TetO-LacO cell lines

To selectively remove the three CTCF binding sites flanking the operator arrays, 0.5x106 cells of
the TetO-LacO dual array cell line + RAD21-HaloTag-FKBP (clone 1B1) were transfected 1 µg of
pIC-Cre using Lipofectamine3000 according to the manufacturer’s instructions (Thermo Fisher
Scientific, L3000008). 5 days after transfection, 0.5x106 cells of the pool were further transfected
with 1 µg pCAG-FlpO-P2A-HygroR (Zuin et al., 2022). Cells were then sorted and genotyped as
described previously. Primers used for genotyping are listed in Supplementary Table S3. Since
the recombination with Flippase did not work sufficiently to attain correct clones, the CTCF sites
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flanking the LacO array were then removed using CRISPR-Cas9 deletion. The gRNA sequences
for the CRISPR/Cas9 knock-out of the CTCF sites flanking the LacO array were designed using
the online tool https://eu.idtdna.com/site/order/designtool/index/CRISPR_SEQUENCE and
purchased from Microsynth. The gRNA sequence can be found in Supplementary Table S3. The
gRNA sequence was cloned into the PX330 plasmid (Addgene, #58778) using the BsaI restriction site
as described previously. The pool of cells transfected with pIC-Cre was further transfected with 0.5 µg
of each gRNA/Cas9 vector and subsequently sorted and genotyped. Correct clones were expanded
and validated by genotyping PCR that was analyzed on a 1% agarose gel imaged with a Typhoon
FLA 9500 scanner (GE Healthcare). Subsequent Sanger sequencing of the PCR product (Microsynth)
confirmed the removal and clones 1B1 (+CTCF sites, -promoters, +RAD21-HaloTag-FKBP), 1A2 (-
CTCF sites, -promoters, , +RAD21-HaloTag-FKBP) and 1F4 (-CTCF sites, +promoters from resistance
gene cassette, +RAD21-HaloTag-FKBP) were used in live-cell imaging and Capture-Hi-C experiments.

Generation of control cell lines to measure localization error and experimental uncertainty

To generate a control cell line for the dual array imaging, one clone of RAD21-AID-eGFP + 3xCTCF-
TetO + TetR-tdTomato (clone 2B10) was transfected with 200 ng pBroad3_hyPBase_IRES_tagRFPt
and 200 ng PB-TetR-eGFP using Lipofectamine3000 (Thermo Fisher Scientific, L3000008) according
to the manufacturer’s instructions. Cells were cultured in standard E14 medium for 7 days and sorted
(as described previously) for fluorescent emission at 507 nm (eGFP) and 581 nm (tdTomato). Clonal
lines were screened for a good SNR by microscopy on Corning High-Content Imaging Glass Bottom
Microplates (96-well, Corning, 4580) and were used for estimation of localization error and the
experimental uncertainty on the distance by live-cell imaging using the same analysis pipeline as for
the TetO-LacO dual-array cell line (see description below).

piggyBac insertion site mapping

The integration sites of the random integrations by PiggyBase were mapped as described in Redolfi
et al., 2019. In short, genomic DNA (2 µg) was fragmented to an average of 500 bp by sonication
(Covaris) and ligation of full-length barcoded Illumina adapters was performed using the TruSeq
DNA PCR-free kit (Illumina) according to the manufacturer’s guidelines, with the exception that
large DNA fragments were not removed. Libraries were pooled together and capture of desired
fragments was performed using biotinylated probes against the piggyBac ITRs sequences using xGEN
Hybridisation reagents (IDT). Following capture, libraries were amplified for 14 cycles (KAPA HiFi
Hotstart). Sequencing was performed on the NextSeq500 platform (Illumina) as paired-end 300 cycles.

Capture-Hi-C sample preparation

Capture-Hi-C sample preparation was performed as described previously (Zuin et al., 2022). In short,
for RAD21 depletion, 2x107 cells were treated with 500 nM dTag-13 (Sigma-Aldrich, SML2601-1MG)
for 2 h at 37 °C. All cells were then crosslinked with 1% formaldehyde (EMS, 15710) for 10min at
RT. The reaction was quenched with glycine (final concentration 0.125M). Lysis was performed in
1M Tris-HCl pH 8.0, 5M NaCl and 10% NP40 (Sigma-Aldrich, I8896-50ML) and Complete protease
inhibitor (Sigma-Aldrich, 11836170001). Cells were digested using 100U of MboI (NEB, R0147) and
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ligated at 16 °C with 10,000U of T4 DNA ligase (NEB, M0202) in ligase buffer supplemented with
0.8% Triton X-100 (Sigma-Aldrich, T8787) and 240 µg of BSA (NEB, B9000). De-crosslinking was
achieved with 400 µg Proteinase K (Macherey Nagel, 740506) at 65 °C. The 3C sample was purified
using a phenol/chloroform extraction. 3C library preparation and target enrichment using a custom-
designed collection of 6979 biotinylated RNA “baits” targeting single MboI restriction fragments
chr15:10,283,500-13,195,800 (mm9) (Supplementary Table S3; Agilent Technologies; as in Zuin et al.,
2022) were performed following the SureSelectXT Target Enrichment System for Illumina Paired-End
Multiplexed Sequencing Library protocol. However, 9 µg of 3C input material instead of 3 µg was
used for the capture and DNA was sheared using Covaris sonication with the following settings: Duty
Factor: 10%; Peak Incident Power (PIP): 175; Cycles per Burst: 200; Treatment Time: 480 s; Bath
Temperature: 4 °C to 8 °C).

Targeted nanopore sequencing with Cas9-guided adapter ligation (nCATS)

nCATS was performed as described previously in Zuin et al., 2022 In short, 3-5 gRNAs sequences each
(targeting the upstream and downstream regions 2-3 kb external of the respective integration cassette,
either LacO or TetO integration) were designed using the IDT online tool https://eu.idtdna.com/site
/order/designtool/index/CRISPR_SEQUENCE (Supplementary Table S3). Custom designed Alt-R
CRISPR-Cas9 crRNAs (3-5 crRNAs targeting the region 5’ and 3-5 crRNAs targeting the region 3’ of
the integrated transgene), Alt-R CRISPR-Cas9 tracrRNA (IDT, 1072532) and Alt-R S.p. Cas9 enzyme
(IDT, 1081060) were purchased from IDT. Genomic DNA from clones 2G5 and 1F11 was extracted
with Gentra Puregene Cell Kit (Qiagen, 158745) following the manufacturer’s instructions. Quality
of the High Molecular Weight (HMW) DNA was checked with the TapeStation (Agilent) and 5 µg of
HMWDNA were de-phosphorylated using Shrimp Alkaline Phosphatase (rSAP; NEB, M0371) for
3min at 37 °C followed by 5min at 65 °C. To assemble the Alt-R guide RNA duplex (crRNA:tracrRNA),
the six Alt-R CRISPR-Cas9 crRNAs were pooled to a final concentration of 100 µM and subsequently
incubated in a ratio of 1:1 with 100 µM of Alt-R CRISPR-Cas9 tracrRNA at 95 °C for 5min. 4 pmol of
Alt-R S.p Cas9 enzyme were incubated with 8 pmol Alt-R guide RNA (crRNA:tracrRNA) at RT for
20min to assemble the RNP complex. In vitro digestion and A-tailing of the DNA were performed
by adding 10 µl of the RNP complex, 10mM of dATP (NEB, N0440) and 5U of Taq Polymerase
(NEB, M0267) and incubating the samples at 30min, 37 °C followed by 5min, 72 °C. Nanopore
sequencing adaptors were ligated using the Ligation Sequencing Kit (Oxford Nanopore Technologies,
SQK-CAS109) according to the manufacturer’s instructions. After purification with AMPure PB beads
(Beckman Coulter, A63881), samples were loaded into MinION selecting SQL-CAS109 protocol
(Oxford Nanopore Technologies).

Hi-C sample preparation

Hi-C sample preparation was performed as described previously in Redolfi et al., 2019. Briefly, 6×106

cells were treated with 500 µM auxin (Sigma-Aldrich, I5148-2G) for 90min and cells were crosslinked
with 1% formaldehyde (EMS, 15710) and quenched with 0.125M glycine for 5min at RT. Cells were
lysed in 10 nM Tris-HCl pH 8.0, 10 nM NaCl, 0.2% NP-40 (Sigma-Aldrich, I8896-50ML), complete
protease inhibitor (Sigma-Aldrich, 11836170001) and nuclei were digested with 400U of MboI (NEB,
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R0147) at 37 °C overnight. End-repair was performed using 40 µMBiotin-11-dATP (Life Technologies,
19524-016) and 50U DNA Polymerase I Large Klenow fragment (NEB, M0210M) incubating at 37 °C
for 45min. The end-repaired samples were ligated using 10,000U T4 DNA ligase (NEB, M0202M) in
ligase buffer supplemented with 0.8% Triton X-100 (Sigma-Aldrich, T8787) and 120 µg BSA (NEB,
B9000) at 16 °C overnight. De-crosslinking was performed by adding 20 µl Proteinase K (20mg/ml,
Macherey-Nagel, 740506) to the ligation mix (1.2ml) and incubating at 65 °C overnight. DNA was
purified using phenol/chloroform and 2 µg of purified 3C sample was sonicated using the Bioruptor
Pico (Diagenode). Biotinylated DNA was captured using MyOne Streptavidin T1 magnetic beads (Life
Technologies, No. 65601) followed by A-tailing. Library preparation was performed according to
NEBNext Ultra DNA Library prep kit instruction (NEB, E7370L) and samples were purified with
magnetic AMPure bead (Beckman Coulter, A63881). Hi-C libraries were sequenced on an Illumina
Nextseq500 platform (2x42 bp paired-end).

4C sample preparation

Sample preparation for 4C was performed as previously described (Splinter et al., 2012). In short, 107

cells were treated with 500 µM auxin (Sigma-Aldrich, I5148-2G) for 90min and cross-linked in 2%
paraformaldehyde (EMS, 15710) for 10min and quenched with 0.125M glycine (final concentration).
Lysis was performed in 150mMNaCl, 50mM Tris-HCl (pH 7.5), 5mM EDTA, 0.5% NP-40 (Sigma-
Aldrich, I8896-50ML), 1% Triton X-100 (Sigma-Aldrich, T8787). The samples were digested with
200U DpnII (NEB, R0543M) and subsequently ligated at 16 °C with 50U T4 DNA ligase (Roche,
#10799009001) in a final reaction volume of 7ml. De-crosslinking was performed with Proteinase K
(0.05 µg/µl) at 65 °C and samples were then purified using phenol/chloroform extraction. The second
digest was performed with 50U Csp6I (Thermo Fisher Scientific, ER0211). Samples were ligated
with 100U T4 DNA ligase in a final volume of 14ml and purified by precipitation in 100% ethanol.
The resulting products were used directly as a PCR template for the TetO 4C viewpoint. Primers
for PCR were designed according to the set-up used in Redolfi et al., 2019 and can be found in
Supplementary Table S3. Library preparation was performed with the NEBNext Ultra DNA Library
prep kit according to the manufacturer’s instructions (NEB, E7370L). 4C libraries were sequenced on
an Illumina Hiseq2500 platform (50 cycles, single-end reads).

Cell cycle analysis of RAD21 depleted cells by flow cytometry

To validate that in auxin or dTAG-13 treated cells the distribution of cells in different stages of the cell
cycle is not skewed towards cells in S and G2 phase (as cells are arrested in mitosis upon depletion of
RAD21), cell cycle stage analysis was performed by flow cytometry. For this, cells were cultured until
confluency on a 6-well and treated with the corresponding compound (500 µM auxin (Sigma-Aldrich,
I5148-2G) or 500 nM dTAG-13 (Sigma-Aldrich, SML2601-1MG) resuspended in culturing medium)
for the time indicated (0 h, 1.5 h, 2 h, 6 h). The cells were then harvested and 3x106 cells were fixed in
4% paraformaldehyde (EMS, 15710) at RT for 15min. The cells were washed in PBS and stained with
5 µg/ml 4’,6-Diamidino-2-phenylindole (DAPI) (D9564-10MG, Sigma-Aldrich) in 1xPBS+0.1% Triton
X-100 (Sigma-Aldrich, T8787) for 30min at RT. The cells were analyzed with a 405 nm laser line at
BD LSR II SORP Analyser (BD Biosciences, BD FACSDiva™ Software v8.0.1). Distributions of cell
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cycle stage profiles were analyzed using FlowJo (v10, BD Biosciences).

Western Blot

To validate the targeted degradation of RAD21, CTCF and WAPL in the degron cell lines, cells were
cultured on a 6-well to confluency and degradation was induced by adding 500 nM dTag-13 (Sigma-
Aldrich, SML2601-1MG) or 500 µMauxin (Sigma-Aldrich, I5148-2G) and incubating for the indicated
time (0 h, 1.5 h, 2 h, 6 h, 24 h) at 37 °C, 8% CO2. The cells were washed twice with PBS and lysed in
200 µl RIPA buffer (150mM sodium chloride, 1.0% NP-40 (Sigma-Aldrich, I8896-50ML), 0.5% sodium
deoxycholate, 0.1% sodium dodecyl sulfate (SDS), 50mM Tris pH 8.0) incubating 1min at 4 °C. Lysed
cells were frozen in liquid nitrogen. For the SDS-PAGE, cell lysates were thawed on ice and 2.5 U/ml
SuperNuclease (Sino Biological Inc, SSNP01) was added to digest DNA for 10min. Protein levels were
quantified using the Pierce BCA protein assay (Thermo Fisher Scientific, 23225). 10 µg of protein
extract were loaded onto a Mini-PROTEAN TGX Precast Gel (4-15% gradient, BioRad, 4561086)
in 1xLaemmli buffer (BioRad, 1610747) containing 100mM DTT. Samples were run at 180V for
90min in Tris-Glycine buffer (25mM Tris pH 8.3, 192mM Glycine, 0.1% (w/v) SDS). The protein was
transferred to a Trans-Blot Turbo Mini 0.2 µmNitrocellulose membrane (BioRad, 1704158) using the
Trans-Blot Turbo Transfer System from BioRad. The membrane was blocked for 1 h at RT (shaking) in
Odyssey Blocking Buffer (PBS) (Li-Cor Biosciences, 927-40000). The membrane was incubated with
1 µg/ml primary antibody (rabbit polyclonal anti-RAD21, abcam ab154769, rabbit polyclonal anti-
WAPL, Proteintech 16370-1-AP, rabbit polyclonal anti-CTCF, Cell Signaling Technologies #2899S,
rabbit anti-PK-tag (V5), abcam ab15828, and mouse monoclonal anti-Tubulin, (DM1A), Cell Signaling
Technologies #3872) in Odyssey Blocking Buffer (PBS) overnight at 4 °C. The membrane was washed
three times in PBS+0.1%Tween-20 for 5min each shaking and then incubated for 1 h at RT (shaking)
with secondary antibodies (IRDye 800CW Goat anti-rabbit IgG and IRDye 680RD Goat anti-Mouse
IgG, dilution 1:10,000, Li-Cor BioSciences 926-32211 and 926-68070) in Odyssey Blocking Buffer
(PBS). The membrane was washed three times in PBS+0.1%Tween-20 and imaged on the Odyssey
infrared imaging system (Li-Cor Biosciences).

Estimation of sister chromatids

To estimate the probability of encountering sister chromatids in our dual-color experiments, we
manually labeled around 1400 images randomly sampled from all movies. We assigned spots to cell
masks detected using CellPose. We estimated that sister chromatids occur in approx. 3% of the cells.

Median convergent CTCF distance

To calculate the average distance between convergent CTCF within TADs, we took the list of CTCF
motifs from Nora et al., 2017. The list of TADs has been taken from Zuin et al., 2022. By keeping only
pairs of convergent CTCF motifs within TADs, the average distance is estimated to be 140,932 bp.

Analysis of piggyBac insertion site mapping

To exclude reads coming from the TetR or LacI, the two ends of paired-end reads were mapped
separately to the piggyBac-TetR and LacI sequences (https://github.com/giorgettilab/Mach_et_al
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_chromosome_dynamics/tree/master/sequences) using QuasR v. 1.36.0 (qAlign). Only unmapped
reads were kept and mapped to the piggybac-TetO array sequence (https://github.com/giorgetti
lab/Mach_et_al_chromosome_dynamics/tree/master/sequences). Hybrid pairs with one of the
read-end mapping to array were kept. The second reads from hybrid pairs were mapped to the mouse
genome (build mm9) using QuasR (qAlign). Reads were then piled up in 25 bp windows using csaw
v. 1.30.1 (windowCounts function). Integration sites can be identified because they correspond to
local high-read coverage. Local coverage was calculated by resizing all non-zero 25 bp windows up to
525 bp (expanding by 250 bp upstream and downstream). Overlapping windows were then merged
using reduce (from GenomicRanges v. 1.48.0), resulting in a set of windows wi. The size distribution
of wi is multimodal, and only wi from the second mode onward were kept. For each wi we estimated
the coverage ci as the number of non-zero 25 bp windows. Only wi where the coverage was>16 were
considered. The exact positions of the integration sites were then identified with the center of wi.

Hi-C analysis

Hi-C data were analyzed using HiC-Pro version 3.1.0 (Servant et al., 2015) with the –very-sensitive
–end-to-end –reorder options. Only unique reads were mapped to the mouse genome (build mm9).
Contact maps were combined at 8 kb with iterative correction applied afterwards. (https://github.c
om/giorgettilab/Mach_et_al_chromosome_dynamics/tree/master/Hi-C).

Loop analysis

Loops were called on Hi-C map of WT sample using Mustache (Roayaei Ardakany et al., 2020) version
1.0.1 on 8 kb contact map, with p-value threshold 0.1 and sparsity threshold 0.75. Pileup analysis was
performed for all samples based on WT loops using coolpup.py version 0.9.2 (Flyamer et al., 2020).

4C analysis

First, we trimmed the connector sequence, then we filtered out over-represented sequences. We
mapped sequences to the mouse mm9 genome using a custom R script (https://github.com/giorgetti
lab/Mach_et_al_chromosome_dynamics/).

Nanopore sequencing analysis

To map nanopore sequencing reads, we first built a custom “genome” consisting of the LacO or TetO
cassette flanked by approx. 2.5 kb mouse genomic sequence upstream and downstream of the target
integration site. The custom genome can be found at (https://github.com/giorgettilab/Mach_e
t_al_chromosome_dynamics/tree/master/nanopore). Analysis has been performed as in Zuin
et al., 2022. Briefly, reads were mapped to the custom genome using minimap2 (v. 2.17-r941) with
“-x map-ont” parameter. Nanopore sequencing analysis has been implemented using Snakemake
workflow (v. 3.13.3). Reads were visualized using IGV (v. 2.9.4). Full workflow can be found at
https://github.com/zhanyinx/Zuin_Roth_2021/tree/main/Nanopore.
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Capture-Hi-C analysis

Capture-Hi-C data were processed as in Zuin et al., 2022 using HiC-Pro (Servant et al., 2015) (v. 2.11.4).
Briefly, read pairs were mapped to the mouse genome (build mm9). Chimeric reads were recovered
after recognition of the ligation site. Only unique valid pairs mapping to the target regions were used
to build contact maps. Iterative correction (ICE) (M. Imakaev et al., 2012) was then applied on binned
data. The target regions can be found at https://github.com/zhanyinx/Zuin_Roth_2021.

Differential Capture-Hi-C maps

We accounted for differences in genomic distances due to the presence of the ectopic sequence when
evaluating the structural perturbation induced by the insertion of the TetO and LacO arrays. To
account for these differences, we generated distance-normalized capture-Hi-C maps where each entry
corresponds to the interaction normalized by the corrected genomic distance between the interacting
bins. We then calculated the WT-allele corrected ratios between distance normalized maps using the
following formula:

ratio =
2 ·mut− wt

wt
(4.1)

Wheremut is the distance normalized heatmap of the line with TetO or LacO arrays and wt is the
distance normalized heatmap of the wild-type. A bilinear smoothing with a window of 2 bins has been
applied to the ratio maps to evaluate the structural perturbation induced by the insertion of the arrays.
To quantify the effect of ectopic CTCF sites, we followed the same approach as the quantification of
the arrays insertion with the exception that the ratio is calculated using the following formula

ratio =
2 ·mut+ −WT

2 ·mut− −WT
(4.2)

Where mut+ and mut− represent the lines with and without the ectopic CTCF (or promoter),
respectively.

Conversion of simulation steps to real time

In order to convert the timescales between experiments and simulations, wemeasured the time needed
for a bead (and 8 kb TetO array) to move for its own size (95nm = 15nm x

√
40 = estimated size of

a nucleosome x estimated number of nucleosomes in each 8 kb segment, assuming that chromatin
inside each 8 kb behave as an ideal chain; this is in line with the previous estimations for a 3 kb
segment (Giorgetti et al., 2014)). To this aim, 2D movies acquired in cells with randomly inserted
TetOs every 0.1 s for 10 s were analyzed with the same strategy as inMulti-operator image analysis
and localization error estimation, now without 3D linkage. We used the MSD curve to estimate
the time necessary to move for 95 nm for each line. We used the average value across 3 lines to convert
the timescales between experiments and simulations.

In simulations, a bead needs approx. 1800 simulation steps to move of its own size, whereas in
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experiment this time is estimated to be approx. 0.86 s. Therefore 1 s of the real time corresponds
to approx. 2100 simulation steps. This approximation neglects the fact that the coarse-grained
bead describes a segment of the fiber that in the cell can display internal dynamics, and the length
represented by the bead can be variable. We assumed that such internal dynamics is faster and
uncorrelated to the motion we want to simulate. Thus each bead is characterized only by its average
size, that is 95 nm, neglecting the fluctuations around the average.

Metrics for quantifying similarity between simulations and experiments

To evaluate the similarity between experimental features (f) (here: contact duration, probability of
being in the proximal state, fraction of time spent in the proximal state) we used the relative difference
(RD) defined as:

RD =
| fexp − fsim |

fexp
(4.3)

To find the set of loop extrusion parameters that best reproduce the experiments in the presence of
cohesin, we used the sum of the relative difference of the following features: gaussian mean of contact
state, the contact duration and the fraction of time spent in the looped state in the± CTCF. To find
the set of loop extrusion parameters that best reproduce the experiments in the absence of cohesin,
we decreased the loading rate to reach extruder densities of 0.87 per Mb while keeping the extruder
residence time constant (5.5min).

Polymer modeling

Introduction

The theory of anomalous diffusion was developed studying the dynamics of loci on a polymer chain
with respect to a fixed reference system. In our experimental work we measure distances between
pairs of genomic locations (Figs. 3, 4, 5). We show in the following that one can extract the scaling
exponent that characterizes subdiffusion from the dynamics of the distance between pairs of loci.

We first discuss the subdiffusive motion of the difference vector between two beads of a Rouse chain,
that can be solved analytically and gives for short times the standard scaling exponent 1/2 as that
of the position of a bead. Then we discuss the dynamics of the scalar distance between two beads,
showing numerically that for short times it gives the same scaling exponent as the vector distance.

Finally, we show that in presence of excluded volume the scaling exponent is larger than the one
predicted for the Rouse chain.

154



Subdiffusion of the difference vector in the Rouse chain

Consider a standard Gaussian chain ofN links. In the continuous limit, the position r(x, t) of a locus
on the chain evolves according to the diffusion equation

ξ
∂r(x, t)

∂t
= f r(x, t) +

3T

a2
∂2r(x, t)

∂x2
, (4.4)

where x ∈ [0, N ] labels the position along the chain and is assumed to be continuous, a is the
distance between neighbouring beads and is thus assumed small, T is the temperature, ξ is the friction
coefficient and f r is the random force with zero mean and correlations

⟨f r
α(x, t) · f r

β(x
′, t′)⟩ = 2ξTδ(x− x′)δ(t− t′)δαβ. (4.5)

Following the standard solution of the Rouse chain (see, e. g., Khokhlov et al., 1994), let’s write the
position of a bead on the chain as a Fourier series

r(x, t) = y0(t) + 2
∞∑
p=1

yp(t) cos
(πpx
N

)
. (4.6)

where p = 0, 1, 2... The yp coordinates are called Rouse Modes and are obtained by the inverse Fourier
transform

yp(t) =
1

N

∫ N

0
dx cos

(πpx
N

)
r(x, t). (4.7)

Let’s briefly discuss the mean square displacement of a single bead. This can be written as

⟨(r(x, t)− r(x, 0))2⟩ = 6T

Nξ
t+

4Na2

π2

∞∑
p=1

1

p2
cos2

(πpx
N

)(
1− e−t/τp

)
. (4.8)

where τp ≡ N2a2ξ
3π2Tp2

is the Rouse relaxation time for mode p; in particular, τ1 is the slowest relaxation
mode.

For large times t ≫ τ1 the second term in (4.8) is negligible and the mean square displacement of a
bead is the same as that of the whole coil. On the other hand, when t ≪ τ1 the large values of p are
dominant and the sum can be approximated by an integral. Moreover, if we consider beads far from
the ends of the chain, the function cos2(πpxN ) is fast oscillating and can be substituted by its mean
value 1

2 . In this limit, the mean square displacement of a bead is approximately

⟨(r(x, t)− r(x, 0))2⟩ ≈ 2
√
3a√
π

√
T

ξ

√
t. (4.9)
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Now, we want to compute the mean square displacement of the difference vector between two beads

∆(t) =
〈
(δ(t)− δ(0))2

〉
, (4.10)

where δ(t) = r(x, t)− r(y, t). Then, using Eq. (4.6) we have

∆(t) = ⟨r(x, t)− r(y, t)− r(x, 0) + r(y, 0)⟩

= 4

∞∑
p=1

(
cos(

πpx

N
)− cos(

πpy

N
)
)2

⟨(yp(t)− yp(0))
2⟩

(4.11)

But

⟨(yp(t)− yp(0))
2⟩ = ⟨y2p(t)⟩+ ⟨y2p(0)⟩ − 2⟨yp(t) · yp(0)⟩

=
3Tτp
Nξ

(1− e−t/τp)
(4.12)

where we used ⟨yp(t) · yp(t′)⟩ = 3Tτp
2Nξ e

−(t−t′)/τp .

Combining Eqs. (4.11) and (4.12) we get

∆(t) =
4Na2

π2

∞∑
p=1

1

p2

(
cos

πpx

N
− cos

πpy

N

)2(
1− e−t/τp

)
=

4Na2

π2

∞∑
p=1

4

p2
sin2

( πp

2N
(L+ 2x)

)
sin2

( πp

2N
L
)(

1− e−t/τp
)
,

(4.13)

where in the last step we used prosthaphaeresis formulae and defined L = |x− y| as the genomic
distance. In the continuous limit, with the same approximations employed to obtain eq. (4.9), we
substitute the sum with an integral and the former sin function with its mean value 1

2 . Eventually,

∆(t) =
8Na2

π2

∫ ∞

0

1

p2
sin2

( πp

2N
L
)(

1− e
− 3π2Tt

N2a2ξ
p2
)

=
4
√
3a√
π

√
T

ξ

√
t
(
1− e−τ/t

)
+ 2La2 erfc

( La
√
ξ√

12
√
T

1√
t

)
,

(4.14)

where we defined the crossover time τ = L2a2ξ
12T . In the limit of large times t ≫ τ the first term is

negligible and the mean square displacement of the distance between two beads approaches

∆(t) ≈ 2La2, (4.15)

corresponding to a plateau. In fact, this value is independent on time for times beyond τ and depends
on the genomic distance L between the two sites, taking a value that is twice the steady-state mean
squared distance between two beads on the chain. Noticeably, also the crossover time τ depends on
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the genomic distance L, increasing quadratically with it. For long times the correlations between the
two beads grow to compensate the sub–diffusion term; the correlations arise from the fact that on
this time scale the two beads diffuse as a whole together with the beads laying between them. On the
other hand, when t ≪ τ ,

∆(t) ≈ 4
√
3a√
π

√
T

ξ
·
√
t (4.16)

that is the same as the sub–diffusion of the single bead and reflect the initial regime when the two
beads move independently on each other. The coefficient 4

√
3a√
π

√
T
ξ is exactly double the coefficient

of the MSD of a single bead for short times (see eq. (4.9)), as expected.

Subdiffusion of the distance

The quantity that is directly accessible in dual colour experiments is not the difference vector but the
distance d(t) = |δ(t)| and in particular

∆′(t) = ⟨(d(t)− d(0))2⟩ = ⟨|δ(t)|2⟩+ ⟨|δ(0)|2⟩ − 2⟨|δ(t)| · |δ(0)|⟩ (4.17)

which is different from

∆(t) =
〈
(δ(t)− δ(0))2

〉
= ⟨|δ(t)|2⟩+ ⟨|δ(0)|2⟩ − 2⟨δ(t) · δ(0)⟩ (4.18)

because it contains the correlation between two scalars instead of a scalar product.

The difference between Eqs. (4.17) and (4.18) is the last term, that is the correlation function of
either the displacement vector or the displaced distance to the initial ones. From the definition of
scalar product, ⟨δ(t) · δ(0)⟩ = ⟨|δ(t)| · |δ(0)| · cos θ(t)⟩, where θ(t) is the angle between δ(t) and
δ(0). The rotational diffusion of the direction defined by δ(t) takes place with a diffusion coefficient
Drot = 2T/ξd2 (see Cugliandolo et al., 2015), that is on an elementary timescale of the order of
ξa2L/2T . On the other hand, the motion of the distance d(t) takes place, for t < τ , on an elementary
timescale ξa2/2T . Thus, one expects that for L ≫ 1, cos θ(t) is weakly dependent on time and the
two correlation functions are different for a nearly constant quantity. In conclusion,∆(t) and∆′(t)

are expected to show the same scaling behaviour at short times.

To substantiate these expectations, we have calculated∆(t) and∆′(t) for two beads (L = |x− y| =
100) of a Rouse chain (of lengthN = 1000). The results are displayed in Fig. S1. Both curves display
the expected exponent≈ 1/2 in the initial linear part.

Also in the case of a bead-spring chain with excluded volume, the initial scaling of the difference
vector is the same as that of the distance (see Fig. 2.2 and text below).
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Supplementary Figure S1: The subdiffusion∆(t) of the difference vector between two beads separated by
100 other beads in a Rouse chain and of that∆′(t) of the distance between them.

Bead-spring chain with excluded volume

A scaling argument can be used to show that adding excluded volume to a Rouse chain, the scaling
exponent of the sub-diffusive regime increases to 6/11 ≈ 0.55 (see Tamm and Polovnikov, 2017).

In fact, one can imagine to split the chain at time t into domains of size g(t), like blobs that moves
independently on each other. The genomic distance associated to g(t) is L(t), that is the number of
monomers moving coherently in the domain; to be able to define a domain as something that moves
independently on the other domains on the time scale t, its spatial size g(t)must be of order of the
displacement of a monomer over a time t,

g(t) ∼ x(t). (4.19)

At the same time, the displacement of a single monomer has the same behaviour as that of the domain
it belongs to; such a domain diffuses like a Brownian particle but with a diffusion coefficient which is
inversely proportional to the number of monomers L(t) (assuming that the thermal forces acting on
the monomers are independent on each other), thus one has

x2(t) ∼ t

L(t)
. (4.20)

For a chain with excluded volumes the size of a domain of Lmonomers has typical size

g ∼ aL3/5 (4.21)

and, substituting Eqs. (4.20) and (4.21) into Eq. (4.19), one obtains

L3/5(t) ∼ a
t1/2

L1/2(t)
→ L(t) ∼ t5/11. (4.22)
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Supplementary Figure S2: The subdiffusion∆(t) of the difference vector between two beads separated by
100 other beads in a bead-spring chain with excluded volume and of that∆′(t) of the distance between them.
The excluded volumes are implemented by the repulsive–only Lennard–Jones potential.

Finally, Eq. (4.20) can be rewritten as

x2(t) ∼ t6/11 ≈ t0.55. (4.23)

Following the arguments of the previous sections, we should thus expect a power law scaling
rMSD ∼ t6/11 of the pairwise distance between two beads in the case of a chain with excluded
volumes, in the small times regime where the saturation is not yet occurring. This behaviour is quite
evident in Fig. S2 for both the distance and difference vector curves.
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Supplementary Figures
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Supplementary Figure S3: Features of HMM states called on simulations across the parameter space.
A, Heatmap showing the agreement of average radial distances of either the proximal state (left) or the distal
state (right) called by HMM on all simulated systems of extrusion speed 1 kb/s with the proximal state or
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Supplementary Figure S3: continued from previous page: B, distal state called by HMM on the experimental
data. Darker shades of blue indicate better agreement with experimental values. C, Same as in panel A, but
for the fraction of time spent in the proximal state (left) and distal state (right). D, Same as in panel A but
for the duration of the proximal state for either the condition +Barriers/+3xCTCF sites (left) or -Barriers/-
3xCTCF sites (right) in the presence of the Extruders/RAD21. E, Same as in panel A but for the fold change of
time spent in a proximal state called by HMM on the experimental data for the comparison of the condition
+Barriers/+3xCTCF sites vs. -Barriers/-3xCTCF sites in the presence of Extruders/RAD21. F, Extruder
densities per Mb for all simulated systems with extrusion speed 1 kb/s. Color-coded for the density per Mb.

Supplementary Videos

Supplementary Video S1: Live-cell imaging of TetO arrays upon depletion of RAD21

Time course of RAD21 degradation upon induction with 500 µM auxin in RAD21-AID-eGFP cells.
TetO integrations are tagged with TetR-tdTomato (magenta) and RAD21 is tagged with eGFP (green).
Green fluorescence is lost within 90min after induction of degradation (exposure time (eGFP) = 50ms,
exposure time (tdTomato) = 50ms, deconvolved, max. intensity projection, duration of movie 30min,
dt=10 s). File is provided as a separate MPG file in the online version of this publication.

Supplementary Video S2: Dynamics of LacO-TetO radial distances

Representative movie of dual-color imaging of LacO (green) and TetO (magenta) arrays flanked by
3xCTCF sites integrated on chromosome 15 at a distance of 150 kb (exposure time (eGFP) = 50ms,
exposure time (tdTomato) = 50ms, deconvolved, max. intensity projection, duration of movie 1 h,
dt=30 s). File is provided as a separate MPG file in the online version of this publication.

Supplementary Video S3: Cohesin and CTCF decrease average LacO-TetO radial distances

Representative movies of dual-color imaging of LacO (green) and TetO (magenta) arrays on chromo-
some 15 at a distance of 150 kb. Left panel: Cell line with 3xCTCF sites flanking LacO and TetO (in the
presence of RAD21); middle panel: Cell line where 3xCTCF sites have been removed (in the presence
of RAD21); Right panel: Cell line with 3xCTCF sites flanking the array, but where RAD21 has been
degraded with 500 nM dTAG-13 (exposure time (eGFP) = 50ms, exposure time (tdTomato) = 50ms,
deconvolved, max. intensity projection, duration of movie 1 h, dt=30 s). File is provided as a separate
MPG file in the online version of this publication.

Supplementary Tables

Supplementary Table S1: Statistics of live-cell imaging data

Number of independent clonal lines, the number of cells imaged, and the number of tracks extracted
from the movies for each condition tested in the live-cell imaging experiments. The number of tracks
represent independent measurements for each condition. File is provided as a separate XLS file in the
online version of this publication.
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Supplementary Table S2: Statistical tests for duration and frequency of the HMM-called
states

P-values based on two-sided Student t-tests for the comparison of duration and frequency of the
proximal state between the different conditions from experimental live-cell imaging data and simulated
data; based on the HMM-calls. File is provided as a separate XLS file in the online version of this

publication.

Supplementary Table S3: Oligonucleotides

List of oligonucleotide sequences used in this study, including primer sequences used for cloning
and genotyping of cell lines, gRNA sequences for Nanopore sequencing, capture probes for PiggyBac
insertion site mapping and 4C primers. File is provided as a separate XLS file in the online version of
this publication.

Supplementary Table S4: Spot detection and tracking parameters

List of spot detection and tracking parameters used for each live-cell imaging dataset, including names
of the deepBlink model applied, spot and tracking parameters used in Fiji and motion-correction
parameters applied. File is provided as a separate XLS file in the online version of this publication.
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Flow cytometry gating strategy
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with 500 µM auxin 
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Sample Rad21-HaloTag-

FKBP untreated 
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FKBP 2h 
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Count of Events (Cells) 49836  50093  50311  
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Percent of Parent (Single Cells) 97.7  96.8  94.1  
Count of Events (G1) 23708  21057  10845  
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B - Cell cycle stage analysis of Rad21-HaloTag-FKBP cells after induction of Rad21 
depletion with 500 nM dTag-13 
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Chapter 3 – Cohesin dynamics on DNA: Cohesion or Extrusion?

Genotypes of degron cell lines
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Supplementary Figure S4: Genotypes of degron cell lines used for SPT. Sororin-AID-eGFP, Rad21-
HaloTag, Tir1 and Rad21-Halo cell lines were published in Nora et al., 2020 and subsequently modified to also
integrate the TetO and TetR-tdTomato. EGFP-AID-PDS5, Rad21-FKBP-HaloTag, Tir1 and eGFP-AID-NIPBL,
Rad21-HaloTag, Tir1 were engineered by Elphège Nora (unpublished data) and were then further engineered to
include random integrations of TetO and TetR-tdTomato. AID=auxin-inducible degron, eGFP=enhanced green
fluorescent protein, ITR=inverted terminal repeats,V5=V5-Tag, 2A= 2A self-cleaving peptide, Puro=Puromycin
resistance, CAGGS=CAGGS promoter (CMV enhancer + β-actin promoter. Schemes were adapted from schemes

provided by Elphège Nora.
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Overview on image analysis pipeline

Rad21 channel
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Supplementary Figure S5: Overview on the image analysis pipeline. Denoising was performed using
Noise2Void2 (N2V2), then spot detection was performed with h-max and spots were tracked using a linear
assignment problem (LAPtrack). The nuclei were segmented based on the background fluorescence intensity in
the DNA channel. This nuclear mask is then used to assign spots and tracks to a specific nucleus. The tracks
from the Rad21 and TetO channel are then merged to calculate the roto-translation for correction of nuclear
motion. Finally, MSDs are calculated from the tracks.

165



166



Appendix

The appendix includes the main text and figures of the publications to which I contributed during my
doctoral studies. The extended manuscript files can be assessed via the links provided.
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multicellular organisms relies on noncoding regulatory 
sequences such as enhancers, which activate transcription of 
target genes often over large genomic distances. Despite the 
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enhancers, the principles and mechanisms by which enhancers 
select and control their target genes remain largely unknown. 
Here, we review recent interdisciplinary and quantitative 
approaches based on emerging techniques that aim to address 
open questions in the field, notably how regulatory information 
is encoded in the DNA sequence, how this information is 
transferred from enhancers to promoters, and how these 
processes are regulated in time. 
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Introduction 
In metazoans, the spatiotemporal control of gene ex-
pression relies not only on promoters but also, and cru-
cially so, on enhancers. These noncoding regulatory 
sequences are located outside promoter regions and ac-
tivate target genes often over large genomic distances, 
which in mammals can extend over the megabase scale  
[1]. Despite the intervening distance, the regulatory role 
of enhancers is essential for accurate tissue- and devel-
opmental time-specific gene expression patterns. 

Genetic variation within these noncoding regions results 
in quantitative changes in gene expression and is a major 
driver of evolution, but also causal to developmental 
disorders and strongly associated with numerous human 
diseases [2]. However, despite our increasing ability to 
identify putative enhancer sequences on the basis of 
functional genomic annotations and genome-wide asso-
ciation studies, to date, it remains impossible to predict 
and causally explain distal genetic associations between 
enhancers and their target promoters from first princi-
ples. How enhancers control a promoter’s transcriptional 
level, and how this depends on their sequence, number, 
and genomic distance, remains to be understood, as well 
as how these dependencies relate to binding and inter-
actions of transcription factors (TFs) and cofactors, as 
well as on modulations of enhancer–promoter (E–P) 
physical interactions (Figure 1). 

Several excellent reviews have covered recent progress 
in enhancer biology [1,3,4]. Here, we focus specifically 
on emerging evidence from highly diverse approaches, 
which strongly suggest that a truly quantitative under-
standing of E–P communication requires understanding 
the spatiotemporal dynamics of the underlying mole-
cular processes, which are highly stochastic and dynamic 
in individual living cells. We notably review technical 
and methodological developments bridging across bio-
chemistry, molecular biology, and biophysics that have 
recently enabled exciting insights, and outline future 
challenges. 

How are regulatory information and 
specificity encoded in enhancer and promoter 
sequences? 
One key question is how an enhancer’s regulatory activity 
and its specificity for selected promoters are encoded in 
its DNA sequence. While it is well established that the 
activity of an enhancer depends on its ability to recruit 
combinations of TFs [5], it remains unclear how enhancer 
activity is modulated by TF binding site (TFBS) number, 
affinity, and arrangement (i.e. enhancer grammar) [6], and 
how it depends on covalent DNA or histone modifications 
as well as TF interactions with cofactors. The last few 
years have seen major advances in methods for the 
identification of putative regulatory sequences genome- 
wide [7] (some of which can be deployed at single-cell 
resolution [8]), the synthesis and/or mutagenesis of en-
dogenous or ectopic sequences [9], and the massively 
parallel detection of their effects on transcriptional 
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reporters [10]. Coupled with machine learning algorithms, 
these methods have given considerable insights into 
TFBS usage within enhancer regions and at least in some 
contexts have enabled the design of artificial enhancers 
with tissue-specific activity [11,12]. 

While such approaches have unlocked the potential to 
reveal quantitative sequence determinants of intrinsic 
enhancer activity, it remains unclear if an enhancer can 
activate any promoter, or rather only a compatible subset 
of promoters. Answering this fundamental question re-
quires measuring the transcriptional output of large 
numbers of E–P combinations in parallel. Initial experi-
ments based on transiently expressed combinatorial li-
braries of enhancer-reporter pairs have suggested that 
housekeeping and developmentally regulated promoters 
are activated by distinct sets of enhancers in D. melano-
gaster cells [13]. However, in mammalian cells, a rather 
broad compatibility was observed, with quantitative ra-
ther than qualitative differences in E–P communication  
[14–16]. This is in line with the earlier finding that once 
randomly inserted into the mouse genome, ectopic pro-
moter sequences are activated by the (unrelated) sur-
rounding endogenous-regulatory landscapes [17,18]. To 
what extent these results can be extrapolated into general 
principles of E–P communication in a chromosomal con-
text is unclear. Moving the field forward will critically 
depend on the development of large-scale reporter assays 
allowing to study E–P communication in an endogenous 
chromatin environment, possibly taking advantage of 
experimental setups where genomic sequence can be 
engineered bottom-up [19–21] and chromatin states and/ 
or recruitment of TFs and cofactors can be artificially 
modulated [22–28]. Coupled to increasingly more refined 

‘explainable’ artificial intelligence approaches [29], such 
experiments will allow disentangling regulatory layers and 
unravel quantitative contributions of enhancer/promoter 
sequence, TFBS usage, and chromatin-mediated effects 
to E–P communication. 

Support for a critical role of chromatin effects in E–P 
communication is also supported by recent studies that 
measured TF and nucleosome occupancy with single- 
molecule resolution using DNA methyltransferase foot-
printing followed by high-throughput sequencing. These 
studies revealed that nucleosome eviction following TF 
binding to enhancer DNA often results in indirect 
binding cooperativity (e.g. not mediated by direct pro-
tein–protein interactions) [30,31]. The single-molecule 
resolution of such assays was also key to demonstrate that 
CpG methylation within enhancer regions directly pre-
vents binding of at least some TFs [32]. Coupled to long- 
read DNA sequencing, single-molecule footprinting 
methods hold great promise for revealing correlations 
between TFBS occupancy at distal promoter and en-
hancer sites [33] and downstream transcription events  
[34], and even inferring their temporal order [35]. It will 
be exciting to see how such assays can be combined in 
the future with atomic models of molecular interactions 
provided by cryo-electron microscopy (cryo-EM) [36] as 
well as fluorescent microscopy-based measurements of 
the rates and stoichiometries of such interactions in 
single living cells [37,38] to gain insight into the me-
chanistic bases of sequence determinants of E–P com-
munication. Ultimately, studying E–P pairs in a genomic 
context will also be fundamental to reveal how their 
communication is influenced by the intervening genomic 
distance and their numbers [39]. This will lead to an 

Figure 1  
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Enhancer-promoter (E-P) communication and transcriptional outputs depend on a number of variables, including enhancer and promoter sequence, 
number, and mutual genomic distance, in a way that depends on binding of TFs and interactions with cofactors, the physical proximity between 
regulatory sequences and their dynamics.   
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understanding of how E–P interactions are modulated by 
additional regulatory elements and chromosome struc-
ture (see below). 

How is regulatory information conveyed from 
enhancers to promoters? 
The exchange of regulatory information between an 
enhancer and a promoter is thought to require at least 
some degree of physical proximity in the three-dimen-
sional (3D) space of the cell nucleus. E–P communica-
tion is indeed generally restricted within topologically 
associating domains (TAD) [40,41], which are estab-
lished as the loop-extrusion activity of the cohesin 
complex is arrested by CTCF molecules bound to DNA 
in a specific orientation [42]. Compartment-like inter-
actions as well as cohesin/CTCF-independent tethering 
elements also contribute to establishing physical asso-
ciations between active regulatory sequences [43–45]. 
The notion that proximity is required for conveying 
regulatory information is also supported by the fact that 
E–P interaction probabilities measured with cross- 
linking-based chromosome conformation capture (3C) 
correlate quantitatively with the degree of promoter ac-
tivity [46–48] and that cohesin-mediated CTCF loops 
can often modulate E–P communication [46,49,50], al-
though the effect of TAD boundaries and CTCF sites 
might depend on the actual intrinsic activity of the en-
hancer [46,51] or compatibility with the promoter. 

However, what level of ‘proximity’ is required and what 
molecular processes actually mediate regulatory ex-
change remains unclear. Spatial proximity is usually 
defined as the ability to form ligation products in 3C 
methods, but it is unclear at what spatial distance two 
genomic loci can be cross-linked and ligated, and whe-
ther this distance depends on local chromatin composi-
tion (e.g. active or repressive chromatin) [52]. 
Measurements of proximity-induced DNA methylation 
have shown that at least a fraction of cross-linking events 
detected by 3C methods occur in a range of a few nan-
ometers [53]. Absolute quantification of physical dis-
tances between regulatory sequences may be enabled by 
optical methods, but is complicated by experimental 
uncertainty on distance measurements in fluorescence 
microscopy (approx. 50 nm in single-dye sequential 
FISH [54–56]), which currently exceeds the scale of 
molecular interactions [57]. Indeed, although measure-
ments of physical proximity based on 3C and optical 
methods often correlate well, discrepancies have been 
observed [58]. Recent developments in super-resolution 
microscopy start to bridge this gap achieving a localiza-
tion precision in the range of 1 nm [59] and promise to 
yield more precise estimations of molecular proximity in 
the near future. However, since the mechanisms and 
factors that mediate E–P communication remain unclear, 
so do the physical scales that are the most relevant to 
study. If activation is mediated by direct TF-co-
factor–RNA polymerase II (PolII) interactions, these are 

Figure 2  
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Two alternative (and not mutually exclusive) potential mechanisms of information transfer from enhancers to promoters. Information might be passed 
on to the promoter through direct interactions between TFs and cofactors, or through local enrichment of TFs and cofactors in the vicinity of the 
promoter. Both mechanisms must result in the transfer of information being used by the promoter to enhance PolII recruitment, post-transcriptional 
modifications, or events leading to transcriptional initiation or elongation (PTM=post-translational modifications).   
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expected to take place in the few tens-of-nanometer 
range (as a reference, a single human Mediator/pre-in-
itiation complex spans ∼25×10×10 nm based on recent 
cryo-EM structures [60]). If instead communication oc-
curs through macromolecular complexes, phase-sepa-
rated droplets nucleated by low-complexity protein 
domains [61,62], or local diffusion of (post-translationally 
modified) transcriptional coactivators [63], it is possible 
that distances involved are much larger (in the range of 
hundreds of nm) (Figure 2). Both mechanisms, irre-
spective of whether they co-occur or are mutually ex-
clusive, must result in transmission of information to the 
promoter that ultimately leads to PolII licensing into 
productive transcription [5]. 

Identifying cofactors involved in E–P communication 
(and in transcriptional regulation in general) has proven 
difficult because contrary to TFs, coactivators and cor-
epressors do not bind DNA in a sequence-specific 
manner and no specific ‘interaction code’ with TFs has 
been identified so far [1]. The last few years have 
nonetheless seen exciting progress in the identification 
and characterization of transcriptional cofactors. Genetic 
screens and new methods for the multiplexed recruit-
ment of cofactors [64,65] have revealed large numbers of 
protein domains with either activating or repressive ef-
fects on transcription. The large-scale, unbiased design 
of these assays has, for example, enabled the discovery 
of previously unknown amino acid compositional biases 
in protein fragments that show coactivator activity and a 
distinctive role of post-translational SUMOylation of 
transcriptional repressors [65]. Another step ahead in the 
study of cofactors is the recent development of inducible 
degradation methods and availability of small-molecule 
inhibitors, which complement gene knockout ap-
proaches by making it possible to study the acute effects 
of temporary depletion of essential cofactors [66]. De-
gradation of Mediator subunits was notably key to 
characterizing their cell-type-specific roles in transcrip-
tional regulation [67] and a role in facilitating E–P in-
teractions [68,69]. Interestingly, depletion and chemical 
inhibition have shown that chromatin remodeler cofac-
tors, such as SWI/SNF (SWItch/Sucrose Non-Fermen-
table), not only regulate promoter expression by 
modulating TFBS accessibility in a TF-specific manner  
[70,71], but can also regulate chromosome interactions 
by modulating accessibility of CTCF binding sites [70]. 

A better characterization of cofactors will likely enable a 
more functional, rather than purely physical under-
standing of E–P contacts. This would allow one to tag 
cofactors specifically involved in long-range commu-
nication with enzymes that promote proximity-mediated 
chemical modifications (e.g. through proximity-mediated 
biotinylation followed by mass spectrometry [72] or 
fluorescent complementation assays [73]). This could 
also account for the temporal aspect of such interactions. 

One interesting step in this direction was recently pro-
vided by proximity-assisted photoactivation [74], in 
which energy transfer between two rhodamine dyes al-
lows the fluorescent detection of tagged molecules se-
parated by a distance of few nanometers at single- 
molecule resolution. Finally, the exciting perspective to 
visualize physical proximity between genomic locations 
together with the factors that mediate functional com-
munication might come from spatial sequencing tech-
niques [75], especially combined with methods to 
fluorescently detect chromatin-binding proteins in situ  
[76]. Recent advances in correlative light and electron 
microscopy [77] also open up the possibility that func-
tional interactions might become observable at nearly 
atomic resolution in a not-too-distant future. 

How do stochastic molecular processes at 
enhancer–promoter interfaces mediate 
transcriptional regulation? 
Irrespective of the exact nature of the biochemical re-
actions and molecular players mediating the transfer of 
regulatory information, many studies have shown that 
the physical distances of E–P pairs vary substantially 
from one cell to another within the same cell population 
or tissue [78–80]. This suggests that if E–P commu-
nication requires physical proximity, it can generally 
only occur in a subset of cells at any given time. But it is 
unclear how often these windows of opportunity are 
created and how long they last in time within individual 
cells. This ultimately depends on how fast chromosome 
structure changes, especially within TADs where most 
E–P interactions occur in mammalian cells. 

Since TADs are established by the loop-extrusion ac-
tivity of cohesin, the dynamics of chromosome structure 
inside a TAD is expected to be linked to the kinetics of 
loop extrusion and of CTCF binding. A series of recent 
exciting studies based on quantitative microscopy of 
reconstituted protein complexes demonstrated that 
mammalian cohesin indeed extrudes loops of DNA and 
can be blocked by CTCF, and even measured rates of 
extrusion in vitro (∼1 kb/s) [81–83]. Single-molecule 
tracking and analysis of protein mobility in vivo [84,85] 
additionally suggested that cohesin resides on DNA for 
5–20 min on average. Together, these studies suggested 
that the conformation of the chromatin fiber within a 
TAD might vary considerably over the timescale of 
minutes in living cells under the action of cohesin- 
mediated extrusion. 

Analysis of the motion of genomic locations [86–89] or 
chromatin-bound proteins [90] initially suggested that 
chromatin motion is subdiffusive and that promoters or 
enhancers explore the surrounding nuclear space in a 
way that might depend on their activity [86,87]. Only 
very recently, live-cell imaging studies provided insights 
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into how CTCF and cohesin control the looping dy-
namics of chromosomal sequences located within or 
close to TAD boundaries. Analysis of the dynamics of 
pairs of genomic loci in mouse embryonic stem cells 
revealed that cohesin-mediated loops between pairs of 
convergent CTCF sites last ∼5–30 min on average  
[91,92], which is a relatively small fraction of the cell 
cycle duration (∼12 hours in this cell type). One study 
estimated that in the absence of CTCF sites, two se-
quences within a TAD only spend around 5 min on 
average within ∼150 nm from each other (i.e. the upper 
range of estimated E–P communication distances, see 
above) [92]. Together with other recent studies of 
chromatin motion [93,94], these new results suggest that 
windows of opportunities for regulatory exchange might 
be transient events occurring as enhancers and pro-
moters explore the nuclear space in the context of a 
highly dynamic chromatin fiber. 

Interestingly, these experimental estimates for the 
timescales of CTCF looping and physical proximity re-
present an intermediate level between those of nucleo-
some remodeling and TF binding/unbinding, which 
typically occur on the second timescale, and those of 
promoter bursting, which in mammalian cells takes place 
over tens of minutes (Figure 3a) [95]. How these sub-
stantially disconnected timescales (at least in mammals; 
this might not be the case in budding yeast [96]) are 
integrated to elicit the correct transcription levels and 

cell-to-cell and temporal variability remains to be un-
derstood. Given the fast binding/unbinding kinetics of 
many TFs and the potentially longer timescales of E–P 
proximity, it is possible that time-averaged TFBS oc-
cupancies within enhancer and promoter regions are 
sufficient to enable the exchange of regulatory in-
formation throughout the duration of a contact. But even 
if this is the case, does a burst of transcription initiate 
every time that an enhancer is close enough to its target 
promoter that their transiently bound TFs can interact 
(Figure 3b, i)? Or does this happen with a delay, possibly 
due to the kinetics of intermediate regulatory steps (e.g. 
assembly or interactions with cofactors) (Figure 3b, ii)? 
Or rather does a burst of transcription only initiate after 
several contacts, for example, because of cooperativity in 
one or more sequential events occurring at the promoter 
(Figure 3b, iii)? Is every E–P pair actually expected to 
behave the same, or do alternative modes of signal in-
tegration [97] result in different behaviors at different 
E–P pairs? And how is this related to bursting kinetics at 
the promoter? Although the 1-contact-1-burst scenario 
has been observed in live Drosophila embryos, it is 
likely that it was favored by ectopically induced, unu-
sually stable E–P interactions [98]. Live-cell imaging 
experiments in mammalian cells suggested a total ab-
sence of correlation between E–P and transcription 
bursts [99], but optical resolution limits discussed above 
urge caution on the interpretation of these results. 
Theoretical arguments that are compatible with 

Figure 3  
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Temporal dynamics of E–P communication. (a) Transcription initiation and the resulting transcriptional bursts are preceded by multiple processes, 
notably fast TF and cofactor binding (typically in the second to tens-of-seconds range) and looping of the chromatin fiber that establishes physical 
proximity, recently suggested to occur on the order of minutes. (b) While TF-binding dynamics are fast and occur frequently, possibly enabling 
continuous occupancy of TFBS at the enhancer and the promoter, E–P proximity is presumably longer and occurs less frequently, leading to potential 
models of E–P communication in time: i) one interaction might lead to one event of transcription initiation, ii) possibly with a delay, or alternatively more 
complicated scenarios iii) where one initiation event can only be achieved by multiple consecutive interaction events. 
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scenarios ii) and iii) have been recently evoked to ex-
plain striking nonlinearities in how transcription levels 
depend on E–P contact probabilities [46,100], although 
none has been formally proven. The rapid advance of 
super-resolution microscopy techniques that are com-
patible with live-cell approaches [101,102] will likely 
provide measurements of E–P proximity with increased 
accuracy together with single-molecule-resolved 
binding/unbinding of TFs and cofactors [96], thus al-
lowing for a more precise assessment of the temporal 
order of events at E–P interfaces over timescales ranging 
from a fraction of a second to minutes and hours. 

We would finally like to note that mathematical and 
physical models have been instrumental to push forward 
our understanding of how stochastic and dynamic reg-
ulatory processes in single cells convert regulatory inputs 
into transcriptional outputs. To cite just a few, models 
have provided mechanistic bases for the processes that 
shape chromosome organization and dynamics [42] as 
well as alternative hypotheses on how transcription 
bursts are generated [97] and connected to E–P inter-
actions [46,100]. Further, they have allowed to quantify 
how regulatory information is processed by E–P modules 
into cell states [103]. We expect that the role of models 
will become even more prominent in the future as the 
data in the field become more and more quantitative. 

Conclusions and outlook 
Understanding how genomic sequence determines gene 
expression programs and their dynamics during devel-
opment and homeostasis relies on our ability to under-
stand E–P communication from a quantitative point of 
view, that is, to a level that allows us to predict how 
sequence mutations translate into changes of transcrip-
tion levels and their cell-to-cell variability. Over the last 
few years, we have witnessed spectacular progress in this 
direction, thanks to the fast-paced rate of technological 
development and the advent of quantitative methods for 
the measurements of biological processes. It will be 
exciting to see how these methods can be coupled to 
another emerging family of approaches relying on the 
‘bottom-up’ generation of regulatory landscapes with 
controllable levels of complexity [20,21,46,47]. By re-
ducing the number of biological degrees of freedom to 
an amenable amount, such genome engineering ap-
proaches have the potential to disentangle regulatory 
layers and push the field forward toward the identifica-
tion of mechanistic regulatory principles of E–P com-
munication. We very much look forward to the next 
phase of experimental and theoretical studies, which 
holds great promise to open exciting insights into the 
molecular mechanisms of long-range transcriptional 
regulation. 
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Cohesin and CTCF control the dynamics of 
chromosome folding

Pia Mach    1,2,9, Pavel I. Kos    1,9, Yinxiu Zhan    1,9, Julie Cramard    1, 
Simon Gaudin1,3,4, Jana Tünnermann1,2, Edoardo Marchi5,6, Jan Eglinger    1, 
Jessica Zuin1, Mariya Kryzhanovska1, Sebastien Smallwood1, Laurent Gelman1, 
Gregory Roth1, Elphège P. Nora    7,8, Guido Tiana    5,6 & Luca Giorgetti    1 

In mammals, interactions between sequences within topologically 
associating domains enable control of gene expression across large genomic 
distances. Yet it is unknown how frequently such contacts occur, how long 
they last and how they depend on the dynamics of chromosome folding and 
loop extrusion activity of cohesin. By imaging chromosomal locations at 
high spatial and temporal resolution in living cells, we show that interactions 
within topologically associating domains are transient and occur frequently 
during the course of a cell cycle. Interactions become more frequent and 
longer in the presence of convergent CTCF sites, resulting in suppression 
of variability in chromosome folding across time. Supported by physical 
models of chromosome dynamics, our data suggest that CTCF-anchored 
loops last around 10 min. Our results show that long-range transcriptional 
regulation might rely on transient physical proximity, and that cohesin and 
CTCF stabilize highly dynamic chromosome structures, facilitating selected 
s    u  b   s e  ts o    f chromosomal interactions.

In mammalian cells, interactions between chromosomal sequences play 
important roles in fundamental processes such as DNA replication1, 
repair2 and transcriptional regulation by distal enhancers3. Chromo-
some conformation capture (3C) methods, which measure physical 
proximity between genomic sequences in fixed cells, revealed that 
chromosomal contacts are organized into submegabase domains of 
preferential interactions known as topologically associating domains 
(TADs)4,5 whose boundaries can functionally insulate regulatory 
sequences3. TADs mainly arise from nested interactions between con-
vergently oriented binding sites of the DNA-binding protein CTCF, 
which are established as chromatin-bound CTCF arrests the loop extru-
sion activity of the cohesin complex6–10.

Determining the timing and duration of chromosomal interac-
tions within TADs and their relationship with CTCF and cohesin is 
key to understanding how enhancers communicate with promot-
ers11,12. Single-cell analyses of chromosome structure in fixed cells4,13–15, 

chromosome tracing experiments16–19, in vitro9,10,20 and live-cell21 meas-
urements of CTCF and cohesin dynamics, and polymer simulations6,15,22, 
as well as live-cell imaging of chromosomal locations and nascent 
RNA23,24, all suggested that TADs and CTCF loops are dynamic struc-
tures whose temporal evolution might be governed by the kinetics of 
loop extrusion25. Recent live-cell measurements of a CTCF loop con-
necting two opposite TAD boundaries in mouse embryonic stem cells 
(mESCs) provided direct evidence that this is the case, and revealed 
that cohesin-mediated loops between CTCF sites located 500 kilobases 
(kb) away last 10–30 min (ref. 26). However, it is still unclear if contacts 
between sequences separated by genomic distances where enhancers 
and promoters interact within the same TAD occur on the timescale of 
seconds, minutes or hours. We also have little knowledge on whether 
and how rates and durations of such contacts are modulated by loop 
extrusion. We finally do not know if cohesin increases chromosome 
mobility and thus favors the encounters between genomic sequences 
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cassette, where over 95% of any of the AID-tagged proteins could be 
rapidly depleted upon addition of auxin (Fig. 1b and Extended Data 
Fig. 1a). This allowed us to study chromosome dynamics following 
acute depletion of factors affecting cohesin-mediated chromosome 
structure (Extended Data Fig. 1b) at previously reported time points 
(90 min for RAD21 (ref. 33), 6 h for CTCF31 and 24 h for WAPL32) that 
minimize secondary effects such as defects in cell-cycle progression 
(Extended Data Fig. 1c).

Mapping TetO insertion sites revealed 10–20 insertions per cell 
line, with on average 1–2 heterozygous insertions per chromosome 
without any strong bias towards active or inactive chromatin (Extended 
Data Fig. 1d,e). Insertions were on average 10 kb away from the nearest 
endogenous CTCF binding sites (Extended Data Fig. 1f). 4C sequencing 
(4C-seq) confirmed that insertion of 3 × CTCF-TetO cassettes often led 
to the formation of ectopic interactions with endogenous CTCF sites, 
which were lost upon removal of 3 × CTCF sites or depletion of RAD21 
(Extended Data Fig. 1g,h).

To measure the dynamics of 3 × CTCF-TetO insertions, we acquired 
three-dimensional (3D) movies (one z-stack of 10 µm every 10 s for 
30 min) using highly inclined and laminated optical sheet micros-
copy34 (Fig. 1b and Supplementary Video 1). This resulted in ~270 cells 
per condition with over 8,000 trajectories from three clonal lines 
imaged with 3–4 biological replicates per condition. Detection and 
localization of TetO arrays as subdiffraction fluorescent signals35 ena-
bled reconstruction of trajectories of individual genomic insertions  
(Fig. 1c and Methods). We then studied their mean squared displace-
ment (MSD) as a function of time after correcting each trajectory for the 
confounding effect of cell movement, which we inferred from the col-
lective displacement of all insertions in each nucleus (Fig. 1d, Extended 
Data Fig. 2a and Methods). Independently of the degron background, 
in untreated cells, genomic locations underwent on average a subdif-
fusive motion whose anomalous exponent (~0.6) and generalized 
diffusion coefficients (D) (~1.2 × 10−2 µm2 s−α) were in line with previous 
studies of specific genomic loci36,37 (Fig. 1d and Extended Data Fig. 2b). 
The MSD of radial distances (radial MSD) between insertions within 
the same nuclei showed the same scaling although statistics were less 
robust for long time intervals due to the shorter trajectories that could 
be built based on pairwise distances (Fig. 1d). Interestingly, removal 
of 3 × CTCF sites (Extended Data Fig. 1g) or degradation of CTCF (6-h 
auxin treatment) did not have a significant impact on MSD averaged 
over all genomic locations nor on its distribution across trajectories 
and cells (Fig. 1e,f, results for single clones in Extended Data Fig. 2c,  
P values in Extended Data Fig. 2e).

By contrast, acute depletion of RAD21 (90-min auxin treatment) 
led to a significant increase in mobility both in the presence (Fig. 1g) 
and absence of 3 × CTCF sites (Extended Data Fig. 2d), with only a 
very minor impact on anomalous exponents (Extended Data Fig. 2b,e,  

by reeling them into loops, or if instead it provides constraints that 
decrease mobility and prolong the duration of such encounters. Both 
scenarios have been suggested to be possible theoretically27,28, but it 
is unclear which effect dominates in living cells.

Here we use live-cell fluorescence microscopy to measure chromo-
some dynamics and its dependence on cohesin and CTCF in mESCs. By 
combining two live-cell imaging strategies with polymer simulations, 
we reveal that loops extruded by cohesin constrain global chromo-
some motion, while also increasing the temporal frequencies and 
durations of physical encounters between sequences inside the same 
TAD. Convergent CTCF sites substantially stabilize contacts through 
cohesin-mediated CTCF-anchored loops that last around 5–15 min on 
average. Our results support the notion that chromosome structure 
within single TADs is highly dynamic during the span of a cell cycle and 
thus that long-range transcriptional regulation might rely on transient 
physical proximity between genomic sequences. They also reveal how 
contact dynamics and the temporal variability in chromosome folding 
are modulated by cohesin and CTCF in single living cells and provide a 
quantitative framework for understanding the role of folding dynamics 
in fundamental biological processes.

Results
Cohesin decreases chromosome mobility independently of 
CTCF
To study how cohesin and CTCF influence the global dynamics of the 
chromatin fiber independently of local chromatin state and structural 
differences, we examined the dynamic properties of large numbers 
of random genomic locations in living cells. We generated clonal 
mESC lines carrying multiple random integrations of an array of ~140 
repeats of the bacterial Tet operator sequence (TetO) using piggyBac 
transposition29. These can be visualized upon binding of Tet repressor 
(TetR) fused to the red fluorescent protein tdTomato. To compare the 
motion of genomic locations that either block or allow the loop extru-
sion activity of cohesin, the TetO array was adjacent to three CTCF 
motifs (3 × CTCF) that could be removed by Cre-assisted recombination  
(Fig. 1a). Motifs were selected based on high CTCF enrichment in chro-
matin immunoprecipitation followed by sequencing (ChIP–seq) and 
each was confirmed to be bound by CTCF in nearly 100% of alleles at 
any time in mESCs using dual-enzyme single-molecule footprinting30 
(R. Grand and D. Schübeler, personal communication), thus providing 
a close experimental representative of an ‘impermeable’ loop extru-
sion barrier.

3 × CTCF-TetO sequences were introduced in mESCs that stably 
expressed OsTir1 and where the endogenous Rad21, Wapl or Ctcf genes 
were targeted with an auxin-inducible degron (AID) peptide fused to 
eGFP31,32. This resulted in several mESC clones (three per degron con-
dition) with different sets of genomic insertions of the 3 × CTCF-TetO 

Fig. 1 | Cohesin slows down chromosome dynamics in living cells. a, Clonal 
mESC lines containing random TetO arrays flanked by 3 × CTCF motifs and 
expressing TetR-tdTomato. Constructs were integrated using piggyBac 
transposition in mESCs allowing auxin-inducible degradation of GFP-tagged 
RAD21, WAPL or CTCF. ITR, inverted terminal repeats. b, Representative images 
of RAD21-AID-eGFP cells containing 3 × CTCF-TetO imaged before or after 90 min 
of auxin treatment (exposure time eGFP and tdTomato: 50 ms, deconvolved, 
maximum intensity projection, bicubic interpolation, n = 3 replicates).  
c, Left, time series of TetR-tdTomato signal over 30 min (maximum intensity 
projection, time interval dt = 10 s, color-coded for intensity changes over time). 
Right, magnification with overlay of TetR-tdTomato signal with reconstructed 
trajectories of individual TetO arrays. d, Left, cell motion is approximated as 
the average roto-translational motion of TetO signals within the same nucleus. 
Right, MSD averaged over trajectories within one nucleus (mean ± s.e.m.) 
before (cyan, n = 77) and after (blue, n = 77) cell motion and localization error 
correction. Green, radial MSD of pairs of operator arrays within the same nucleus 
(mean ± s.e.m., n = 491 pairs). e, Left, MSD (mean ± s.e.m.) in mESC lines before 

(blue, 310 cells, 13,537 trajectories) or after (red, 271 cells, 11,082 trajectories) Cre-
mediated removal of 3 × CTCF sites. Three replicates per cell line and three lines 
per condition were analyzed and merged here and in all following MSD graphs.  
P values (two-sided Student’s t-test) for all panels shown in Extended Data Fig. 2e. 
Right, schematic representation of Cre-mediated removal of CTCF sites. f, Left, 
same as in e but in mESC lines with 3 × CTCF-TetO arrays, before (blue, 323 cells, 
9,829 trajectories) or after (red, 365 cells, 12,495 trajectories) CTCF degradation 
(6 h of auxin treatment). Right, schematic representation of auxin-induced CTCF 
degradation. g, MSD (mean ± s.e.m.) of 3 × CTCF-TetO insertions before (blue, 
310 cells, 13,537 trajectories) or after (red, 240 cells, 8,788 trajectories) RAD21 
degradation (90 min of auxin). h, MSD (mean ± s.e.m.) of 3 × CTCF-TetO before 
(blue, 336 cells, 6,687 trajectories) or after (red, 350 cells, 6,717 trajectories) 
WAPL degradation (24 h of auxin). i, Fold changes in generalized diffusion 
coefficients (D) and scaling exponents (α) in untreated cells compared with 
cells where degradation of CTCF, RAD21 and WAPL or removal of CTCF motifs 
(3 × CTCF) occurred.
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P values in Extended Data Fig. 2e). In the presence of wild-type levels 
of RAD21, generalized diffusion coefficients were on average ~30% 
lower than in depleted cells, where RAD21 levels were low enough to 
prevent formation of cohesin-mediated structures (compare with 
Extended Data Fig. 1b). This outcome was consistent across three clonal 
cell lines with different TetO insertion sites and the small differences 
in the magnitude of the effect were likely due to location-dependent 
effects (Extended Data Fig. 2f). Importantly, the effect was specific for 

RAD21 degradation as we did not observe any changes in MSD behavior 
in control cell lines expressing OsTir1 but no AID-tag (Extended Data 
Fig. 2g). In addition, depletion of WAPL (24-h auxin treatment), which 
results in higher levels of DNA-bound cohesin32, caused a substantial 
decrease in chromosome mobility (Fig. 1h and Extended Data Fig. 2e). 
Together, these results indicate that increasing levels of DNA-bound 
cohesin decrease chromosome mobility, with only very minor effects 
(if any) mediated by the presence of even strong CTCF motifs (Fig. 1i).
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Loop extrusion can explain reduced chromosome dynamics
We next used polymer simulations to determine if loop extrusion alone 
could explain the observed global reduction in chromosome dynamics 
in the presence of cohesin and minimal effects from CTCF. We simu-
lated the dynamics of a polymer with excluded volume, with or without 
loop extrusion and extrusion barriers whose linear arrangement and 
orientation were sampled from endogenous CTCF sites (Fig. 2a and 
Extended Data Fig. 3a). To mimic random insertion of 3 × CTCF sites, 
we also simulated the same polymers with additional loop extrusion 
barriers separated by 800 kb which were inserted at random positions 
in the polymer (magnified area in Fig. 2a). To emphasize their potential 
effects on chromosome dynamics, all barriers in the simulations were 
impermeable to loop extruders. Every monomer represented 8 kb 
of chromatin, corresponding to the genomic size of the TetO array. 
Simulation steps were approximated to real-time units by matching the 
time needed for a monomer to move by its own diameter with the time 
required by the TetO array to move by its estimated mean physical size 
(Methods). We sampled an extremely large range of extruder residence 
times and loading rates (4 orders of magnitude each) centered around 
a residence time of ~30 min and extruder densities of ~20 per Mb (in 
line with previous measurements38,39), and using two extrusion speeds 
corresponding to in vivo and in vitro estimates (~0.1 kb s−1 and ~1 kb s−1, 
respectively)20,38 (Fig. 2b and Extended Data Fig. 3b).

In the absence of loop extrusion, the polymer underwent subdif-
fusive behavior with anomalous exponent of ~0.6 (Fig. 2c), as expected 
from simple polymers with excluded volume40–42 (see Supplementary 
Information) and compatible with our experimental results on ran-
dom TetO insertions (Fig. 1e). Strikingly, in line with experimentally 
measured effects of RAD21 (Fig. 1g), introduction of loop extrusion 
led to lower generalized diffusion coefficients and minor effects on 
anomalous exponents, independently of loading rate and residence 
time (Fig. 2c,d), extrusion speed (Extended Data Fig. 3c) or the presence 
of extrusion barriers (Fig. 2e,f). Interestingly, for extruder residence 
times of 5.5–11 min and unloading rates corresponding to extruder 
linear densities of ~20 per Mb, the predicted decrease in generalized 
diffusion coefficients was in quantitative agreement with the experi-
mentally observed value of ~30% (Fig. 2d,f; extruder densities as in 
Fig. 2b; compare with Fig. 1g). Also, consistently with WAPL depletion 
experiments (Fig. 1h), increasing extruder residence times systemati-
cally resulted in larger reductions in generalized diffusion coefficients 
(Fig. 2d,f and Extended Data Fig. 3c).

Importantly, addition of barriers in the presence of loop extrusion 
led to substantially smaller changes in polymer dynamics compared 
with the effect of loop extrusion itself even when probed directly on 
the barriers (Fig. 2g,h and Extended Data Figs. 3c and 4a,b), in agree-
ment with our experimental finding that CTCF degradation had no 
strong effect on MSDs of TetO insertions (Fig. 1e,f and Extended Data 
Fig. 2c,e). Similarly, insertion of additional barriers had little impact on 
MSD (Fig. 2i,j), thus recapitulating the negligible effect of removal of 
3 × CTCF sites (Fig. 1e). Polymer simulations thus strongly support the 
notion that the observed decrease in chromosome mobility and lack 

of effects from CTCF is a macroscopic manifestation of the physical 
constraints imposed by cohesin in living cells.

Cohesin and CTCF constrain the dynamics of sequences in cis
We next asked how cohesin and CTCF impact the reciprocal motion 
of two genomic sequences located on the same DNA molecule. To this 
aim, we simulated the dynamics of a polymer carrying two conver-
gent impermeable extrusion barriers mimicking strong CTCF motifs 
separated by ~150 kb (Fig. 3a). This is comparable to median distances 
between convergent CTCF sites within TADs genome-wide in mESCs 
(141 kb, Methods) and also to the estimated average separation between 
enhancers and promoters in human cells (~160 kb)43. Simulations per-
formed with extrusion parameters recapitulating the dynamic effects 
of RAD21 depletion (black square in Fig. 2f) predicted that radial MSDs 
should be lowest in the presence of loop extrusion and barriers (Fig. 
3b) due to the formation of transient loops anchored by the barriers 
(Fig. 3c). Similar to MSDs (Fig. 2), radial MSDs should increase upon 
removal of extrusion barriers and become maximal when loop extru-
sion is also removed (Fig. 3b).

Importantly, simulations also predicted that scaling exponents of 
radial MSD curves should be considerably smaller (~0.2) than those we 
previously observed for TetO arrays separated by several Mb or located 
on different chromosomes (~0.6, Fig. 1d). This is because correlations 
in the motion of two monomers are stronger when they are located 
closer along the polymer. Indeed, simulations predicted that scaling 
exponents fitted from radial MSD curves at short times should increase 
with increasing genomic distance and approach 0.6 for loci separated 
by several Mb (consistent with radial MSDs of randomly inserted TetO 
arrays) (Extended Data Fig. 5a) before saturating to stationary values at 
longer times. This holds true also without loop extrusion (theoretical 
analysis in Supplementary Information and simulations in Extended 
Data Fig. 5b).

To test these predictions, we turned to a live-cell imaging approach 
allowing us to measure the radial dynamics of two sequences located 
within the same TAD, in the presence and absence of cohesin and/or 
strong CTCF sites. We engineered mESCs carrying targeted integra-
tions of two orthogonal operator arrays: ~140× TetO and 120× LacO 
separated by 150 kb (Fig. 4a), which could be visualized upon binding 
of TetR-tdTomato and a weak DNA-binding variant of LacI fused to 
eGFP (LacI**-eGFP)44. To minimize confounding effects from additional 
regulatory sequences such as active genes or enhancers, we targeted 
the arrays into a 560-kb ‘neutral’ TAD on chromosome 15 where we pre-
viously removed internal CTCF sites3 (Fig. 4a). The two operator arrays 
were directly adjacent to excisable 3 × CTCF site cassettes arranged in a 
convergent orientation (Fig. 4a). Cell lines were verified by Nanopore 
Cas9-targeted sequencing (nCATS)45 to contain a single copy of each 
targeting cassette (Extended Data Fig. 5c). We additionally targeted the 
endogenous Rad21 locus with a C-terminal HaloTag-FKBP fusion allow-
ing the inducible degradation of RAD21 upon treatment with dTAG-13 
(ref. 46) as confirmed by severely decreased protein levels (>95% after 
2-h treatment, Extended Data Fig. 5d).

Fig. 2 | Loop extrusion generally slows down polymer motion. a, 
Representative snapshots of conformations and simulated contact maps for a 
polymer model with excluded volume and increasingly complex models with 
loop extruders, extrusion barriers sampled from CTCF motifs within 9 Mb on 
chromosome 15 (Chr15:7–16 Mb) and additional randomly distributed extrusion 
barriers. For the system with additional barriers, the contact map is presented 
aside with magnification of the contact map of the system without additional 
barriers to highlight the differences. b, Simulated contact maps (with loop 
extrusion and extrusion barriers) for polymers with two extrusion speeds 
(1 kb s−1 and 0.1 kb s−1) and different combinations of extruder loading rates and 
residence times. The resulting linear densities of extruders (number per Mb) are 
shown in the bottom left corner of each contact map. c, Effect of extruders. MSDs 
of polymers with (red line) or without (gray dashed line) loop extruders in the 

absence of extrusion barriers (loading rate 0.6 (Mb × min)−1 and residence time 
5.5 min, corresponds to black square in panel d). Black dashed curve represents 
α = 0.6 as an eye guide. d, Effect of extruders. Ratios of generalized diffusion 
coefficients and anomalous exponents between the two conditions shown in 
panel c. Black square, set of parameters whose corresponding MSDs are shown in 
panel c. e, MSDs of polymers with (blue line) or without (gray dashed line) both 
extruders and barriers. Same parameters as in panel c. f, Same as panel d for cases 
illustrated in panel e. g, MSDs of polymers with loop extruders in the presence 
(blue) or absence (red) of extrusion barriers. Same parameters as in panels c 
and e. h, Same as panels d and f but for cases illustrated in panel g. i, MSDs of 
polymers either with (light blue) or without (red) additional randomly inserted 
extrusion barriers. Same parameters as in panels c, e, g. j, Same as panels d, f and 
h but for cases illustrated in panel i.
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Capture-C with tiled oligonucleotides revealed that integration 
of operator arrays themselves did not lead to detectable changes in 
chromosome structure (Extended Data Fig. 5e). Convergent 3 × CTCF 

sites, however, led to the formation of a new CTCF-mediated interaction 
within the TAD (2.8× increase in contact probability after correcting 
the confounding contribution of the wild-type allele) (Fig. 4b), which 
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was lost upon RAD21 depletion along with all other CTCF-mediated 
interactions across the locus (Extended Data Fig. 5f).

We imaged cells for 3 h every 30 s in three dimensions (Fig. 4c and 
Supplementary Video 2), either in the presence or absence of RAD21, 
and measured distances between the two arrays over time (Fig. 4d, 
n = 3–7 biological replicates for each condition, on average 220 cells 
per condition, Supplementary Table 1 and Methods). Doublet signals 
corresponding to replicated alleles occurred in a very minor fraction 
(3%, Methods) of trajectories, compatible with the late-replication 
profile of the ‘neutral’ TAD and the cell-cycle distribution (Extended 
Data Figs. 5g and 6a). In these cases, only trajectories that were initially 
closest across channels were considered. After correction of chromatic 
aberrations (Methods and Extended Data Fig. 6b), we estimated our 
experimental uncertainty on radial distances to be ~130 nm by measur-
ing pairwise distances in control cells where multiple TetO insertions 
were simultaneously bound by both TetR-tdTomato and TetR-eGFP 
(Extended Data Fig. 6c–e).

In agreement with model predictions for locations separated by 
150 kb, radial MSDs of the two arrays showed scaling exponents close 
to 0.2, much smaller than those observed with randomly inserted TetO 
arrays (Extended Data Fig. 7a,b). Also in line with model predictions 

(Extended Data Fig. 5a), presence of RAD21 and 3 × CTCF sites led to 
the most constrained radial mobility, whereas RAD21 degradation 
and deletion of CTCF sites resulted in the least constrained motion 
(Extended Data Fig. 7c). These measurements thus verified the model 
prediction that genomic sequences located at short distances (150 kb) 
experience stronger physical constraints than sequences located at 
larger genomic distances26 (Fig. 1 and Extended Data Fig. 7b), and that 
loop extrusion provides constraints that are further reinforced by 
convergent CTCF sites.

Consistently with their more constrained radial MSD behavior, 
we finally observed that distances between TetO and LacO signals 
were smallest in the presence of convergent CTCF sites and cohesin. 
In these conditions, distances between TetO and LacO arrays tended 
to remain close to the ~130-nm experimental uncertainty with only 
occasional fluctuations toward larger values in the course of the 3 h of 
imaging (Fig. 4d,e). Removal of 3 × CTCF sites led to increased radial 
distances and variability within single trajectories, which were further 
increased upon degradation of RAD21, irrespective of the presence or 
absence of CTCF sites (Fig. 4d,e and Supplementary Video 3). Thus, 
constraints imposed by extruding cohesin and convergent CTCF sites 
reduce not only average physical distances between sequences but also 
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their variability in time (Fig. 4f), also supported by analysis of distance 
changes ( jumps) as a function of time (Fig. 4g).

Finally, to test whether the effects of cohesin on chromosome 
motion would be different in the presence of active transcription at 
nearby locations, we measured looping dynamics this time in a parental 
mESC line before the removal of resistance cassettes. In this line, both 
the TetO and LacO arrays were immediately flanked by mouse Pgk1 
promoters47 driving the transcription of resistance genes (Extended 
Data Fig. 6f,g). In line with previous studies48,49, we found that active 
transcription led to slightly decreased radial MSD. Cohesin depletion 

resulted in similar amounts of increased radial mobility irrespective of 
the presence or absence of active promoters (Extended Data Fig. 7c).

Chromosomal contacts are transient
We next set off to quantify changes in distances over time and deter-
mine whether despite the experimental uncertainty on 3D distances 
(Extended Data Fig. 6e) we could observe transitions between two 
states: a ‘proximal’ state with small radial distances (presumably includ-
ing cohesin-mediated loops between convergent CTCF sites), and a 
generic ‘distal’ state with larger spatial distances corresponding to 
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other configurations of the chromatin fiber. This was motivated by the 
expectation that any polymer with site-specific attractive interactions, 
such as those mediated by cohesin at convergent CTCF sites, should in 
principle result in two-state thermodynamic behavior. We thus fitted a 
two-state hidden Markov model (HMM) on the ensemble of trajectories 
obtained in cells where both convergent 3 × CTCF sites and RAD21 were 
present (Fig. 5a,b). Interestingly, distances in the proximal state inferred 
by HMM largely overlapped with those detected on perfectly colocaliz-
ing signals in control experiments where TetR-eGFP and TetR-tdTomato 
were bound to the same set of randomly inserted TetO arrays (149 versus 
130 nm on average, respectively) (Fig. 5b and Extended Data Fig. 6e). 
The proximal state thus corresponds to configurations of the chromatin 
fiber where the two arrays were in very close physical proximity, also 
including (but not restricted to) cohesin-mediated loops between CTCF 
sites. For simplicity, we refer to the proximal state interchangeably as 
‘contact’, without implying a direct molecular interaction between the 
two DNA fibers. Radial distances in the distal state (288 nm on average) 
instead were similar to those measured in cells where both CTCF sites 
had been removed (291 nm) (Extended Data Fig. 8a,b). Thus, the dis-
tal state largely overlapped with chromosome conformations where 
specific cohesin-mediated CTCF loops were lost.

We next fitted the HMM to all experimental conditions while keeping 
the same proximal state as in cells with 3 × CTCF sites and RAD21 (Fig. 
5a). This showed that in the presence of RAD21, the LacO and TetO 
arrays spent ~78% of the time in contact (that is, in the proximal state) 
when 3 × CTCF sites were present. This was 2.3× higher than the 33% 
of time they spent in contact when the 3 × CTCF sites were removed 
(Fig. 5c), in agreement with the corresponding 2.8-fold difference 
in contact probability inferred from Capture-C (Fig. 4b). The frac-
tion of time spent in contact decreased markedly upon depletion of 
RAD21 to ~23% in the presence of 3 × CTCF sites and 11% in the absence  
(Fig. 5c). Both the average duration of contacts and their rate of for-
mation were maximal in the presence of RAD21 and 3 × CTCF sites, 
where they lasted around 16 min and reformed every 5 min on average  
(Fig. 5d,e). Contacts became substantially shorter (6 min) and rarer 
(one every 10 min) when 3 × CTCF sites were removed, and even more 
so upon RAD21 depletion (lasting 2 min and occurring every 22 min on 
average). Interestingly, these results were not affected by the presence 
of actively transcribed promoters in the immediately flanking regions 
(Extended Data Fig. 8b–f), in line with the lack of changes in contact 
probability measured in Capture-C (Extended Data Fig. 6g). Thus, both 
cohesin and CTCF impact both the duration and the probability of 
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formation of chromosomal contact events between loci separated by 
150 kb within an ‘empty’ TAD.

To understand if these results could be rationalized in terms of 
loop extrusion, we compared them with polymer simulations with 
convergent impermeable loop extrusion barriers separated by ~150 kb. 
Simulations were performed using loop extrusion parameters spanning 
a finer-grained 25-fold range around experimentally realistic values 
that reproduced the dynamic effect of RAD21 degradation (compare 
with Fig. 2d, black square) and with both in vitro and in vivo estimates 
of extrusion speeds20,38. In a large region of the parameter space, dis-
tances between convergent barriers were bimodally distributed, sup-
porting the expectation that the polymer can be approximated as a 
two-state system (Extended Data Fig. 9a). To allow direct comparison 
with experimental distance-based HMM states, we applied random 

errors matching experimental uncertainty levels to radial distances 
generated by the models (Extended Data Fig. 9b). We called proximal 
and distal states using the same HMM strategy as with experimental 
data. Importantly, for a large number of parameter combinations, dis-
tances in the proximal state largely overlapped with the corresponding 
distribution observed experimentally in the presence of convergent 
CTCF sites and cohesin (Extended Data Fig. 9c and Supplementary 
Fig. 1a).

We then compared the distance, duration and fraction of time 
spent in the proximal state with those experimentally observed 
in the presence of RAD21 with or without 3 × CTCF sites. We found 
that their similarity was maximal for extruder densities ranging 
from 8 to 32 per Mb (Supplementary Fig. 1e) and residence times of  
2.8–11 min, with extrusion speeds of both 0.1 and 1 kb s−1, all of which 
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the five best-matching parameters. d, Fraction of time spent in the proximal state 
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with or without extrusion barriers. Two-sided Kolmogorov–Smirnov P values 
can be found in Supplementary Table 2. f, Representative trajectories of radial 
distances (gray), contact states called by HMM (full bar) and looped states in the 
underlying polymer conformations (striped bars) from +Extruders/+Barriers 
(top) and +Extruders/−Barriers simulations (bottom) with best-matching 
parameters (magenta square in panel a). g, Fraction of time spent in the looped 
state based on simulations with the five best-matching parameters. h, Average 
duration of the looped state based on simulations with the five best-matching 
parameters (mean ± 95% CI). i, Scheme summarizing the durations of proximal 
and looped states in the presence and absence of 3 × CTCF sites. a.u., arbitrary 
unit; sim, simulation.
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were in the range of previous estimations of experimental values20,21,38,50  
(Fig. 6a and Extended Data Fig. 9d). Considering the five best-matching 
scenarios (red- and yellow-marked values in Fig. 6a), the two locations 
spent 45–55% of the time in the proximal state with an average contact 
duration of around 10–17 min, which reduced to 18% and 8 min in the 
absence of extrusion barriers (Fig. 6b,c). Similar to the effects observed 
experimentally upon depletion of RAD21, decreasing extruder densi-
ties (for example, by decreasing loading rates) led to decreased frac-
tions of time and shorter durations of the proximal state (Fig. 6d,e, 
shown for the best case, general trends in Supplementary Fig. 1d–d). 
Thus, the duration and the fraction of time spent in the proximal state, 
and most importantly how these quantities change upon removing 
cohesin and/or CTCF sites, can be understood in terms of a simple 
loop extrusion model.

The HMM-based proximal state likely provides an overestimation 
of the duration of underlying CTCF-CTCF loops mediated by stalled 
cohesins, since it also contains a fraction of CTCF-independent prox-
imity events that cannot be distinguished from loops. To estimate the 
duration and times the two loci spent in a cohesin-mediated CTCF-CTCF 
looped conformation, we quantified occurrences in the simulated 
polymer where the two monomers formed the base of an extruded 
loop (Fig. 6f and Methods). As expected, these events were rarer and 
shorter than contacts detected by HMM on polymer simulations  
(Fig. 6b,c), with two monomers spending ~20–31% of time at a loop 
base for 5–15 min on average in the presence of extrusion barriers  
(Fig. 6g,h). Finally, transient cohesin-dependent loops that are not 
stabilized by CTCF sites should occur much more rarely (1–3% of the 
time) and lasted less than a minute on average (Fig. 6g,h). Compari-
son of polymer simulations with HMM states thus suggests that the 
dynamics of chromosome contacts detected at a range of 150 nm are 
generated by faster and rarer cohesin-mediated CTCF loops (Fig. 6i).

Discussion
Our study provides quantitative measurements of chromosome folding 
dynamics in living cells and reveals how they are controlled by cohesin 
and CTCF. Two experimental strategies allow us to minimize biological 
variation from specific regulatory and structural genomic contexts 
and enable direct comparison with polymer models. By studying large 
numbers of random genomic locations, we average over local differ-
ences in chromosome mobility and reveal the global dynamic effects of 
cohesin. By visualizing and manipulating two locations within a ‘neutral’ 
genomic environment, we unravel how cohesin and CTCF impact chro-
mosome looping within a single TAD. We show that although higher 
extrusion speeds could in principle result in increased chromosome 
motion (Extended Data Fig. 9e,f), physiological extrusion rates rather 
generate transient constraints that decrease chromosome dynamics, 
in line with previous measurements of histone mobility49. Similar to 
previous reports51, we observe that constraints introduced by cohesin 
reduce spatial distances between genomic sequences in cis and increase 
the chances that they interact. We now, however, reveal that this entails 
an increase in both the rate of formation and the duration of contacts. 
Convergently oriented high-affinity CTCF motifs lead to higher contact 
frequencies and substantially longer contact durations, somewhat 
similar to the effect of insulator elements in Drosophila23. Comparison 
with polymer simulations reveals that in mESCs this can be understood 
in terms of stalling of loop-extruding cohesins. This observation also 
suggests that asymmetries in contact patterns established by CTCF 
motifs genome-wide might also lead to temporal asymmetries in physi-
cal interactions, notably between regulatory sequences. We addition-
ally observe that constraints introduced by cohesin and CTCF sites 
lead to reduced temporal variability in physical distances, arguing that 
loop extrusion increases the reproducibility of chromosome folding 
at selected genomic sites.

Our study also provides estimates of the frequency and duration 
of chromosomal contacts at genomic-length scales that represent 

enhancer–promoter communication genome-wide. In our study, 
contacts are defined by physical distances (~150 nm) that might be 
comparable to those where signals arise in 3C methods11. For sequences 
separated by 150 kb, such contacts assemble and disassemble over 
minutes. This provides many opportunities in a single cell-cycle for 
regulatory sequences in a TAD to contact each other, and suggests 
that long-range regulation by distal enhancers might rely on tran-
sient interactions. We note that despite accurate correction of chro-
matic aberrations, shorter-range and thus potentially faster proximity 
events remain inaccessible in our experimental set-up52. Estimates 
based on comparison with polymer simulations further suggest that 
cohesin-mediated interactions between convergent CTCF sites might 
last around 5–15 min on average and at least for sequences located 
150 kb apart occur around 27% of the time. This is in good agreement 
with recent estimates of the duration of a 500-kb loop in mESCs (10–
30 min on average)26, which, however, occurs more rarely (3.5–6% of the 
time). This is in line with the predictions from polymer simulations that 
increasing the genomic distance between convergent CTCF sites should 
substantially decrease the frequency of CTCF-mediated interactions, 
but not their duration (Extended Data Fig. 10). Taken together, our data 
establish firm quantitative bases for understanding the dynamics of 
chromosome folding within TADs and provide temporal constraints 
for mechanistic models of chromosome structure and its impact on 
fundamental biological processes such as long-range transcriptional 
regulation.
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Methods
Culture of mESC lines
All cell lines are based on the E14Tg2a parental mESC line (karyotype 19, 
XY, 129/Ola isogenic background; E14 for brevity). E14 CTCF-AID-eGFP 
(clone EN52.9.1) was published by Nora et al.31. E14 WAPL-AID-eGFP 
and E14 RAD21-AID-eGFP were published by Liu et al.32. The latter were 
kindly provided by Elzo de Wit (Netherlands Cancer Institute). All cell 
lines for the dual-array imaging approach are based on the double-CTCF 
knockout cell line described by Zuin et al.3. Cells were cultured on 
gelatin-coated culture plates in Glasgow Minimum Essential Medium 
(Sigma-Aldrich, G5154) supplemented with 15% fetal calf serum (Euro-
bio Abcys), 1% l-Glutamine (Thermo Fisher Scientific, 25030024), 
1% Sodium Pyruvate MEM (Thermo Fisher Scientific, 11360039), 1% 
MEM Non-Essential Amino Acids (Thermo Fisher Scientific, 11140035), 
100 µM β-mercaptoethanol (Thermo Fisher Scientific, 31350010), 
20 U ml−1 leukemia inhibitory factor (Miltenyi Biotec, premium grade) 
in 8% CO2 at 37 °C. Cells were tested for mycoplasma contamination 
regularly and no contamination was detected. For Hi-C, Capture-Hi-C, 
4C-seq, western blot and imaging experiments, cells were cultured 
in standard E14 medium supplemented with 2i (1 µM MEK inhibitor 
PDO35901 (Axon, 1408) and 3 µM GSK3 inhibitor CHIR 99021 (Axon, 
1386)). For live-cell imaging experiments, cells were cultured in Fluoro-
brite DMEM (Gibco, A1896701) supplemented with 15% fetal calf serum 
(Eurobio Abcys), 1% L-Glutamine (Thermo Fisher Scientific, 25030024), 
1% Sodium Pyruvate MEM (Thermo Fisher Scientific, 11360039), 1% 
MEM Non-Essential Amino Acids (Thermo Fisher Scientific, 11140035), 
100 µM β-mercaptoethanol (Thermo Fisher Scientific, 31350010), 
20 U ml−1 leukemia inhibitory factor (Miltenyi Biotec, premium grade) 
and with 2i inhibitors (1 µM MEK inhibitor PDO35901 (Axon, 1408) and 
3 µM GSK3 inhibitor CHIR 99021 (Axon, 1386)).

Generation of mESC lines carrying random integrations of 
TetO arrays
To generate clonal cell lines carrying random integrations of the TetO 
array in the degron cell lines (E14 Rad-AID-eGFP, E14 CTCF-AID-eGFP 
and E14 WAPL-AID-EGFP), 0.5 × 106 cells were transfected with 2 µg of 
PB-3 × CTCF-TetO vector, 200 ng of PB-TetR-tdTomato and 200 ng 
of pBroad3_hyPBase_IRES_tagRFPt (ref. 53) with Lipofectamine3000 
(Thermo Fisher Scientific, L3000008) according to the manufacturer’s 
recommendations. Cells were cultured in standard E14 medium for 5 d 
and subsequently sorted by FACS for fluorescence emission at 581 nm 
(tdTomato) on 96-well plates to isolate clonal lines. Sorted cells were 
kept for 2 d in standard E14 medium supplemented by 100 µg µl−1 pri-
morcin (InvivoGen, ant-pm-1) and 10 µM ROCK inhibitor (STEMCELL 
Technologies, Y-27632). At 10 d after sorting, the plates were duplicated 
by detaching with accutase (Sigma-Aldrich, A6964) and re-seeding in 
full E14 culture medium. One-third of the cells were replated onto Corn-
ing High-Content Imaging Glass Bottom Microplates (96-well, Corning, 
4580). At 2 d after re-seeding, clonal lines were screened by microscopy 
for >10 insertions of TetO per cell and a good signal-to-noise ratio 
(SNR). Selected clones were expanded and genotyped by PCR for the 
absence of random integration of the piggyBac itself. Primers used for 
genotyping are listed in Supplementary Table 3.

Generation of dual-array (TetO-LacO) mESC line
Integration of the TetO array into the genomic locus on chr15:11,647,372: 
the vector containing the guide RNA (gRNA) sequence was available 
from a previous study (PX459-chr15_gRNA/Cas93). The gRNA sequence 
can be found in Supplementary Table 3. E14 mESCs already containing 
a double-knockout for CTCF sites (clone D6 in ref. 3) were transfected 
with the targeting vector pMK-3 × CTCF-TetO-Rox-PuroR-Rox and the 
gRNA vector PX459-chr15_gRNA/Cas9 using nucleofection with the 
Amaxa 4D-Nucleofector X-Unit and the P3 Primary Cell 4D-Nucleofector 
X Kit (Lonza, V4XP-3024 KT). Then, 2 × 106 cells were nucleofected 
with 1 µg of TetO targeting vector and 1 µg of PX459-ch15_gRNA/Cas9) 

as described above and treated with 1 µg ml−1 puromycin (InvivoGen, 
ant-pr-1) 48 h after transfection for 3 d to select cells for insertion of 
the TetO cassette. Cells were then cultured in standard E14 medium 
for an additional 7 d and subsequently sorted by FACS on 96-well plates 
as described above to isolate clonal lines. At 10 d after sorting, the 
plates were duplicated by detaching with accutase (Sigma-Aldrich, 
A6964) and re-seeding in full E14 culture medium. Genomic DNA was 
extracted on-plate by lysing cells with lysis buffer (100 mM Tris-HCl 
pH 8.0, 5 mM EDTA, 0.2% SDS, 50 mM NaCl and 1 mg ml−1 proteinase 
K (Macherey-Nagel, 740506)) and 0.05 mg ml−1 RNase A (Thermo 
Fisher Scientific, EN0531) and subsequent isopropanol precipitation. 
Individual cell lines were analyzed by genotyping PCR to determine 
heterozygous insertion of the TetO cassette. Cell lines showing the 
corrected genotype were selected and expanded. Primers used for 
genotyping are listed in Supplementary Table 3. Targeted nanopore 
sequencing with Cas9-guided adapter ligation45 was performed on 
expanded clones to confirm single-copy insertion of the TetO cassette. 
Clone 2G5 was used for further engineering. Integration of the LacO 
array into the genomic locus on chr15:11,496,908: the gRNA sequence 
for the CRISPR–Cas9 knock-in of the LacO cassette was designed using 
the online tool https://eu.idtdna.com/site/order/designtool/index/
CRISPR_SEQUENCE and purchased from Microsynth AG. The gRNA 
sequence can be found in Supplementary Table 3. The gRNA sequence 
was cloned into the PX330 plasmid (Addgene, no. 58778) using the 
BsaI restriction site. The clonal line carrying the TetO cassette (clone 
2G5) was transfected with the targeting vector pUC19-ITR-NeoR-ITR
-3 × CTCF-LacO and the gRNA vector pX330-chr15_LacO_gRNA/Cas9 
using nucleofection with the Amaxa 4D-Nucleofector X-Unit and the 
P3 Primary Cell 4D-Nucleofector X Kit (Lonza, V4XP-3024 KT). A total 
of 2 × 106 cells were harvested using accutase (Sigma Aldrich, A6964) 
and resuspended in 100 µl transfection solution (82 µl primary solu-
tion, 18 µl supplement, 15 µg targeting vector and 5 µg of gRNA vector) 
and transferred to a single Nucleocuvette (Lonza). Nucleofection was 
performed using the protocol CG110. Transfected cells were directly 
seeded in pre-warmed E14 standard medium. At 48 h after transfection, 
250 µg ml−1 G418 (InvivoGen, ant-gn-1) was added to the medium for 
3 d to select cells for insertion of the LacO cassette. Cells were sorted 
and genotyped as described for the TetO integration. Primers used for 
genotyping are listed in Supplementary Table 3. Cell lines showing the 
corrected genotype were selected and expanded. Expanded clones 
were transiently transfected with 200 ng of PB-TetR-tdTomato and 
200 ng of PB-LacI-eGFP using Lipofectamine3000 according to the 
manufacturer’s instructions (Thermo Fisher Scientific, L3000008) 
and 2 d after transfection validated for heterozygous insertion of the 
LacO cassette on the same allele as the TetO by microscopy. Targeted 
nanopore sequencing with Cas9-guided adapter ligation45 was per-
formed on correct clones to confirm single-copy insertion of the LacO 
cassette. Clone 1F11 was used for further engineering. To visualize the 
operator arrays in live-cell imaging and remove the puromycin resist-
ance gene used for selection during integration, 0.5 × 106 E14 TetO-LacO 
cells (clone 1F11) were transfected with 200 ng of PB-TetR-tdTomato, 
200 ng of PB-LacI-eGFP and 200 ng of pBroad3_hyPBase_IRES_tagRFPt 
(ref. 54) with Lipofectamine3000 (Thermo Fisher Scientific, L3000008) 
according to the manufacturer’s instructions. At 7 d after transfection 
the cells were sorted (as described previously) for fluorescence emission 
at 507 nm (eGFP) and 581 nm (tdTomato). Sorted cells were cultured and 
genotyped as described for the random TetO integration. Primers used 
for genotyping are listed in Supplementary Table 3. Cell lines showing 
the corrected genotyping pattern were selected and expanded and a 
good and comparable SNR was selected for by microscopy. Clones 1B4 
(+PuroR) and 2C10 (−PuroR) were used for further engineering.

Live-cell imaging
First, 35-mm glass-bottom dishes (Mattek, P35G-1.5-14-C) were 
coated with 1–2 µg ml−1 Laminin (Sigma-Aldrich, L2020) in PBS at 
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37 °C overnight. Cells (1 × 106) were seeded in Fluorobrite medium 
(as described above) 24 h before imaging. For targeted degradation 
of RAD21, WAPL or CTCF in the degron cell lines, the medium was 
exchanged to medium containing 500 µM auxin (Sigma-Aldrich, 
I5148-2G) at the respective time required for complete degradation 
of the protein target before imaging (RAD21: 90 min, WAPL: 24 h, CTCF: 
6 h). For targeted depletion of RAD21 using the FKBP degron system 
(dual-array cell lines), cells were cultured in Fluorobrite medium con-
taining 500 nM dTAG-13 (Sigma-Aldrich, SML2601-1MG) 2 h before 
imaging. For fixed cell measurements to estimate the localization error, 
1 × 106 cells were seeded onto Mattek dishes and incubated for 24 h at 
37 °C, 8% CO2. The medium was removed and the cells were fixed in 
4% paraformaldehyde (Electron Microscopy Sciences, 15710) in PBS 
for 10 min at room temperature. The cells were washed three times in 
PBS and Fluorobrite medium was added to the Mattek dish to achieve 
comparable background fluorescence levels. Cells were imaged with 
a Nikon Eclipse Ti-E inverted widefield microscope equipped with a 
Total Internal Reflection Microscopy iLAS2 module (Roper Scientific), 
a Perfect Focus System (Nikon) and motorized Z-Piezo stage (ASI) 
using a CFI APO TIRF 100 ×1.49 NA oil immersion objective (Nikon). 
The microscope was operating in highly inclined and laminated opti-
cal sheet mode34. Excitation sources were a 48-nm, 200-mW Toptica 
iBEAM SMART laser and a 561-nm, 200-mW Coherent Sapphire laser. 
Images were collected on two precisely aligned back-illuminated Evolve 
512 Delta EMCCD cameras with a pixel size of 16 × 16 µm2 (Photomet-
rics). Cells were maintained at 37 °C and 8% CO2 using an enclosed 
microscope environmental control set-up (The BOX and The CUBE, 
Life Science Instruments). Before the acquisition of movies for the 
dual-array set-up, TetraSpeck Microspheres, 0.1-µm beads (Thermo 
Fisher Scientific, T7279), were imaged to allow for correction of chro-
matic aberrations during image processing and analysis. Movies for 
measurement of random TetO integrations in degron cell lines were 
acquired every 10 s (exposure time: 50 ms) in 34 z-planes (10-µm stack, 
distance between consecutive z planes = 300 nm) with the Visiview 
software (Visiview 4.4.0.12, Visitron). Images for measurement of 
cell lines with the dual-array set-up were acquired every 30 s, with an 
exposure time of 50 ms, respectively, each in a sequential mode with 21 
z-planes (6-µm stack, dz = 300 nm). For the measurement of the time 
it takes the operator arrays to displace by their own size, images were 
acquired continuously on a single focal plane over 10 s every 0.1 s with 
exposure times of 50 ms.

Image processing
Raw images were deconvolved using the Huygens Remote Manager and 
a classical maximum likelihood estimation algorithm with a theoretical 
point-spread function. The initial SNRs were estimated from the images 
and images were deconvolved until one of the following stopping crite-
ria was reached: the maximum number of iterations was performed (for 
random integrations: 20 cycles, for tdTomato and eGFP; in dual-color 
set-up: 15 cycles for tdTomato signal, 5 cycles for GFP signal) or a qual-
ity change criterion below 0.001 was returned. Representative image 
series shown in the main figures were deconvolved as described above, 
adjusted to display the same brightness and contrast, and interpolated 
using a bicubic interpolation. Movies were corrected for bleaching over 
time using an exponential fit. The two-dimensional (2D) projection of 
intensity changes over time was created using the Temporal Color Code 
in Fiji v.2.0. (https://github.com/fiji/fiji/blob/master/plugins/Scripts/
Image/Hyperstacks/Temporal-Color_Code.ijm).

Spot detection and localization of multi operator data
Our field of view typically contains approximately 25 mESC nuclei. 
Despite the fact that our mESC lines are clonal, background nuclear 
fluorescence intensities in each cell can vary substantially. This poses 
challenges to conventional threshold-dependent algorithms for spot 
detection and localization which perform unevenly across cells with 

different background intensities. To overcome these limitations, we 
implemented a two-step procedure for 3D spot detection and localiza-
tion. To detect spots, we used deepBlink v.0.1.1 (ref. 35), a convolutional 
neural network-based spot detection and localization algorithm in two 
dimensions, which has been shown to be able to deal with different 
background intensities and to detect spots in a threshold-independent 
manner. To enhance our detection efficiency, we employed custom 
models trained on a combination of the following datasets: smFISH and 
SunTag datasets provided by deepBlink and in-house manually curated 
live-cell imaging images. To detect 3D spots, we applied deepBlink to 
all z-stacks separately followed by linkage of the spots across z-stacks 
using Trackpy53. The precise 3D coordinates of the spots were then 
determined using 3D Gaussian fitting using a voxel of size 6 × 6 × 4 
pixels centered at the spot in the brightest z-stack. deepBlink models 
can be found at https://github.com/zhanyinx/SPT_analysis/tree/main/
models. The parameters and models used for each cell line can be found 
in Supplementary Table 4. All scripts used for the analysis can be found 
at https://github.com/zhanyinx/SPT_analysis/.

Tracking and cell motion correction of multi operator data
3D spots coordinates are fed into TrackMate for tracking using linear 
assignment problem (LAP) tracker. Each track is assigned to manu-
ally annotated cell masks (from max z-projection of frame 93) using 
a custom script (https://github.com/zhanyinx/SPT_analysis/blob/
main/source/spot_detection_tracking/assign_cellids.py), which 
uses the majority rule. Motion correction is then performed using a 
roto-translation model. Specifically, for each pair of consecutive time 
frames, a set of matching spots in every cell is determined by solving 
the LAP using the Euclidean distance between spots as a measure of 
distance. Only spots that match across two consecutive frames are then 
used to estimate the roto-translation model which is then applied to 
correct for nuclear motion (six matching spots on average across all 
time frames, trajectories and movies, with a minimum of four spots 
per pair of time frames). All scripts used for the analysis can be found 
at https://github.com/zhanyinx/SPT_analysis/.

MSD analysis of multi operator data
Tracks with fewer than ten spots are filtered out for follow-up analysis. 
To calculate the MSD, we first calculate the time-averaged MSD for each 
trajectory. We then calculate the ensemble average (across trajectories) 
MSD by pooling all replicates. The ensemble average is done in log 
space. We corrected the localization error effect on the MSD curve by 
estimating the standard deviation of the error distribution using fixed 
images as described by Kepten et al.55. To calculate the scaling (α) and 
the generalized diffusion coefficient (D) of each MSD curve, we fitted 
the ensemble average of the log-time average MSD between 10 and 
100 s. To test the significance of differences between conditions, we 
fitted α and diffusion coefficient for each cell. The P value is calculated 
using Student’s t-test (two-sided). Since we are always comparing two 
conditions whose cell-cycle profiles are similar, we ignore the effect 
of sister chromatids. All scripts used for the analysis can be found 
at https://github.com/zhanyinx/SPT_analysis/. The specific Fiji and 
relative plug-ins can be found at https://github.com/giorgettilab/
Mach_et_al_chromosome_dynamics/tree/master/Fiji.

Chromatic aberration correction of dual-color data
To correct for chromatic aberration we took 3D image stacks of Tet-
raSpeck Microspheres, 0.1-µm beads (Thermo Fisher Scientific, T7279), 
adsorbed on MatTek dishes in 1 × PBS at the beginning of every imag-
ing session and used them to correct the corresponding set of mov-
ies. After detecting signals from single beads in each channel using 
deepBlink and determining their 3D location by Gaussian fitting, we 
first identified spots that are shared across channels by solving the 
LAP using the Euclidean distance between spots. We then used the 
common set of bead signals to compute a 3D roto-translation that we 
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finally applied to xyz positions. This procedure corrects for x, y and z 
aberrations simultaneously. The same transformations accurately cor-
rected chromatic aberrations in actual experiments in double-labeled 
mESCs (‘Control TetO’ in Extended Data Fig. 6g), with the exception 
of a small residual systematic shift (approximately 40 nm) along 
the z axis (‘TetO-LacO case’ in Extended Data Fig. 6g), which is likely 
due to 3D image anisotropies that cannot be measured using ‘2D’  
bead images.

Tracking and MSD analysis of dual-color data
To increase the ability to detect longer tracks, we used an in-house 
script to stitch multiple tracks belonging to the same cell (https://
github.com/zhanyinx/SPT_analysis/blob/main/source/dual_chan-
nel_analysis/utils.py, stitch function). In short, if two tracks from the 
same cell overlap more than 50% in time, the shortest one is filtered 
out. We called cell masks using CellPose56 on the max z-projection of 
the middle frame of the movie using the GFP channel and used these 
masks to define cell identity. For tracks with overlaps lower than 50%, 
the overlapping part of the tracks are randomly removed from one of 
the two tracks. The resulting tracks are stitched if the distance across 
the time gap is smaller than 1.6 µm. To match tracks across channels, 
we used the following measure to calculate the distance between tracks 
across channels:

∑3
i=1 < (x1i (t) − x2i (t))

2 >t∈T1∩T2

√len (t ∈ T1 ∩ T)2

Where x1 are the coordinates from channel 1 and x2 are the coordinates 
from channel 2, T1 contains all the time frames from channel 1 and T2 
contains all the time frames from channel 2, and len is a function that 
returns the length of an array. We solved the LAP using the distance 
measure above to match tracks across channels. Tracks with average 
distances across channels higher than 1 µm are filtered out. Matched 
tracks with lower than 25 time points are filtered out. For each matched 
pair of tracks, we calculate the pairwise distance using the Euclidean 
distance in three dimensions. We define noisy pairwise distance using 
the ratio of the pairwise distance in three dimensions and two dimen-
sions. In particular, we defined as noisy the top 5% of this ratio and 
filtered them out. To calculate the radial MSD, we first calculate the 
time-averaged radial MSD for each pairwise distance ‘trajectory’. We 
then calculate the ensemble average (across trajectories) of the log 
of time-averaged radial MSD. We corrected for the radial localization 
uncertainty by estimating the standard deviation of the error distribu-
tion using fixed images as described by Kepten et al.55. To calculate the 
scaling (α) and the generalized diffusion coefficient (D) of each MSD 
curve, we fitted the ensemble average time average MSD between 
30 and 300 s. Since we are always comparing two conditions whose 
cell-cycle profiles are similar, we ignore the effect of sister chromatids. 
All scripts used for the analysis can be found at https://github.com/
zhanyinx/SPT_analysis/.

Estimation of experimental uncertainty on radial distance
To estimate our uncertainty in detecting distances across channels, 
we used a cell line with multiple integration of TetO arrays that can be 
tagged with TetR-eGFP and TetR-tdTomato. Spot detection is done 
as for our dual-color lines. We corrected for chromatic aberration 
using TetraSpeck Microspheres, 0.1-µm beads (Thermo Fisher Sci-
entific, T7279), and then matched spots across channels by solving 
the LAP using scipy.optimize.linear_sum_assignment function with 
the Euclidean distance between spots as a measure of distance. Spots 
across channels with distances higher than a threshold are filtered out 
to avoid mismatches. We used a threshold of 300 nm for matching the 
spots registration. We applied a second round of chromatic aberration 
correction using the set of registered points themselves. The resolution 

limit (uncertainty) is then estimated as the average distance between 
registered spots which corresponds to 130 ± 70 nm.

HMM for detection of the proximal s ta te
To detect the proximal state in a threshold-independent manner, we 
used an HMM with two hidden states (‘proximal’ and ‘distal’). We used a 
Gaussian model for the emission probabilities. Only distance trajecto-
ries with less than 20% missing values at any time point are kept. Missing 
values are filled with the first preceding time point with distance value. 
To more reliably detect the proximal state, we used all the trajectories 
from the experimental condition with both cohesin and CTCF sites to 
train an HMM. We then re-trained an HMM model for each experimental 
condition by using the proximal state (Gaussian mean and standard 
deviation) from the experimental condition with both cohesin and 
CTCF sites. Finally, we applied the experimental condition-specific 
HMM to every trajectory to estimate the contact duration and rate 
of contact formation for all the experimental conditions. The HMM 
model training can be found as a jupyter notebook (https://github.
com/zhanyinx/SPT_analysis/blob/main/notebooks/HMM_experi-
mental_data.ipynb). We modified the hmmlearn library to allow fixing 
proximal state during HMM training. The modified hmmlearn library 
can be found at https://github.com/zhanyinx/hmmlearn.

Simulations
Polymer simulations were performed using LAMMPS57. We chose Lan-
gevin dynamics with the NVT thermostat. Arbitrary units were set 
such that thermal energy kBT = 1, where kB is the Boltzmann constant 
and T is room temperature, corresponding to 300 K. For every set of 
parameters, we performed ten independent runs. A run consists of an 
equilibration part of 107 simulation steps and a production part of 108 
simulation steps. For subsequent analysis and calculation of contact 
maps, we recorded the data every 104 simulation steps. In simulations 
for Fig. 2, the chain length was 1,125 beads. In simulations for Figs. 5 and 
6, the chain length was 1,000 beads. We used PyMOL software (v.2.3.3) 
to represent snapshots of polymer chain in Fig. 2a. Examples of initial 
conformations and simulation parameters can be find at https://github.
com/giorgettilab/Mach_et_al_chromosome_dynamics, in the polymer 
simulations section.

To simulate the loop extrusion process, we developed and embed-
ded in LAMMPS a package called ‘USER-LE’. The loop extrusion model 
contains extruders and barriers on the polymer. An extruder is rep-
resented as an additional sliding bond, which extrudes the loop in a 
two-sided manner. It can be loaded to the polymer between (i) and 
(i + 2) beads with a certain probability only when the bead (i + 1) is unoc-
cupied by another extruder and is not a barrier. Each extruder can be 
unloaded from polymer with a certain probability. Every bead can be 
occupied by only one extruder. Extruders cannot pass through each 
other. When extruders meet each other on the polymer, they stall until 
one of them is released. Every extruder attempts to make an extruding 
step every N simulation steps.

In addition to ‘neutral’ polymer beads, there are three types of bar-
riers blocking loops coming from the left, from the right and from any 
direction. These barriers mimic CTCF sites, for which one can define a 
probability for the loop extruder to go through (the same probability 
for all barriers). To launch loop extrusion, one should define three 
fixes with LAMMPS syntax: loading, unloading and loop extrusion. 
Loading: frequency in number of steps to try to load extruders, types 
of beads, max distance to create, type of the bond (extruder) to be 
created, probability to create, seed for pseudorandom generator of 
numbers, new type of the first beads and new type for the second bead. 
Unloading: frequency in number of steps to try to unload extruders, 
type of the bond (extruder), min distance to release bond, probability to 
release bond, seed for pseudorandom number generator. Loop extru-
sion: frequency in number of steps to try to move extruders, neutral 
polymer type, left barrier type, right barrier type, probability to go 
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through the barrier, type of the bond (extruder) and type of two-sided  
barrier (optional).

Statistics and reproducibility
No statistical method was used to predetermine sample size. No data 
were excluded from the analyses. No randomization was performed 
as the study did not require sample allocation into different groups. 
Live-cell imaging experiments were performed in 3–7 biological repli-
cates and all replicates showed consistent results. For Capture-C, Hi-C, 
4C-seq, piggyBac insertion site mapping and Nanopore sequencing 
with Cas9-guided adapter ligation, one biological replicate was per-
formed. For flow cytometry measurements two biological replicates 
were performed. Western blot analysis and genotyping PCR with subse-
quent agarose gel electrophoresis were performed with 1–2 biological 
and 2 technical replicates. Blinding was not possible for data collection 
in live-cell imaging experiments, as data acquisition required identifi-
cation of the sample for further processing. Data analysis for live-cell 
imaging, Capture-C, Hi-C, 4C-seq and piggyBac insertion site mapping 
were performed in a blinded manner. Blinding was not necessary for 
the other experiments since the results are quantitative and did not 
require subjective judgment or interpretation. Whenever Student’s 
t-test was used, we formally verified the normality of distributions but 
assumed variance equality.

Reporting summary
Further information on research design is available in the Nature Port-
folio Reporting Summary linked to this article.

Data availability
All Capture-C, Hi-C, 4C-seq and integration site mapping sequencing 
fastq files generated in this study have been uploaded to the Gene 
Expression Omnibus (GEO) under accession GSE197238. The following 
public database was used: BSgenome.Mmusculus.UCSC.mm9 (https://
bioconductor.org/packages/release/data/annotation/html/BSge-
nome.Mmusculus.UCSC.mm9.html). The trajectories from imaging 
data can be found at https://doi.org/10.5281/zenodo.6627715. Source 
data are provided with this paper.

Code availability
Custom codes generated in this study are available at: https://github.
com/zhanyinx/SPT_analysis/ (image analysis); https://github.com/
giorgettilab/Mach_et_al_chromosome_dynamics/ (4C-seq, Hi-C, nano-
pore, simulation analysis); https://github.com/polly-code/lammps_le 
(repository with loop extrusion module for the LAMMPS); and https://
github.com/zhanyinx/hmmlearn (the modified version of hmmlearn).
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Extended Data Fig. 1 | Chromosome structure is altered upon degradation 
of factors involved in loop extrusion. A. Western Blots showing degradation of 
RAD21, WAPL and CTCF upon 1.5 h, 24 h and 6 h, respectively. Loading control: 
α-tubulin, n = 1–2 replicates for each cell line. B. Left: Average enrichment in 
Hi-C read counts at CTCF sites based on Hi-C data in RAD21-AID-eGFP cells 
either untreated (left), treated for 1.5 h (middle) or 4 h (right) with auxin. Right: 
Differences in enrichment at CTCF peaks. Peaks were called on Hi-C data from 
untreated cells. C. Flow cytometry analysis of fixed cells stained with DAPI 
showing cell-cycle stage distributions of RAD21-AID-eGFP mESC cultured with 
serum, LIF and 2i, either before (green) or after 1.5 h (blue) and 6 h (red) auxin 
treatment. D. Integration site numbers in two clones of RAD21-AID-eGFP lines 
with and without 3xCTCF sites. E. Distribution of integration sites from lines 
shown in panel D that belong to A and B compartments called on distance-
normalized Hi-C map (same as panel B). F. Integration sites distances from the 

closest endogenous CTCF site. Boxplot: lower and upper quartiles (Q1 and Q3, 
respectively); whiskers: 1.5x interquartile region (IQR) below Q1 and above Q3. 
n = 15 and 19 insertions for -3xCTCF-TetO clones 1 and 2, respectively, n = 14 
and 19 insertions for +3xCTCF-TetO clones 1 and 2, respectively. G. Example of 
genotyping PCR upon removal of 3xCTCF sites in a RAD21-AID-eGFP +3xCTCF-
TetO clonal line. PCR1 amplifies the entire 3xCTCF cassette and product size 
changes from 470 bp to 147 bp if the cassettes are successfully removed. PCR2 
amplifies half of the 3xCTCF cassette and no product is expected if 3xCTCF 
cassettes were removed from all insertion sites; otherwise a PCR band of 303 bp is 
expected. H. Representative 4C-seq profiles from insertions on chromosomes 6 
and 9 using TetO as a viewpoint showing that 3xCTCF-TetOs lead to the formation 
of ectopic contacts (dashed red lines) with nearby endogenous CTCF sites in 
the presence of RAD21. Contacts are lost upon deletion of 3xCTCF cassette 
(−3xCTCF-TetO) and upon degradation of RAD21 (−RAD21).
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Extended Data Fig. 2 | See next page for caption.
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Extended Data Fig. 2 | Chromosome dynamics is modulated by degradation 
of factors involved in loop extrusion. A. Mean Square Displacement (MSD) of 
trajectories from TetO insertions within the same cell (MSD, mean ± s.e.m., n = 45 
tracks) before (cyan) and after applying cell motion (light blue, n = 45 tracks) 
and localisation error correction (dark blue, n = 45 tracks). B. Scaling exponents 
(α) and generalized diffusion coefficients (D) across all conditions and cell lines 
were fitted by pooling all three biological replicates. Shown are the numbers for 
the best fit ± error of the fit. C. MSD (mean ± s.e.m.) plots for a single clonal cell 
line (biological replicate) when looking at removal of 3xCTCF sites (top row) next 
to the array or degrading all CTCF (bottom row). D. MSD (mean ± s.e.m.) in the 
cell lines (n = 3 replicates per clonal cell line, three cell lines) where the 3xCTCF 
cassette was excised. Shown are the MSDs for cells either depleted of RAD21 for 
90 min (red, 266 cells, 9,020 trajectories analyzed) or not (blue, 271 cells, 11,082 

trajectories analyzed). Global depletion of RAD21 increases mobility. p-values 
in panel E. E. Distributions of α and D fitted based on single trajectory MSD and 
significance test for differences in generalized diffusion coefficients (D) and 
scaling exponents (α). The p-value is calculated using Student t-test (two-sided) 
(see Methods). F. Same as in C for a single clonal cell line (biological replicate) 
with integrations with 3xCTCF-TetO (top row) or without 3xCTCF-TetO (bottom 
row) when degrading RAD21. Global depletion of RAD21 increases mobility. G. 
Same as in D in the cell lines that contain integrations of 3xCTCF-TetO and the Tir1 
protein, but do not contain any AID-tag for targeted degradation. MSDs for cells 
either treated with auxin for 90 min (red, 97 cells, 2,155 trajectories analyzed) 
or not (blue, 111 cells, 3,711 trajectories analyzed). No significant changes were 
detected. p-values in panel E.
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Extended Data Fig. 3 | Simulations of chromosome dynamics and effects of 
loop extrusion. A. Visual comparison of experimental Hi-C contact map with 
contact maps of simulations at extrusion speed 1 kb/s, extruder loading rate 
0.06 (Mb x min)−1 and residence time 5.5 min. B. Contact maps for the polymer 
simulations at extrusion speed 0.1 kb/s and barriers from the range 7–16 Mb of 

chromosome 15. Acronyms used in this figure are indicated in the black box on 
the right. C. Pairwise comparison for conditions indicated in the title of each 
pair of heatmaps. Pair of heatmaps contains ratios of generalized diffusion 
coefficients (D) and scaling exponent (α), and represents fold change between 
the conditions.
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Extended Data Fig. 4 | MSDs of systems for two extruder speeds. A. MSDs for all 16 conditions for each set of loop extrusion parameters and extrusion speed of 
1 kb/s. B. Same as A but for the extrusion speed of 0.1 kb/s.
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Extended Data Fig. 5 | Characterization of TetO and LacO array integrations. 
A. Left panel: radial MSD of distances between multiple pairs of monomers 
separated by distances equivalent to 40 kb - 1 Mb for a polymer with loop 
extrusion but no barriers. Dashed scaling exponents α = 0.2 and α = 0.6 serve as 
an eye guide. Right panel: Slopes of radial MSD curves for two loci separated by 
varying linear distances, estimated from linear fitting between 5 and 60 seconds. 
Inset: detail of radial MSD and fit for monomers separated by 152 kb. B. Left 
panel: radial MSD of multiple pairs of monomers separated by various distances 
(40 kb-1 Mb). Simulations were performed for the polymer without extruders 
and barriers. Values were averaged with a sliding window without considering the 
first and last 200 monomers (1.6 Mb). Dashed scaling exponent α = 0.6 serves as 
an eye guide. Right panel: Distance dependency of the scaling exponent (α) on 
the genomic distance between loci. C. Integrated Genomic Viewer (IGV) snapshot 
showing an example of a Nanopore sequencing read mapped to a modified 

mouse genome including the respective insertions. Reads that spanned from a 
guide RNA (gRNA) binding site upstream of the left homology arm (left HA) to 
a gRNA binding site downstream the right homology arm (right HA) confirmed 
single insertion of the transgene. D. Western Blots showing the targeted 
degradation of RAD21 after 2 h of treatment with 500 nM dTAG-13. Loading 
control: anti-tubulin, n = 2 replicates. E. Differential map at 6.4 kb resolution 
for the structural differences between a E14 wild-type (WT) and the E14 cell 
line containing LacO and TetO insertions (see Methods). Dashed lines indicate 
the insertion sites. No structural changes are detected upon integration of the 
operator arrays. F. Capture-C maps at 6.4 kb resolution in the region on chr15 
(10.8 Mb-12.5 Mb) in the untreated cells (left) and in cells treated with 500 nM 
dTag-13 (left) showing that RAD21 degradation leads to loss of chromosome 
structure. G. Flow cytometry analysis of fixed cells stained with DAPI to show cell 
cycle stage distribution of E14 RAD21-HaloTag-FKBP cells.
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Extended Data Fig. 6 | Correction of chromatic aberrations and 
characterization of mESC lines with promoters flanking TetO and LacO 
arrays. A. Bar plot showing the number of detected spots per cell per channel 
for 1,400 manually annotated images subsampled from the images series. 
In 3% of the images 2 spots per cell are detected indicating the presence of 
sister-chromatids. B. Distribution of pairwise distances in each dimension for co-
localized signals measured on beads (n = 2,226 timepoints) or on the control TetO 
cell line (n = 69,453 timepoints), as well as for chromatic-aberration corrected 
and uncorrected images from TetO-LacO cell lines (in the presence of cohesin 
and 3xCTCF sites, n = 848,955 timepoints). Boxplot: boxes denote lower and 
upper quartiles (Q1 and Q3, respectively); whiskers denote 1.5x the interquartile 
region (IQR) below Q1 and above Q3. C. Schematic representation of the ‘Control 
TetO’ cell line that contains multiple TetO array integrations as well as stable 
integrations of TetR-eGFP and TetR-tdTomato. This allows labeling of each TetO 
array with two separate fluorophores. D. Representative images of the ‘Control 

TetO’ cell line. The time series shows a zoomed version of the region indicated 
by the white square. E. Radial distance distribution of the ‘Control TetO’ cell line 
as defined in panel C and D showing that the resolution on the 3D distance is 
~130 nm. F. Schematic representation of cell line containing 3-phosphoglycerate 
kinase (PGK) promoters driving the expression of resistance gene directly 
adjacent to the operator arrays. The expression cassettes can be excised using 
Dre recombination or piggyBac transposition to yield the cell line with operator 
arrays only (PGK = PGK promoter, NeoR = Neomycin resistance gene, PuroR = 
Puromycin resistance gene, pA = polyadenylation signal, ITR = inverted terminal 
repeats for piggyBac recognition, Rox = Rox sites for Dre recombination). G. 
Differential map at 6.4 kb resolution for the structural differences between the 
E14 cell line containing LacO and TetO insertions with the adjacent promoters vs. 
the E14 cell line containing the operator arrays only (see Methods). Dashed lines 
indicate the insertion sites.
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Extended Data Fig. 7 | Polymer simulations of two genomic locations within 
the same TAD. A. Radial MSD of TetO random integrations (mean ± s.e.m., 
purple, see Fig. 1E, n = 271 cells examined over 3 pooled biological replicates) and 
of targeted LacO and TetO insertions on Chr15 (mean ± s.e.m., dark blue, n = 214 
cells examined over 4 replicates) are compared to model predictions for pairs 
of loci containing extrusion barriers at a distance of 1 Mb (light blue) and 152 kb 
(red). Note that random TetO insertions often occur on different chromosomes 
and thus have larger absolute radial MSD than 1 Mb simulations (but similar 
scaling). B. Radial MSD for cell lines containing multiple random integrations of 
TetO as shown in Extended Data Fig. 2D (mean ± s.e.m., red, 266 cells examined 
over 3 pooled replicates) or the targeted integrations of LacO and TetO on chr15 
(mean ±  s.e.m., orange, n = 277 cells examined over 6 replicates) in the absence of 

RAD21 compared to the predicted radial MSD of two loci at a distance of 150 kb in 
the absence of extruders (gray) as predicted from polymer simulations. C. Radial 
MSD of TetO-LacO distances in mESC lines with or without convergent 3xCTCF 
sites (or promoters, respectively), either before or after treatment with 500 nM 
dTag-13 for 2 hours to induce degradation of RAD21 (dt = 30 s). radial MSDs 
are plotted as mean ± s.e.m. over conditions: +CTCF sites/+RAD21: n = 152 cells 
examined over 4 replicates, −CTCF sites/+RAD21: n = 214 cells examined over 4 
replicates, +CTCF sites/−RAD21: n = 248 cells examined over 7 replicates, −CTCF 
sites/−RAD21: n = 277 cells examined over 6 replicates, +Promoters/+RAD21: 
n = 155 cells examined over 3 replicates, +Promoters/−RAD21: n = 170 cells 
examined over 3 replicates.
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Extended Data Fig. 8 | Live-cell imaging of two genomic locations within 
the same TAD. A. Radial distance distribution for the condition -3xCTCF 
sites/+RAD21 (magenta) overlaid with the distal state called by HMM on the 
+3xCTCF sites/+RAD21 (gray) showing that the distal state identified by HMM 
largely overlaps with the distance distribution of the two loci in the absence 
of the CTCF sites. B. Boxplot for the radial distances for the proximal and 
distal state called by HMM on all six conditions. The horizontal line indicates 
the median. Box plots are as in Extended Data Fig. 1F. Boxplot: boxes denote 
lower and upper quartiles (Q1 and Q3, respectively); whiskers denote 1.5x the 
interquartile region (IQR) below Q1 and above Q3. C. Distribution of TetO-LacO 
radial distances in the four experimental conditions. −CTCF sites/+RAD21: n = 214 
cells examined over 4 replicates, −CTCF sites/−RAD21: n = 277 cells examined 
over 6 replicates, +Promoters/+RAD21: n = 155 cells examined over 3 replicates, 
+Promoters/−RAD21: n = 170 cells examined over 3 replicates). D. Fraction of time 

spent in the proximal state called by HMM in the four experimental conditions 
comparing +Promoters vs. -Promoters +/−RAD21 (no. of cells is as indicated in 
panel C). Shown average across experimental conditions and error bars represent 
bootstrapped (n = 10,000) standard deviations. E. Average duration of proximal 
states (mean ± 95% confidence interval, n = 680 cells (-promoter +RAD21); 
n = 466 cells (+promoter +RAD21); n = 268 cells (−promoter −RAD21); n = 253 
cells (+promoter −RAD21)) for the conditions +Promoters vs. −Promoters, +/−
RAD21. p-values (two-sided Kolmogorov-Smirnov): * – p < 0.05, ** – p < 0.01, *** 
– p < 0.001, **** – p < 0.0001. p-values can be found in Suppl. Table S2. F. Average 
rates of contact formation – time elapsed between the end of a proximal state and 
the beginning of the next (mean ± 95% confidence interval, n = 726 (-promoter 
+RAD21); n = 495 (+promoter +RAD21); n = 323 (−promoter −RAD21); n = 296 
(+promoter −RAD21))) for the conditions +Promoters vs. −Promoters, +/−RAD21. 
p-values legend is as in panel E.
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Extended Data Fig. 9 | HMM analysis of simulations compared to 
experimental data. A. Bimodal distribution of pairwise distances from 
simulations corresponding to the set of parameters with a loading rate of 0.06 
(min × Mb)−1, extruder residence time of 5.5 min, extruder speed of 1 kb/s, and 
in the absence of barriers. Data were sampled every 1 s and merged from 10 
simulation runs. B. Representative radial distance trajectory of a simulated 
system with and without an additional error on the distance that is in the range 
of the experimental error. C. Radial distance distribution for the proximal state 
of the +3xCTCF sites/+RAD21 condition overlaid with the distributions of the 

proximal states from the three best matching parameters sets when comparing 
only the average radial distances. D. Heatmap showing the agreement of all 
simulated systems (for extrusion speed 0.1 kb/s) with the experimental data. The 
score is as described in Fig. 6A (see Methods). E. MSDs for three conditions for 
extruder residence time of 5.5 min, loading rate of 0.6 (Mb × min)−1 and extrusion 
speed of 10 kb/s. Pairwise comparison for conditions indicated in the title of each 
pair of heatmaps. F. Heatmap showing the fold change of generalized diffusion 
coefficients (D) and scaling exponent (α), and represents fold change between 
the conditions.
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Extended Data Fig. 10 | Polymer simulations of landscapes with two barriers 
at different distances. A. Scheme of simulated polymers with varying distances 
between (optional) convergent loop extrusion barriers, corresponding to 
100, 150, 250, 500, and 1000 kb. B. Duration (left) and rate of formation (right) 
of the HMM proximal state detected on simulated pairwise distances (after 
addition of experimental error) between monomers in the presence or absence 
of extrusion barriers, as a function of the intervening linear genomic distance. 
Lines are means, shaded areas are s.e.m. Note that the average duration of the 

HMM proximal state slightly decreases although the average duration of the 
underlying cohesin-mediated CTCF-CTCF interaction doesn’t (see panel C). This 
is due to non-CTCF mediated interactions, which also contribute to the proximal 
state, and decrease with increasing genomic distance. C. Average duration (left) 
and rate of formation (right) of the looped state (that is cohesin-mediated CTCF-
CTCF interaction) extracted from polymer simulations. Lines are means, shaded 
areas are s.e.m.
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Nonlinear control of transcription through 
enhancer–promoter interactions

  
Jessica Zuin1,5, Gregory Roth1,5, Yinxiu Zhan1, Julie Cramard1, Josef Redolfi1, Ewa Piskadlo1, 
Pia Mach1,2, Mariya Kryzhanovska1, Gergely Tihanyi1,2, Hubertus Kohler1, Mathias Eder3, 
Christ Leemans3, Bas van Steensel3, Peter Meister4, Sebastien Smallwood1 & 
Luca Giorgetti1 ✉

Chromosome structure in mammals is thought to regulate transcription by 
modulating three-dimensional interactions between enhancers and promoters, 
notably through CTCF-mediated loops and topologically associating domains 
(TADs)1–4. However, how chromosome interactions are actually translated into 
transcriptional outputs remains unclear. Here, to address this question, we use an 
assay to position an enhancer at large numbers of densely spaced chromosomal 
locations relative to a fixed promoter, and measure promoter output and interactions 
within a genomic region with minimal regulatory and structural complexity.  
A quantitative analysis of hundreds of cell lines reveals that the transcriptional effect 
of an enhancer depends on its contact probabilities with the promoter through a 
nonlinear relationship. Mathematical modelling suggests that nonlinearity might 
arise from transient enhancer–promoter interactions being translated into slower 
promoter bursting dynamics in individual cells, therefore uncoupling the temporal 
dynamics of interactions from those of transcription. This uncovers a potential 
mechanism of how distal enhancers act from large genomic distances, and of how 
topologically associating domain boundaries block distal enhancers. Finally, we show 
that enhancer strength also determines absolute transcription levels as well as the 
sensitivity of a promoter to CTCF-mediated transcriptional insulation. Our 
measurements establish general principles for the context-dependent role of 
chromosome structure in long-range transcriptional regulation.

Transcriptional control in mammals critically depends on enhancers, 
which control tissue specificity and developmental timing of many 
genes5. Enhancers are often located hundreds of kilobases away from 
target promoters and are thought to control gene expression by 
interacting with the promoters in the three-dimensional space of the 
nucleus. Chromosome conformation capture (3C) methods6 revealed 
that enhancer–promoter interactions predominantly occur within 
sub-megabase domains known as topologically associating domains 
(TADs). These mainly arise from nested looping interactions between 
sites that are bound by the DNA-binding protein CTCF that act as bar-
riers for the loop extrusion activity of cohesin7.

TAD boundaries and CTCF loops are thought to favour enhancer–pro-
moter communication within specific genomic regions and disfavour 
it with respect to surrounding sequences1,3,4,8. However, this view has 
recently been challenged by reports that disruption of TAD bounda-
ries9,10 or depletion of CTCF and cohesin11,12 do not lead to systematic 
changes in gene expression, and that some regulatory sequences can 
act across TAD boundaries13. The manipulation of single CTCF sites 
has also been reported to result in variable effects on gene expres-
sion2,4,10,14–18. The very notion that physical proximity is required for 
transcriptional regulation has been questioned by the observed lack 

of correlation between transcription and proximity in single cells19,20. 
Thus, it is highly debated whether there are indeed general principles 
that determine how physical interactions enable or prevent enhancer 
action21. Enhancer–promoter genomic distance might also contribute 
to transcriptional regulation22,23, but it is unclear whether an enhancer 
acts uniformly within a TAD24,25, or whether its effect depends on the 
genomic distance from a promoter23,26.

Enhancer action depends on genomic distance
Addressing these questions requires a quantitative understanding of the 
relationship between transcription and enhancer–promoter interactions 
in conditions in which confounding effects by additional regulatory and 
structural interactions are minimized. Here we provide such a description 
using an experimental assay in which an enhancer is mobilized from an 
initial location and reinserted at large numbers of genomic positions with 
respect to a promoter. This enables the measurement of transcription 
levels as a function of the enhancer location and, therefore, of enhancer–
promoter contact frequencies (Fig. 1a). Specifically, we generated mouse 
embryonic stem (mES) cells carrying a transgene in which a promoter 
drives the expression of enhanced green fluorescent protein (eGFP).  
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The eGFP transcript is split in two by a piggyBac transposon containing 
the cognate enhancer of the promoter (Fig. 1b). After expression of the 
PBase transposase, the transposon is excised and reintegrated randomly 
into the genome, but preferentially in the vicinity of the initial site27.  
Excision leads to reconstitution of functional eGFP of which the expression 
is used to isolate clonal cell lines by sorting single eGFP+ cells (Fig. 1c, d).  
This enables the rapid generation of hundreds of cell lines, each with the 
enhancer in a distinct genomic position. Enhancer position and eGFP 
expression are then determined in every cell line (Fig. 1d).

To minimize confounding effects, we integrated the transgene within 
a 560 kb TAD on chromosome 15 carrying minimal regulatory and 
structural complexity. This TAD does not contain expressed genes or 
active enhancers, is mostly composed of ‘neutral’ chromatin28 except 
for a repressive ~80 kb region at its 3′ side (Extended Data Fig. 1a), and 

displays minimal structure mediated by two internal forward CTCF sites 
(Extended Data Fig. 1a, b). To further decrease the structural complexity, 
we deleted the two internal CTCF sites. This led to the loss of the associ-
ated loops (Extended Data Fig. 1c) and resulted in a simple homogeneous 
internal structure, as revealed by capture-C with tiled oligonucleotides 
spanning 2.9 Mb around the transgene (Fig. 1e and Extended Data Fig. 1c).

We first heterozygously inserted a single copy (Extended Data Fig. 1e) 
of a version of the transgene carrying the mouse Sox2 promoter and 
the essential 4.8 kb region of its distal enhancer known as Sox2 control 
region (SCR)29,30 (Extended Data Fig. 1d and Methods), from which we 
deleted its single CTCF site, which is not essential for transcriptional 
regulation at the endogenous locus17. Transgene insertion did not lead 
to substantial structural rearrangements within the TAD besides new 
moderate interactions with the CTCF sites at the 3′ and 5′ end of the 
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Fig. 1 | Enhancer action depends on the genomic distance from the 
promoter and is constrained by TAD boundaries. a, Mobilization of an 
enhancer around its target promoter to measure transcription as a function of 
their genomic distance. b, Schematic of the transgene: a promoter drives 
transcription of an eGFP gene split by a piggyBac-enhancer cassette. ITR, 
inverted terminal repeats. c, After expression of PBase, the piggyBac-enhancer 
cassette is excised and randomly reinserted, occasionally leading to eGFP 
expression. d, Sorting of single eGFP+ cells results in cell lines in which the 
enhancer drives transcription from a single position. Splinkerette PCR and flow 
cytometry analysis are used to determine the enhancer position and promoter 
expression levels. e, Capture-C (6.4 kb resolution) analysis and genomic 
datasets in mES cells across 2.6 Mb centred around the selected TAD with both 
of the internal CTCF motifs deleted (dashed squares; ΔΔCTCF, double CTCF site 
deletion ). The dashed line indicates the position of the future insertion of the 
transgene carrying the Sox2 promoter and SCR. A, active; N, neutral; R, 

repressive; Chr, chromosome. f, Representative flow cytometry profiles from 
founder mES cells, a promoter-only control cell line and eGFP+ cell lines with 
mobilized SCR. The light blue line indicates the mean eGFP levels in the 
promoter-only line. The numbers show the median eGFP intensities. AU, 
arbitrary units. g, eGFP levels in individual eGFP+ cell lines over cell passages. 
The numbers show the median eGFP values. h, Normalized mean eGFP 
intensities in individual eGFP+ cell lines as a function of SCR genomic position. 
The red dots are data from 135 individual cell lines; data are mean ± s.d. n = 3 
measurements on different days. The black dots show the average values within 
equally spaced 20 kb bins. The dashed red line shows the spline interpolation of 
average values. Mean mRNA numbers were inferred using smRNA-FISH 
calibration (Extended Data Fig. 1h). The light blue area shows the interval 
between the mean ± s.d. of eGFP levels in three promoter-only cell lines. i, Data 
as in h, colour-coded according to SCR genomic orientation.
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TAD (Extended Data Fig. 1f). Mobilization of the piggyBac-SCR cassette 
led to random genomic reinsertions with a preference for chromosome 
15 itself (Extended Data Fig. 1g). Individual experiments resulted in 
several tens of cell lines of which the eGFP levels were unimodally dis-
tributed (Fig. 1f), generally higher than those detected in control lines in 
which transcription was driven by the Sox2 promoter alone (Fig. 1f), and 
remained stable over cell passages (Fig. 1g). Mean eGFP levels in single 
cell lines were linearly correlated with average numbers of eGFP mRNAs 
measured using single-molecule RNA fluorescence in situ hybridiza-
tion (smRNA-FISH) (Extended Data Fig. 1h). We therefore used flow 
cytometry as a readout of transcriptional activity.

Mapping of piggyBac-SCR positions in more than 300 cell lines 
revealed that, although in around 15% of them the transposon had not 
been successfully mobilized, in 99% of those in which it had (262 out of 
264), the enhancer reinserted within the initial TAD (Fig. 1h and Extended 
Data Fig. 1i). In the two cell lines in which the enhancer transposed out-
side the TAD, eGFP levels were comparable to basal transcription driven 
by promoter-only control cell lines (Extended Data Fig. 1j). Notably, 
within the TAD, expression levels decreased with increasing enhancer–
promoter genomic distance (Fig. 1h). Genomic distance accounted for a 

tenfold dynamic range in gene expression, from around 5 to 60 mRNAs 
per cell on average on the basis of smRNA-FISH calibration (Extended 
Data Fig. 1h). Insertions downstream of the non-transcribed Npr3 gene 
generated lower transcription levels (Fig. 1h), possibly because this is a 
predominantly repressive region. Mild positive and negative deviations 
from the average decay in transcription levels indeed correlated with 
local enrichment in active and repressive chromatin states, respec-
tively (Extended Data Fig. 1k). Consistent with the classical notion 
derived from reporter assays that enhancer activity is independent of 
genomic orientation31, enhancers inserted in forward or reverse orienta-
tions generated equivalent transcription levels (Fig. 1i). Interestingly, 
cell-to-cell heterogeneity in eGFP levels (assessed using coefficients of 
variation (CVs)) showed an opposite trend to mean expression levels 
and increased with increasing enhancer–promoter genomic distance 
(Extended Data Fig. 1l; examples of eGFP intensity distributions are 
provided in Extended Data Fig. 1m). Importantly, these results did not 
depend on the specific fluorescence gate used to define eGFP+ cells 
(Extended Data Fig. 1n, o). Together, these data show that the range of 
activity of the enhancer extends to the entire TAD and is delimited by 
its boundaries. However, transcription levels and their cell-to-cell vari-
ability quantitatively depend on enhancer–promoter genomic distance.

Enhancer contacts modulate burst frequency
We next examined the relationship between transcription levels and 
contact probabilities. Although reads from the wild-type allele might 
underemphasize changes introduced by the heterozygous insertion of 
the transgene, contact patterns detected in capture-C did not change 
substantially in individual cell lines in which the SCR was mobilized 
compared to the founder line before piggyBac mobilization (Extended 
Data Fig. 2a). Thus, the ectopic enhancer and promoter do not create 
prominent specific interactions, which enabled us to use capture-C data 
from the founder line (Methods)32 to infer contact probabilities between 
promoter and enhancer locations (Fig. 2a). Contact probabilities steeply 
decayed with increasing genomic distance from the promoter, fell con-
siderably while approaching TAD boundaries (from 1 to around 0.05) and 
further dropped by a factor of around 3 across boundaries (Fig. 2a). This is 
consistent with previous estimations33 confirmed using cross-linking and 
ligation-free methods34 and is representative of the contact probabilities 
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Fig. 2 | The promoter on rate is a sigmoidal function of enhancer–promoter 
contact probabilities. a, Capture-C (6.4 kb resolution) analysis of the founder 
cell line used for the experiments in Fig. 1 after converting read counts into 
contact probabilities (top) (Methods). Bottom, cross-section showing contact 
probabilities from the ectopic Sox2 transgene. Insets: magnification of contact 
probability across the TAD boundaries. b, Mean eGFP mRNA numbers per cell 
plotted against contact probabilities between the ectopic Sox2 promoter and 
SCR insertions. The red dots show individual cell lines. The black dots show the 
average values within equally spaced 20 kb bins ± s.d. The number of cell lines 
per bin varies from 1 to 28. c, Representative smRNA-FISH images from cell 
lines in which eGFP transcription is driven by the Sox2 promoter alone (left) or 
by the SCR located at different distances and contact probabilities (right). 
Scale bar, 10 µm. d, Distributions of mRNA numbers per cell measured in the 
cell lines shown in c. The error bars show the minimum and maximum 
frequency. n = 3 technical replicates. The line shows the best fit of the 
phenomenological two-state model to the experimental data shown in b and d. 
e, Best fit to experimental data of b and d. Best-fit parameters are shown in 
Extended Data Fig. 3b. f, Description of the phenomenological two-state model 
with a variable on rate. The Hill function describes the dependency of kon on 
contact probability (pc). kon

0  and kon
1  are the minimum and maximum on rates, 

respectively; c and h are the Hill function critical threshold and the sensitivity 
parameter, respectively. ∅ symbolizes degraded RNA. g, The best-fitting Hill 
function for kon (in units of mRNA lifetime δ), corresponding to a sigmoidal 
curve. h, Close-up of e, highlighting the predicted insulation outside the TAD 
boundaries (red and green shaded areas). Data are presented as in b.



574 | Nature | Vol 604 | 21 April 2022

Article

experienced by promoters in mES cells (Extended Data Fig. 2b, c). How-
ever, such a trend is at odds with our observation that transcription levels 
rather mildly decreased inside the TAD and dropped to promoter-only 
levels outside its boundaries (Fig. 1h and Extended Data Fig. 2d). Interest-
ingly, plotting the mean eGFP mRNA numbers as a function of contact 
probabilities revealed a highly nonlinear relationship (Fig. 2b).

We sought to understand whether such a nonlinear relationship could 
be related to how enhancer–promoter interactions translate into tran-
scription in individual cells. Transcription occurs in intermittent bursts35 
that give rise to variable mRNA numbers in single cells. smRNA-FISH 
analysis revealed substantial cell-to-cell variability in eGFP mRNA num-
bers in a panel of cell lines in which promoter–SCR contact probabilities 
ranged from zero (promoter-only control cell line) to one (Fig. 2c). Similar 
to eGFP protein distributions (Extended Data Fig. 2e), CVs of mRNA 
distributions increased with decreasing contact probabilities (Extended 
Data Fig. 2f). Bursty promoter behaviour can generally be described in 
terms of a two-state model of gene expression36 in which the promoter 
stochastically switches with rates kon and koff between an OFF and an ON 
state in which transcription can initiate with rate µ. Consistent with this 
notion, mRNA number distributions (Fig. 2d) and mean transcription 
levels (Fig. 2e) in individual cell lines could be well approximated by a 
phenomenological two-state model in which the ‘on’ rate kon (and there-
fore the burst frequency) nonlinearly depends on enhancer–promoter 
contact probability through a Hill function (Fig. 2f and Supplementary 
Information, model description). Interestingly, the best agreement with 
experimental data occurred with a Hill coefficient (h) of 2.8 (95% confi-
dence interval = 2.4–3.2; Extended Data Fig. 3a, b). This corresponds to 
a sigmoidal transcriptional response in which the enhancer would be no 

longer able to activate the promoter outside the approximately threefold 
drop in contact probabilities generated by TAD boundaries (Fig. 2g, h). 
Importantly the sigmoidal behaviour of kon was not an artefact due to 
systematic errors in estimation of contact probabilities (Extended Data 
Fig. 3c), confounding effects of CTCF sites and repressive chromatin in 
the 3′ part of the TAD, or inclusion of promoter-only cell lines in the fit 
(Extended Data Fig. 3d). Alternative two-state models in which ‘off’ or 
initiation rates depend on contact probability rather than the on rate 
failed to reproduce the observed decrease in CV with contact probabili-
ties (Supplementary Information, model description).

Mechanistic model of enhancer regulation
We next examined which mechanism could in principle generate such 
a phenomenological two-state model with sigmoidal modulation of kon. 
Enhancer–promoter contacts are stochastic32,37,38 and probably dynamic39 
in single cells. Molecular processes that are thought to transmit regula-
tory information from enhancers to promoters (such as recruitment of 
transcription factors and coactivators, assembly of the Mediator com-
plex40), as well as those that are associated with promoter operation 
itself (such as pre-initiation complex assembly, RNA polymerase II paus-
ing and release41,42) are also stochastic and dynamic43. We reasoned that 
the interplay between the timescales of these processes might generate 
nonlinear effects, as was recently hypothesized to explain promoter 
bursting44. To investigate this concept in a quantitative manner, we devel-
oped a mechanistic model describing the simple hypothesis that, in 
single cells, the on rate of the promoter is transiently increased after 
stochastic interactions with an enhancer. We assumed that 
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enhancer–promoter interactions occur and disassemble with rates kclose 
and kfar, corresponding to a steady-state contact probability of kclose /
(kclose + kfar) (Fig. 3a). When the enhancer is close to the promoter, it trig-
gers one or more (n) reversible regulatory steps that transmit informa-
tion to the promoter with forward and reverse rates kforward and kback 
(Fig. 3b). These steps are an abstract representation of any stochastic 
regulatory processes occurring at the enhancer–promoter interface. 
When the enhancer is far, no information is transmitted to the promoter 
and regulatory steps can only revert at rate kback (Fig. 3b). The promoter 
operates in a basal two-state regime with a small on rate (kon

basal) (Fig. 3c) 
unless all regulatory steps have been completed. In this case, the pro-
moter transiently enters an ‘enhanced’ two-state regime with a higher 
on rate (kon

enh), thus transiently increasing its transcriptional activity 
(Fig. 3c and Supplementary Information, model description). A transient 
increase in promoter activity therefore requires enhancer interactions 
that are either long enough (Extended Data Fig. 4a) or frequent enough 
(Extended Data Fig. 4b) to allow the completion of the n regulatory steps.

This mechanistic model does not generally reproduce the phenomeno-
logical two-state behaviour observed in Fig. 2e, f for the ectopic Sox2 
promoter. However, when the timescales of enhancer–promoter interac-
tions are faster than those of intermediate regulatory steps, and both are 
faster than the promoter’s intrinsic bursting dynamics 
(kclose,far ≫ kforward,back ≫kon

basal,enh, koff, µ) (Fig. 3d, e), the mechanistic model 
reduces to an apparent two-state model (Fig. 3f and Supplementary Infor-
mation, model description). If forward transitions through n > 1 regula-
tory steps are favoured over backward reactions (kforward > kback), then the 
on rate of the apparent two-state model (kon

app) depends sigmoidally on 
contact probabilities (Fig. 3g). This shows that, in principle, the promot-
er’s phenomenological two-state behaviour with sigmoidal modulation 
of kon observed in Fig. 2e, f could arise from stochastic enhancer–promoter 

interactions being transmitted into slower promoter ON/OFF dynamics 
through small numbers of intermediate regulatory processes. The result-
ing sigmoidal transcriptional response would enable an enhancer to act 
efficiently even when contact probabilities rapidly decay away from the 
promoter (Extended Data Fig. 2d), and contribute to block enhancer 
action when small drops in contact probabilities occur across TAD bound-
aries (Fig. 2h). The mechanistic model also predicts that enhancer–pro-
moter contacts should not correlate with transcription bursts (Fig. 3e), 
as recently suggested by simultaneous imaging of Sox2 transcription and 
genomic locations flanking the endogenous Sox2 and SCR20.

Finally, we verified that, when reduced to a two-state model, the mech-
anistic model could simultaneously fit the experimental transcriptional 
response to contact probabilities and smRNA-FISH distributions (Fig. 3h, 
i). Best agreement occurred with five intermediate regulatory steps (95% 
confidence interval = 3–7; Extended Data Fig. 4c, d and Supplementary 
Information, model description) and, consistent with previous obser-
vations20, promoter ON/OFF transitions that occur in the timescale of 
several minutes (considering that the time unit in the model is mRNA 
lifetime, expected to be around 1.5 h)45 (Extended Data Fig. 4c, d). Regula-
tory processes at the interface between enhancers and promoters have 
been estimated to occur in the order of tens of seconds41,43,46, consistent 
with the condition that intermediate regulatory steps should be faster 
than bursting kinetics (Fig. 3f). The requirement that enhancer–pro-
moter interactions should be even faster (Fig. 3f) therefore predicts 
that they should occur on a timescale of seconds or less.

Enhancer strength controls insulation levels
We next set out to examine whether CTCF binding affects the observed 
nonlinear relationship between transcription and contact probabilities. 
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To this aim, we repeated the enhancer mobilization assay in mES cells 
in which only one of the two internal CTCF sites was homozygously 
deleted. The remaining forward CTCF site is located 36 kb downstream 
of the transgene and loops onto the reverse CTCF sites at the 3′ end of 
the domain (Fig. 4a). SCR mobilization in this context resulted in 172 cell 
lines of which the transcription levels were indistinguishable from those 
generated in the ‘empty’ TAD, except across the CTCF site that severely, but 
not completely, insulated the ectopic Sox2 promoter from the enhancer 
(Fig. 4b). Transcription levels across the CTCF site were about 60% lower 
than those generated in the absence of the CTCF site (Fig. 4c). Strikingly, 
this occurred in the absence of notable changes in the promoter’s interac-
tion probabilities with the region downstream of the CTCF site, at least in 
the current experimental set-up (capture-C data with 6.4 kb resolution) 
(Fig. 4c). This suggests that a single CTCF site might exert transcriptional 
insulation through additional mechanisms beyond simply driving physical 
insulation, possibly depending on site identity47 and flanking sequences16.

The SCR is a strong enhancer that accounts for most of the transcrip-
tional activity of endogenous Sox229,30. We reasoned that a weaker 
enhancer should lead to a different transcriptional response to contact 
probabilities with the promoter. There are two ways in which the param-
eters in the model shown in Fig. 3f might change when reducing 
enhancer strength. The ratio between transition rates through regula-
tory steps kforward and kback (β in Fig. 3h) might decrease, resulting in a 
slower transmission of regulatory information (Fig. 5a). This would 
generate a transcriptional response with maximal transcriptional lev-
els that are similar to those generated by the SCR but different sensitiv-
ity to changes in contact probabilities (Fig. 5a). Alternatively (although 
not exclusively), the on rate in the enhanced promoter regime kon

enh 
could decrease (Fig. 5b). This would conserve the shape of the tran-
scriptional response but decrease the maximal transcription 
level (Fig. 5b). To test these predictions, we performed the enhancer 
mobilization assay using a truncated version of the SCR (Extended 
Data Fig. 5a). This contained only one of the two ~1.5 kb subregions that 
share similar transcription-factor-binding sites29 and independently 
operate as weaker enhancers of the Sox2 promoter in transient reporter 
assays29 (Extended Data Fig. 5b). Mobilization of the truncated SCR in 
mES cells with a forward CTCF site downstream of the promoter (com-
pare with Fig. 4a) led to 74 eGFP+ cell lines displaying approximately 
twofold lower transcription levels compared with those generated by 
the full-length SCR at comparable genomic distances (Fig. 5c). In con-
trast to the full-length SCR, the truncated enhancer was completely 
insulated from the promoter by the CTCF site (Fig. 5c). Thus, the level 
of functional insulation generated by the same CTCF site depends on 
the strength of the enhancer. In the region upstream of the CTCF sites, 
the transcriptional response generated by the truncated SCR (Fig. 5d) 
was in quantitative agreement with model predictions under the 
hypothesis that enhancer strength decreases the on rate rather than 
changing the intermediate regulatory steps (Fig. 5b), and could be 
predicted using the full-length SCR best-fit parameters with a two-fold 
decreased kon

enh. This further strengthens our interpretation that 
enhancer strength modulates the ability of the promoter to turn on, 
possibly by regulating chromatin state, transcription factor binding 
or RNA polymerase II dynamics at the promoter35,44 .

In the nonlinear transcriptional response that we identified, high 
sensitivity in the low contact probability regime (that is, at long genomic 
distances) might contribute to secure insulation by TAD boundaries of 
even strong enhancers such as the SCR. Interestingly, in mES cells, the 
contact probabilities of most (~75%) active promoters with the nearest 
TAD boundary are comparable to those experienced by the ectopic Sox2 
promoter in our experiments (lower than 0.2) (Extended Data Fig. 5c). 
These promoters should therefore experience the same insulation 
mechanisms. The remaining promoters are closer (or adjacent) to a 
TAD boundary and therefore experience larger contact probabilities 
with the boundary, at which the transcriptional response is less sensi-
tive (Extended Data Fig. 5d). However, interestingly, drops in contact 

probabilities across a boundary increase with decreasing genomic 
distance from the boundary itself (Extended Data Fig. 5d). This might 
contribute to the functional insulation of this class of promoters. 
Boundaries associated with clusters of CTCF sites might also benefit 
from the fact that insulation from CTCF sites can exceed the changes 
in contact probabilities that they generate (Fig. 4).

Discussion
Our study provides unbiased and systematic measurements of pro-
moter output as a function of large numbers of enhancer positions 
with minimal confounding effects. The analysis of hundreds of cell lines 
enables us to move beyond locus-specific observations, and establishes 
a quantitative framework for understanding the role of chromosome 
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structure in long-range transcriptional regulation. Our data reveal that, 
within a TAD, absolute transcription levels generated by an enhancer 
depend on its genomic distance from the promoter and are determined 
by a nonlinear relationship with their contact probabilities. Minimal 
regulatory and structural complexities introduce deviations from this 
behaviour and might therefore confound its detection outside a highly 
controlled genomic environment, notably when studying regulatory 
sequences in their endogenous context23. Mathematical modelling 
suggests that the observed nonlinear transcriptional response involves 
a modulation of the promoter’s burst frequency, which could arise from 
transient enhancer–promoter interactions being translated into slower 
promoter bursting dynamics in individual cells. In addition to readily 
explaining the absence of correlation between transcription and physi-
cal proximity in single-cell experiments, this argues that the absence 
of such correlation should not be interpreted as the absence of causal-
ity. Although alternative explanations cannot be ruled out (such as 
cooperative effects through biomolecular condensates21,48), our model 
provides a simple explanatory framework for both population-averaged 
and single-cell behaviour of enhancer-driven transcription, based on a 
minimal set of general and realistic hypotheses. Future live-cell imag-
ing experiments with improved spatial and temporal resolution49 will 
probably enable the testing of the model’s prediction that enhancer–
promoter interactions should occur on a timescale of seconds or less, 
therefore enabling the assessment of the model’s premises. Finally, 
our study reveals that enhancer strength is not only a determinant of 
absolute transcription levels, but also of the level of insulation provided 
by CTCF. Our data therefore imply that transcriptional insulation is not 
an intrinsic absolute property of TAD boundaries or CTCF interactions 
but, rather, a graded variable depending on enhancer strength, bound-
ary strength and distance from a promoter.
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Methods

Culture of embryonic stem cells
All cell lines are based on E14 mES cells, provided by E. Heard’s labora-
tory. Cells were cultured on gelatin-coated culture plates in Glasgow 
minimum essential medium (Sigma-Aldrich, G5154) supplemented with 
15% fetal calf serum (Eurobio Abcys), 1% l-glutamine (Thermo Fisher 
Scientific, 25030024), 1% sodium pyruvate MEM (Thermo Fisher Sci-
entific, 11360039), 1% MEM non-essential amino acids (Thermo Fisher 
Scientific, 11140035) 100 µM β-mercaptoethanol, 20 U ml−1 leukaemia 
inhibitory factor (Miltenyi Biotec, premium grade) in 8% CO2 at 37 °C. 
Cells were tested for mycoplasma contamination once a month and no 
contamination was detected. After piggyBac-enhancer transposition, 
cells were cultured in standard E14 medium supplemented with 2i (1 µM 
MEK inhibitor PDO35901 (Axon, 1408) and 3 µM GSK3 inhibitor CHIR 
99021 (Axon, 1386)).

Generation of enhancer–promoter piggyBac targeting vectors
Homology arms necessary for the knock-in, the Sox2 promoter, the 
SCR and the truncated version of the SCR (Ei) were amplified from 
E14 mES cell genomic DNA by Phusion High-Fidelity DNA Polymerase 
(Thermo Fisher Scientific, F549) using primers compatible with Gibson 
assembly cloning (NEB, E2611). The targeting vector was generated 
starting from the 3-SB-EF1-PBBAR-SB plasmid50, gifted by Rob Mitra. 
To clone homology arms into the vector, BspEI and BclI restriction sites 
were introduced using Q5 Site-Directed Mutagenesis Kit (NEB, E0554). 
The left homology arm was cloned using Gibson assembly strategy by 
linearizing the vector with BspEI (NEB, R0540). The right homology arm 
was cloned using Gibson assembly strategy by linearizing the vector 
with BclI (NEB, R0160). The Sox2 promoter was cloned by first remov-
ing the Ef1a promoter from the 3-SB-EF1-PBBAR-SB vector using NdeI 
(NEB, R0111) and SalI (NEB, R0138) and subsequently using Gibson 
assembly strategy. The SCR and its truncated version (truncated SCR 
or Ei) were cloned between the piggyBac transposon-specific inverted 
terminal repeat sequences (ITR) by linearizing the vector with BamHI 
(NEB, R3136) and NheI (NEB, R3131). A transcriptional pause sequence 
from the human alpha2 globin gene and an SV40 poly(A) sequence were 
inserted at both 5′ and 3′ ends of the enhancers using Gibson assembly 
strategy. A selection cassette carrying the puromycin resistance gene 
driven by the PGK promoter and flanked by FRT sites was cloned in front 
of the Sox2 promoter by linearizing the piggyBac vector with the AsiSI 
(NEB, R0630) restriction enzyme. A list of the primers used for cloning 
is provided in Supplementary Table 1.

Generation of founder mES cell lines carrying the piggyBac 
transgene
The gRNA sequence for the knock-in of the piggyBac transgene on 
chromosome 15 was designed using the online tool (https://eu.idtdna.
com/site/order/designtool/index/CRISPR_SEQUENCE) and purchased 
from Microsynth AG. gRNA sequence was cloned into the PX459 plas-
mid (Addgene) using the BsaI restriction site. E14 mES cell founder 
lines carrying the piggyBac transgene were generated using nucleo-
fection with the Amaxa 4D-Nucleofector X-Unit and the P3 Primary 
Cell 4D-Nucleofector X Kit (Lonza, V4XP-3024 KT). Cells (2 × 106) were 
collected with accutase (Sigma-Aldrich, A6964) and resuspended in 
100 µl transfection solution (82 µl primary solution, 18 µl supplement, 
1 µg piggyBac targeting vector carrying the SCR, truncated SCR or 
promoter alone, and 1 µg of PX459 ch15_gRNA/Cas9) and transferred 
into a single Nucleocuvette (Lonza). Nucleofection was performed 
using the protocol CG110. Transfected cells were directly seeded in 
prewarmed 37 °C culture in E14 standard medium. Then, 24 h after 
transfection, 1 µg ml−1 of puromycin (InvivoGen, ant-pr-1) was added 
to the medium for 3 days to select cells transfected with PX459 gRNA/
Cas9 vector. Cells were then cultured in standard E14 medium for an 
additional 4 days. To select cells with insertion of the piggyBac targeting 

vector, a second pulse of puromycin was carried out by culturing cells 
in standard medium supplemented with 1 µg ml−1 of puromycin. After 
3 days of selection, single cells were isolated by fluorescence-activated 
cell sorting (FACS) on 96-well plates. Sorted cells were kept for 2 days 
in standard E14 medium supplemented with 100 µg µl−1 primocin (Invi-
voGen, ant-pm-1) and 10 µM ROCK inhibitor (STEMCELL Technologies, 
Y-27632). Cells were then cultured in standard E14 medium with 1 µg ml−1 
of puromycin. Genomic DNA was extracted by lysing cells with lysis 
buffer (100 mM Tris-HCl pH 8.0, 5 mM EDTA, 0.2% SDS, 50 mM NaCl, 
proteinase K and RNase) and subsequent isopropanol precipitation. 
Individual cell lines were analysed by genotyping PCR to determine 
heterozygous insertion of the piggyBac donor vector. Cell lines showing 
the corrected genotyping pattern were selected and expanded. A list of 
the primers used for genotyping is provided in Supplementary Table 1.

Puromycin resistance cassette removal
Cells (1 × 106) were transfected with 2 µg of a pCAG-FlpO-P2A-HygroR 
plasmid encoding for the flippase (Flp) recombinase using Lipo-
fectamine 3000 (Thermo Fisher Scientific, L3000008) according to 
the manufacturer’s instructions. Transfected cells were cultured in 
standard E14 medium for 7 days. Single cells were then isolated using 
FACS on 96-well plates. Genomic DNA was extracted by lysing cells with 
lysis buffer (100 mM Tris-HCl pH 8.0, 5 mM EDTA, 0.2% SDS, 50 mM 
NaCl, proteinase K and RNase) and subsequent isopropanol precipita-
tion. Individual cell lines were analysed by genotyping PCR to verify 
the deletion of the puromycin resistance cassette. A list of the primers 
used for genotyping is provided in Supplementary Table 1. Cell lines 
showing the correct genotyping pattern were selected and expanded. 
Selected cell lines were processed for targeted Nanopore sequencing 
with Cas9-guided adapter ligation (nCATS)51 and only the ones showing 
unique integration of the piggyBac donor vector were used as founder 
lines for the enhancer mobilization experiments.

Mobilization of the piggyBac-enhancer cassette
A mouse codon-optimized version of the piggyBac transposase (PBase) 
was cloned in frame with the red fluorescent protein tagRFPt (Evrogen) 
into a pBroad3 vector (pBroad3_hyPBase_IRES_tagRFPt) using Gibson 
assembly cloning (NEB, E2611). Cells (2 × 105) were transfected with 
0.5 µg of pBroad3_hyPBase_IRES_tagRFPt using Lipofectamine 3000 
(Thermo Fisher Scientific, L3000008) according to the manufacturer’s 
instructions. To increase the probability of enhancer transposition, 
typically 12 independent PBase transfections were performed at the 
same time in 24-well plates. Transfection efficiency as well as expression 
levels of hyPBase_IRES_tagRFPt transposase within the cell population 
were monitored by flow cytometry analysis. Then, 7 days after transfec-
tion with PBase, individual eGFP+ cell lines were isolated using FACS in 
96-well plates. Sorted cells were kept for 2 days in standard E14 medium 
supplemented with 100 µg ml−1 primocin (InvivoGen, ant-pm-1) and 
10 µM ROCK inhibitor (STEMCELL Technologies, Y-27632). Cells were 
cultured in E14 standard medium for additional 7 days and triplicated 
for genomic DNA extraction, flow cytometry analysis and freezing.

Sample preparation for mapping piggyBac-enhancer insertion 
sites in individual cell lines
Mapping of enhancer insertion sites in individual cell lines was per-
formed using splinkerette PCR. The protocol was performed as 
described previously52 with a small number of modifications. Genomic 
DNA from individual eGFP+ cell lines was extracted from 96-well plates 
using the Quick-DNA Universal 96 Kit (Zymo Research, D4071) accord-
ing to the manufacturer’s instructions. Purified genomic DNA was 
digested by 0.5 µl of Bsp143I restriction enzyme (Thermo Fisher Sci-
entific, FD0784) for 15 min at 37 °C followed by a heat-inactivation step 
at 65 °C for 20 min. Long (HMSpAa) and short (HMSpBb) splinkerette 
adapters were first resuspended with 5× NEBuffer 2 (NEB, B7002) to 
reach a concentration of 50 µM. Then, 50 µl of HMSpA adapter was 



mixed with 50 µl of HMSpBb adapter (Aa+Bb) to reach a concentration 
of 25 µM. The adapter mix was denatured and annealed by heating it to 
95 °C for 5 min and then cooling to room temperature. Then, 25 pmol 
of annealed splinkerette adapters was ligated to the digested genomic 
DNA using 5 U of T4 DNA ligase (Thermo Fisher Scientific, EL0011) and 
incubating the samples for 1 h at 22 °C followed by a heat-inactivation 
step at 65 °C for 10 min. For splinkerette amplifications, PCR 1 was 
performed combining 2 µl of the splinkerette sample, 1 U of Platinum 
Taq polymerase (Thermo Fisher Scientific, 10966034), 0.1 µM of HMSp1 
and 0.1 µM of PB5-1 (or PB3-1) primer, and splinkerette PCR 2 was per-
formed using 2 µl of PCR 1, 1 U of Platinum Taq polymerase (Thermo 
Fisher Scientific, 10966034), 0.1 µM of HMSp2 and 0.1 µM of PB5-5 
(or PB3-2) primer. The quality of PCR amplification was checked by 
agarose gel electrophoresis. Samples were sent for Sanger Sequencing 
(Microsynth AG) using the PB5-2 (or PB3-2) primer. A list of the primers 
used for splinkerette PCRs and sequencing is provided in Supplemen-
tary Table 1. Mapping of enhancer insertion sites in individual cell lines 
was performed as described in the ‘Mapping of piggyBac-enhancer 
insertion sites in individual cell lines’ section.

Flow cytometry eGFP fluorescence intensity measurements and 
analysis
eGFP+ cell lines were cultured in serum + 2i medium for 2 weeks before 
flow cytometry measurements. eGFP levels of individual cell lines were 
measured on the BD LSRII SORP flow cytometer using BD High Through-
put Sampler (HTS), which enabled sample acquisition in 96-well plate 
format. Measurements were repeated three times for each clone. Mean 
eGFP fluorescence intensities were calculated for each clone using 
FlowJo and all three replicates were averaged.

Normalization of mean eGFP fluorescence intensities
Mean eGFP fluorescence levels of each cell line measured in flow cytom-
etry were first corrected by subtracting the mean eGFP fluorescence 
intensities measured in wild-type E14 mES cells cultured in the same 
96-well plate. The resulting mean intensities were then normalized by 
dividing them by the average mean intensities of all cell lines where 
the SCR was located within a 40 kb window centred at the promoter 
location, and multiplied by a common factor.

Sample preparation for high-throughput sequencing of 
piggyBac-enhancer insertion sites
Cells (5 × 105) were transfected with 2 µg of PBase using Lipofectamine 
3000 (Thermo Fisher Scientific, L3000008) according to the manufac-
turer’s instructions. Transfection efficiency as well as expression levels 
of PBase within the cell population were monitored by flow cytometry 
analysis. Then, 5 days after transfection with PBase, genomic DNA was 
purified using the DNeasy Blood & Tissue Kit (Qiagen, 69504). To reduce 
the contribution from cells in which excision of piggyBac-enhancer did 
not occur, we depleted eGFP sequences using an in vitro Cas9 digestion 
strategy. gRNA sequences for eGFP depletion were designed using 
the online tool (https://eu.idtdna.com/site/order/designtool/index/
CRISPR_SEQUENCE) (Supplementary Table 1). Custom-designed Alt-R 
CRISPR-Cas9 crRNAs containing the gRNA sequences targeting eGFP 
(gRNA_1_3PRIME and gRNA_2_3PRIME), Alt-R CRISPR-Cas9 tracrRNA 
(IDT, 1072532) and Alt-R Streptococcus pyogenes Cas9 enzyme (IDT, 
1081060) were purchased from IDT. In vitro cleavage of the eGFP frag-
ment by Cas9 was performed according to the IDT protocol ‘In vitro 
cleavage of target DNA with ribonucleoprotein complex’. In brief, 
100 µM of Alt-R CRISPR–Cas9 crRNA and 100 µM of Alt-R CRISPR–Cas9 
tracrRNA were assembled by heating the duplex at 95 °C for 5 min and 
allowing to cool to room temperature (15–25 °C). To assemble the RNP 
complex, 10 µM of Alt-R guide RNA (crRNA:tracrRNA) and 10 µM of 
Alt-R SpCas9 enzyme were incubated at room temperature for 45 min.  
To perform in vitro digestion of eGFP, 300 ng of genomic DNA extracted 
from the pool cells transfected with the PBase was incubated for 2 h with 

1 µM Cas9/RNP. After the digestion, 40 µg of proteinase K was added 
and the digested sample was further incubated at 56 °C for 10 min to 
release the DNA substrate from the Cas9 endonuclease. After purifica-
tion using AMPURE beads XP (Beckman Coulter, A63881), genomic DNA 
was digested by 0.5 µl of Bsp143I restriction enzyme (Thermo Fisher Sci-
entific, FD0784) for 15 min at 37 °C followed by a heat-inactivation step 
at 65 °C for 20 min. Annealed splinkerette adapters (Aa+Bb; 125 pmol) 
were then ligated to the digested genomic DNA using 30 U of T4 DNA 
ligase HC (Thermo Fisher Scientific, EL0013), and the samples were 
incubated for 1 h at 22 °C followed by a heat-inactivation step at 65 °C 
for 10 min. For splinkerette amplifications, 96 independent PCR 1 reac-
tions were performed combining 100 ng of the splinkerette sample, 
1 U of Platinum Taq polymerase (Thermo Fisher Scientific, 10966034), 
0.1 µM of HMSp1 and 0.1 µM of PB3-1 primer, and splinkerette PCR 2 was 
performed using 4 µl of PCR 1 product, 1 U of Platinum Taq polymerase 
(Thermo Fisher Scientific, 10966034), 0.1 µM of HMSp2 and 0.1 µM of 
PB3-2 primer. A list of the primers used for splinkerette PCRs is provided 
in Supplementary Table 1. Splinkerette amplicon products were pro-
cessed using the NEB Ultra II kit according to the manufacturer’s proto-
col, using 50 ng of input material. Mapping of genome-wide insertions 
was performed as described in the ‘Mapping of piggyBac-enhancer 
insertion sites in population-based splinkerette PCR’ section.

Sample preparation for tagmentation-based mapping of 
PiggyBac insertions
PiggyBac integrations in pools of cells were mapped using a 
Tn5-transposon-based ITR mapping technique based on ref. 53 with 
minor alterations. Cells (2 × 105) were transfected with 0.5 µg of PBase 
using Lipofectamine 3000 (Thermo Fisher Scientific, L3000008) 
according to the manufacturer’s instructions in 24-well plates. Eight 
independent transfections were performed in parallel. Transfection 
efficiency as well as expression levels of PBase within the cell popula-
tion were monitored by flow cytometry analysis. Then, 7 days after 
transfection with PBase, 6 cell pools of 10,000 cells from low GFP values 
(gates low 1 and low 2) and 6 cell pools of 337 cells of high GFP values 
(gate high) were sorted in a 24-well plate. Sorted cells were kept for 
2 days in standard E14 medium supplemented with 100 µg ml−1 primocin 
(InvivoGen, ant-pm-1) and 10 µM ROCK inhibitor (StemCell Technolo-
gies, Y-27632). Cells were cultured in E14 standard medium for either 
1 passage (pools from gates low 1 and low 2) or 2 passages (pools from 
gate high) and genomic DNA from individual pools was extracted using 
the Quick-DNA Miniprep Plus Kit (Zymo Research, D4069) according 
to the manufacturer’s instructions. The Tn5 transposon was produced 
as described in ref. 54. The tagmentation reaction was performed as 
follows. The primers TAC0101 & TAC0102 (45 µl of 100 µM) each were 
mixed with 10 µl 10× Tris-EDTA (pH 8) and annealed by heating to 95 °C 
followed by a slow ramp down (0.1 °C s−1) until 4 °C. The transposome 
is obtained by combining the adapters (1 µl of 1:2 diluted adapters) and 
the Tn5 transposon (1.5 µl of 2.7 mg ml−1 stock) in 18.7 µl Tn5 dilution 
buffer (20 mM HEPES, 500 mM NaCl, 25% glycerol) and incubating the 
mix for 1 h at 37 °C. The tagmentation was performed by mixing 100 ng 
of genomic DNA with 1 µl of assembled transposome, 4 µl 5× TAPS-PEG 
buffer (50 mM TAPS-NAOH, 25 mM MgCl2, 8% (v/v) PEG8000) in a final 
volume of 20 µl. The reaction was incubated at 55 °C for 10 min and 
quenched with 0.2% SDS afterwards. For the best mapping results, both 
sides of the PiggyBac transposon were processed to obtain 5′ ITR- and 
3′ ITR-specific libraries. First, we enriched our target region by linear 
amplification PCR with 3′ ITR-specific (TAC0006) and 5′ ITR-specific 
(TAC0099) primers. The PCR mix was 3 µl of tagmented DNA, 1 µl of 
1 µM enrichment primer, 2 µl dNTPs (10 mM), 4 µl 5× Phusion HF Buffer 
(NEB), 0.25 µl Phusion HS Flex polymerase (2 U µl−1, NEB), in a final 
volume of 20 µl and amplified as follows: 30 s at 98 °C; 45 cycles of 
10 s at 98 °C, 20 s at 62 °C and 30 s at 72 °C; then 20 s at 72 °C. PCR 1 
of the library preparation was performed using TAC0161 (3′ ITR) and 
TAC0110 (5′ ITR) in combination with N5xx (Illumina, Nextera Index Kit).  
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The PCR mix was 5 µl of enrichment PCR, 1 µl of 10 µM primers, 2 µl 
dNTPs (10 mM), 4 µl 5× Phusion HF Buffer and 0.25 µl Phusion HS Flex 
polymerase (NEB), in a final volume of 25 µl and amplified as follows: 30 s  
at 98 °C; 3 cycles of 10 s at 98 °C, 20 s at 62 °C and 30 s at 72 °C; and 8 
cycles of 10 s at 98 °C, 50 s at 72 °C. In PCR 2 the N7xx (Illumina, Nextera 
Index Kit) adapters were added to the PiggyBac specific locations as 
follows. PCR was performed with TAC0103 (both ITRs) and N7xx.  
The PCR mix was 2 µl of PCR1, 1 µl of 10 µM primers, 2 µl dNTPs (10 mM), 
4 µl 5× Phusion HF Buffer and 0.25 µl Phusion polymerase (Thermo 
Fisher Scientific), in a final volume of 22 µl and amplified as follows: 30 s 
at 98 °C; 10 cycles of 10 s at 98 °C, 20 s at 63 °C and 30 s at 72 °C. Then, 5 µl  
of library was checked on a 1% agarose gel and different samples were 
pooled according to smear intensity. Finally, the library was purified 
by bead purification using CleanPCR (CleanNA) beads at a ratio 1:0.8 
sample:beads. The final library was sequenced using the Illumina MiSeq 
(150 bp, paired-end) system. Mapping of genome-wide insertions was 
performed as described in the ‘Mapping of piggyBac-enhancer inser-
tion sites by tagmentation’ section.

Deletion of genomic regions containing CTCF-binding sites
gRNA sequences for depletion of the genomic regions containing 
the CTCF-binding sites were designed using the online tool (https://
eu.idtdna.com/site/order/designtool/index/CRISPR_SEQUENCE) and  
purchased from Microsynth AG (Supplementary Table 1). gRNA 
sequences were cloned into the PX459 plasmid (Addgene) using the 
BsaI restriction site. To remove the first forward CTCF-binding site 
(chromosome 15: 11520474–11520491), 3 × 105 cells were transfected 
with 0.5 µg of PX459 CTCF_KO_gRNA3/Cas9 and 1 µg of PX459 CTCF_
KO_gRNA10/Cas9 plasmids using Lipofectamine 2000 (Thermo Fisher 
Scientific, 11668019) according to the manufacturer’s instructions. 
To remove the second forward CTCF-binding sites (chromosome 15: 
11683162–11683179), 1 × 106 cells were transfected with 1 µg of PX459 
gRNA2_CTCF_KO/Cas9 and 1 µg of PX459 gRNA6_CTCF_KO/Cas9 plas-
mids using Lipofectamine 2000 (Thermo Fisher Scientific, 11668019) 
according to the manufacturer’s instructions. Then, 24 h after trans-
fection, 1 µg ml−1 of puromycin was added to the medium for 3 days. 
Cells were then cultured in standard E14 medium for an additional 
4 days. To select cell lines with homozygous deletion, single cells were 
isolated by FACS on 96-well plate. Sorted cells were kept for 2 days 
in E14 standard medium supplemented with 100 µg ml−1 primocin 
(InvivoGen, ant-pm-1) and 10 µM ROCK inhibitor (STEMCELL Tech-
nologies, Y-27632). Cells were then cultured in standard E14 medium. 
Genomic DNA was extracted by lysing cells with lysis buffer (100 mM 
Tris-HCl pH 8.0, 5 mM EDTA, 0.2% SDS, 50 mM NaCl, proteinase K and 
RNase) and subsequent isopropanol precipitation. Individual cell 
lines were analysed by genotyping PCR to determine homozygous 
deletion of the genomic regions containing the CTCF-binding sites. 
Cell lines showing the corrected genotyping pattern were selected 
and expanded. A list of the primers used for genotyping is provided 
in Supplementary Table 1.

smRNA-FISH
Cells were collected with accutase (Sigma-Aldrich, A6964) and 
adsorbed on poly-l-lysine (Sigma-Aldrich, P8920) precoated cov-
erslips. Cells were then fixed with 3% PFA (EMS, 15710) in PBS for 
10 min at room temperature, washed with PBS and kept in 70% ethanol 
at −20 °C. After at least 24 h incubation in 70% ethanol, the cover-
slips were incubated for 10 min with freshly prepared wash buffer 
composed of 10% formamide (Millipore Sigma, S4117) in 2× SSC 
(Sigma-Aldrich, S6639). The coverslips were hybridized overnight 
(around 16 h) at 37 °C in freshly prepared hybridization buffer com-
posed of 10% formamide, 10% dextran sulfate (Sigma-Aldrich, D6001) 
in 2× SSC and containing 125 nM of RNA-FISH probe sets against 
Sox2 labelled with Quasar 670 (Stellaris) and against eGFP labelled 
with Quasar 570 (Stellaris). After hybridization, the coverslips were 

washed twice with wash buffer prewarmed to 37 °C for 30 min at 
37 °C with shaking, followed by 5 min incubation with 500 ng ml−1 
DAPI solution (Sigma-Aldrich, D9564) in PBS (Sigma-Aldrich, D8537). 
The coverslips were then washed twice in PBS and mounted on slides 
with Prolong Gold medium (Invitrogen, P36934) and cured at room 
temperature for 24 h. The coverslips were then sealed and imaged 
within 24 h.

RNA-FISH image acquisition
Images were acquired on a Zeiss Axion Observer Z1 microscope 
equipped with 100 mW 561 nm and 100 mW 642 nm HR diode solid-state 
lasers, an Andor iXion 885 EMCCD camera, and an α Plan-Fluar 
×100/1.45 NA oil-immersion objective. Quasar 570 signal was collected 
with the DsRed ET filter set (AHF Analysentechnik, F46-005), Quasar 
670 with Cy5 HC mFISH filter set (AHF Analysentechnik, F36-760) and 
DAPI with the Sp. Aqua HC-mFISH filter set (AHF Analysentechnik,  
F36-710). The typical exposure time for RNA-FISH probes was set to 
around 300–500 ms with 15–20 EM gain and 100% laser intensity. 
DAPI signal was typically imaged with an exposure time of 20 ms with 
EM gain 3 and 50% laser intensity. The pixel size of the images was 
0.080 × 0.080 µm with a z-step of 0.25 µm for around 55–70 z-planes.

Image processing and quantification of mRNA numbers
Raw images were processed in KNIME, python and Fiji to extract the 
numbers of RNAs per cell. The KNIME workflow described below is 
based on a previously published workflow55. z-stacks were first pro-
jected to a maximal projection for each fluorescence channel. Indi-
vidual cells were then segmented using the DAPI channel using Gaussian 
convolution (σ = 3), followed by filtering using global threshold with 
Otsu filter, watershed and connected component analysis for nuclei 
segmentation. Cytoplasmic areas were then estimated with seeded 
watershed. Cells with nuclei partially outside the frame of view were 
automatically excluded. Cells containing obvious artifacts, wrongly 
segmented or not fully captured in xyz dimensions were manually 
excluded from the final analysis. Spot detection is based on the Lapla-
cian of Gaussian method implemented in TrackMate56. For the channels 
containing RNA-FISH probes signal, RNAs spots were detected after 
background subtraction (rolling ball radius 20–25 pixels) by select-
ing spot size 0.2 µm and threshold for spot detection based on visual 
inspection of multiple representative images. Spot detection is based 
on the Laplacian of Gaussian method from TrackMate. Subpixel locali-
zation of RNA spots was detected for RNA channels and a list of spots 
per cell for each experimental condition and replicate was generated. 
Spots in each channel were then aggregated by cell in python to extract 
the number of RNAs per cell.

Enhancer reporter assays
To generate vectors for the enhancer reporter assay, the Sox2 pro-
moter, SCR and the truncated versions of the SCR (Ei and Eii) were 
amplified from E14 mES cell genomic DNA with Phusion High-Fidelity 
DNA Polymerase (Thermo Fisher Scientific, F549) using primers 
compatible with Gibson assembly strategy. The Sox2 promoter 
was cloned into the 3-SB-EF1-PBBAR-SB vector as described above.  
The SCR and the truncated versions Ei and Eii were cloned in front of 
the Sox2 promoter by linearizing the vector with AgeI (NEB, R3552) 
and subsequently using Gibson assembly cloning. A transcriptional 
pause sequence from the human α2-globin gene and an SV40 poly(A) 
sequence was inserted at both the 5′ and 3′ ends of the enhancers.  
To test enhancers activity, 3 × 105 cells were co-transfected with 0.5 µg 
of the different versions piggyBac vectors and 0.5 µg of pBroad3_
hyPBase_IRES_tagRFPt using Lipofectamine 2000 (Thermo Fisher 
Scientific, 11668019) according to the manufacturer’s instructions. 
As a control, only 0.5 µg of the piggyBac vector carrying the Sox2 
promoter was transfected. 24 h after transfection, cells were collected 
and analysed by flow cytometry.



Capture-C sample preparation
Cells (20 × 106) were cross-linked with 1% formaldehyde (EMS, 15710) 
for 10 min at room temperature and quenched with glycine (final 
concentration, 0.125 M). Cells were lysed in 1 M Tris-HCl pH 8.0, 5 M 
NaCl and 10% NP40 and complete protease inhibitor (Sigma-Aldrich, 
11836170001) and enzymatically digested using 1,000 U of MboI (NEB, 
R0147). Digested chromatin was then ligated at 16 °C with 10,000 U of 
T4 DNA ligase (NEB, M0202) in ligase buffer supplemented with 10% 
Triton X-100 (Sigma-Aldrich, T8787) and 240 µg of BSA (NEB, B9000). 
Ligated samples were de-cross-linked with 400 µg proteinase K (Mach-
erey Nagel, 740506) at 65 °C and phenol–chloroform purified. 3C library 
preparation and target enrichment using a custom-designed collection 
of 6,979 biotinylated RNA ‘baits’ targeting single MboI restriction frag-
ments chromosome 15: 10283500–13195800 (mm9) (Supplementary 
Table 2; Agilent Technologies; designed as in ref. 57) were performed 
according to the SureSelectXT Target Enrichment System for Illumina 
Paired-End Multiplexed Sequencing Library protocol. The only excep-
tions were the use of 9 µg of 3C input material (instead of 3 µg) and 
shearing of DNA using Covaris sonication with the following settings: 
duty factor: 10%; peak incident power: 175; cycles per burst: 200; treat-
ment time: 480 s; bath temperature: 4 °C to 8 °C).

Targeted nCATS analysis
gRNA sequences targeting specific genomic regions of chromo-
some 15 external to the homology arms of the transgene were 
designed using the online tool (https://eu.idtdna.com/site/order/
designtool/index/CRISPR_SEQUENCE) (Supplementary Table 1). 
Custom-designed Alt-R CRISPR–Cas9 crRNAs (5 crRNAs target-
ing the region upstream and 5 crRNAs targeting the region down-
stream the integrated transgene), Alt-R CRISPR–Cas9 tracrRNA 
(IDT, 1072532) and Alt-R SpCas9 enzyme (IDT, 1081060) were 
purchased from IDT. Sample preparation and Cas9 enrichment 
were performed according to a previously described protocol51 
with a few modifications. Genomic DNA from mES cell founder 
lines was extracted using the Gentra Puregene Cell Kit (Qiagen, 
158745) according to the manufacturer’s instructions. The quality 
of the high molecular mass DNA was checked using the TapeSta-
tion (Agilent) system. Typically, 5 µg of high molecular mass DNA 
was processed for incubation using shrimp alkaline phosphatase 
(rSAP; NEB, M0371) for 30 min at 37 °C followed by 5 min at 65 °C 
to dephosphorylate DNA-free ends. For Cas9 enrichment of the 
target region, all ten Alt-R CRISPR-Cas9 crRNAs were first pooled 
at an equimolar amount (100 µM) and subsequently incubated 
with 100 µM of Alt-R CRISPR–Cas9 tracrRNA at 95 °C for 5 min to 
assemble the Alt-R guide RNA duplex (crRNA:tracrRNA). To assem-
ble the RNP complex, 4 pmol of Alt-R SpCas9 enzyme was incubated 
with 8 pmol Alt-R guide RNA (crRNA:tracrRNA) at room tempera-
ture for 20 min. In vitro digestion and A-tailing of the DNA were  
performed by adding 10 µl of the RNP complex, 10 mM of dATP 
(NEB, N0440) and 5 U of Taq Polymerase (NEB, M0267) and incu-
bating the samples for 30 min at 37 °C followed by 5 min at 72 °C. 
Adapter ligation for Nanopore sequencing was performed using 
the Ligation Sequencing Kit (Nanopore, SQK-CAS109) according 
to the manufacturer’s instructions. After purification with AMPure 
PB beads (Witec, 100-265-900), the samples were loaded into the 
MniION system, selecting the SQK-CAS109 protocol.

Nanopore sequencing analysis
To map Nanopore sequencing reads, we first built a custom genome 
consisting of the transgene sequence flanked by ~10 kb mouse genomic 
sequence upstream and downstream of the target integration site. The 
custom genome can be found at GitHub (https://github.com/zhanyinx/
Zuin_Roth_2021/blob/main/Nanopore/cassette/cassette.fa). Reads 
were mapped to the custom genome using minimap2 (v.2.17-r941) 

with the ‘-x map-ont’ parameter. Nanopore sequencing analysis has 
been implemented using Snakemake workflow (v.3.13.3). Reads were 
visualized using IGV (v.2.9.4). The full workflow can be found at GitHub 
(https://github.com/zhanyinx/Zuin_Roth_2021).

RNA-sequencing sample preparation and analysis
Mouse embryonic stem cells were collected with accutase (5 min, 
37 °C) and counted. Cells (3 × 105) were lysed with 300 µl TRIzol rea-
gent. RNA was extracted using the Direct-Zol RNA extraction kit from 
Zymo. Library preparation was performed after Illumina TruSeq 
Stranded mRNA-seq according to the manufacturer protocol. Reads 
were mapped to the Mus musculus genome (build mm9) using STAR58, 
using the following options: --outSJfilterReads Unique --outFilterType 
BySJout --outFilterMultimapNmax 10 --alignSJoverhangMin  
6 --alignSJDBoverhangMin 2 --outFilterMismatchNoverLmax  
0.04 --alignIntronMin 20 --alignIntronMax 1000000 --outSAM 
strandField intronMotif --outFilterIntronMotifs RemoveNonca-
nonicalUnannotated --outSAMtype BAM SortedByCoordinate 
--seedSearchStartLmax 50 --twopassMode basic. Gene expression was 
quantified using qCount from QuasR package59 using the ‘TxDb.Mmus-
culus.UCSC.mm9.knownGene’ database for gene annotation (Biocon-
ductor package: Carlson M and Maintainer BP. TxDb.Mmusculus.UCSC.
mm9.knownGene: Annotation package for TxDb object(s); R package 
v.3.2.2). Active promoters were defined as genes with log2[RPKM + 0.1] 
higher than 1.5.

Capture-C analysis
Capture-C data were analysed using HiC-Pro60 (v.2.11.4); the parameters 
can be found at GitHub (https://github.com/zhanyinx/Zuin_Roth_2021). 
In brief, read pairs were mapped to the mouse genome (build mm9). 
Chimeric reads were recovered after recognition of the ligation site. 
Only unique valid pairs mapping to the target regions were used to build 
contact maps. Iterative correction61 was then applied to the binned 
data. The target regions can be found at GitHub (https://github.com/
zhanyinx/Zuin_Roth_2021). For SCR_ΔΔCTCF, SCR_ΔCTCF and the 
derived clonal lines, data from replicate one were used to make the 
quantification and plots throughout the manuscript.

Differential capture-C maps
To evaluate the structural perturbation induced by the insertion of the 
transgene and the mobilization of the enhancer (ectopic sequences), 
we accounted for differences in genomic distances due to the presence 
of the ectopic sequence. In the founder cell line (for example, SCR_
ΔΔCTCF), insertion of the transgene modifies the genomic distance 
between loci upstream and downstream the insertion site. To account 
for these differences, we generated distance-normalized capture-C 
maps in which each entry corresponds to the interaction normalized to 
the corrected genomic distance between the interacting bins. Outliers 
(defined using the interquartile rule) or bins with no reported interac-
tions from capture-C were treated as noise and filtered out. Singletons, 
defined as the top 0.1 percentile of Z-score, were also filtered out. The 
Z-score is defined as (obs – exp)/stdev, where obs is the capture-C 
signal for a given interaction and exp and stdev are the genome-wide 
average and standard deviation, respectively, of capture-C signals at 
the genomic distance separating the two loci. We next calculated the 
ratios between distance normalized and noise-filtered capture-C maps. 
A bilinear smoothing with a window of 2 bins was applied to the ratio 
maps to evaluate the structural perturbation induced by the insertion 
of the ectopic sequence.

Chromatin state calling with ChromHMM
Chromatin states were called using ChromHMM28 with four states. The 
list of histone modification datasets used is provided in Supplemen-
tary Table 3. States with enrichment in H3K9me3 and H3K27me3 were 
merged, therefore resulting in three chromatin states: active (enriched 
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in H3K27ac, H3K36me3, H3K4me1 and H3K9ac), repressive (enriched 
in H3K9me3 and H3K27me3) and neutral (no enrichment).

Mapping of piggyBac-enhancer insertion sites in 
population-based splinkerette PCR
To identify true-positive enhancer re-insertion sites, we first filtered 
out reads containing eGFP fragments. We then retained only read pairs 
for which one side mapped to the ITR sequence and the other side 
mapped to the splinkerette adapter sequence. We mapped separately 
the ITR/splinkerette sides of the read pair to the mouse genome (build 
mm9) using BWA mem62 with the default parameters. Only integration 
sites that had more than 20 reads from both ITR and splinkerette sides 
were retained.

Mapping of piggyBac-enhancer insertion sites in individual cell 
lines
To map the enhancer position in individual cell lines, Sanger sequenc-
ing (Microsynth) without the adapter sequences were filtered out. 
The first 24 bp of each read after the adapter was then mapped to the 
mouse genome (mm9) using vmatchPattern (Biostrings v.2.58.0).  
The script used to map Sanger sequencing can be found at GitHub 
(https://github.com/zhanyinx/Zuin_Roth_2021).

Mapping of piggyBac-enhancer insertion sites by tagmentation
Before aligning paired-end sequencing reads, reads were filtered using 
an adaptation of cutadapt63, processing each read pair in multiple steps. 
Sequence patterns originating from Tn5 and each ITR were removed. 
The paired-end reads coming from both ITRs were treated the same. 
First, the presence of the unique part of the 5′ ITR and 3′ ITR sequence 
was detected at the start of the second read of the pair and, if present, 
this sequence was trimmed. Next, the sequence up to and including 
the TTAA site that was found on both the 5′ITR and 3′ITR was trimmed 
off. This sequence only partly contained the respective primers used 
for each ITR, and was used to filter reads that contained the sequence 
expected for a correct PCR product starting at the transposon.  
The sequence up to, but not including, the TTAA was removed. Next, 
all of the other sequence patterns coming from either Tn5 or the ITR 
were removed from the 5′ end of the first read in the pair and the 3′ 
end of both reads.

After filtering and trimming the reads, the reads were aligned to a 
reference genome with an in silico insertion of the split-GFP construct, 
but with a single TTAA motif instead of the PiggyBac transposon. This 
was done by aligning the homology arms found in the plasmid against 
mm10 reference genome. The complete sequence on the reference 
matching both arms was replaced by the plasmid sequence inserted.

Alignment was performed using Bowtie2 with the fragment length set 
to a minimum of 0 bp and maximum of 2,000 bp and the very-sensitive 
option was used. After reads were aligned to the genome, sambamba64 
was used to remove duplicates and samtools65 was used to filter out read 
pairs that were not properly paired. We then designated, for each read 
pair, the position of the first 4 nucleotides of the second read as a puta-
tive insertion site. To calculate the fraction of reads originating from 
the non-mobilized position, the number of read pairs that overlapped 
the non-mobilized position (the TTAA replacing the PiggyBac of the 
in silico insert) was divided over the total number of reads originating 
from putative insertion sites supported by at least one read pair with 
a mapping quality higher than 2. Confident insertions were identified 
as those with at least one read for both 5′ and 3′ ITR.

Calibration of the mean number of mRNAs per cell with 
smRNA-FISH
A linear model was used to predict the average number of eGFP mRNAs 
on the basis of the mean eGFP intensity. The model was fitted on 7 data 
points corresponding to the average number of eGFP mRNAs obtained 
using single-molecule RNA fluorescence in situ and the mean eGFP 

intensity obtained by flow cytometry (Extended Data Fig. 1h; R2 = 0.9749, 
P < 0.0001, t - te st).

Mathematical model and parameter fitting
The phenomenological two-state model (Fig. 2) and the apparent two-
state model deduced from the mechanistic enhancer–promoter model 
(Fig. 3) were both fitted simultaneously to the mean eGFP levels meas-
ured in individual cell lines and to the distributions of RNA numbers 
measured by smRNA-FISH in six cell lines where the SCR was located at 
different distances from the promoter. The mean number of mRNAs 
was calculated analytically and the steady-state distribution of the num-
ber of mRNA per cell was approximated numerically (Supplementary 
Information, model description). The parameters for the phenomeno-
logical two-state model are the minimum on rate kon

0 , the minimum on 
rate kon

1 , the off rate koff, the initiation rate µ and the constant c and Hill 
exponent h, which together control the nonlinear dependency of kon 
on contact probability. The parameters for the apparent two-state model 
are the basal on rate kon

basal, the enhanced on rate kon
enh, the off rate koff, 

the initiation rate µ, the ratio between the forward and backward rates 
of the regulatory steps β and the number of regulatory steps n. All of 
these parameters were considered to be free in the fitting procedure. 
The apparent two-state model was also fitted to the binned mean num-
ber of mRNA molecules inferred from the eGFP+ cell lines with the trun-
cated version of the SCR (Fig. 4). In this case, three versions of the 
apparent two-state model were fitted to the data using log-transformed 
likelihood ratios. The parameter β (version 1) or kon

enh (model 2) or both 
(model 3) were considered to be free parameters, whereas the other 
parameters were fixed to the best fit values obtained for the full-length 
SCR dataset. Using log-transformed likelihood ratios, the fit of the three 
versions was compared to the fit of the model for which all of the param-
eters were considered to be free. The mathematical description of the 
enhancer–promoter communication model, the derivation of the appar-
ent two-state model, and the fitting procedures are explained in detail 
in the Supplementary Information (model description).

Reporting summary
Further information on research design is available in the Nature 
Research Reporting Summary linked to this paper.

Data availability
All capture-C, RNA-seq, Oxford Nanopore, tagmentation and 
population-based splinkerette PCR sequencing fastq files generated 
in this study have been uploaded to the Gene Expression Omnibus (GEO) 
under accession number GSE172257. The following public databases 
were used: BSgenome.Mmusculus.UCSC.mm9 (https://bioconductor.
org/packages/release/data/annotation/html/BSgenome.Mmusculus.
UCSC.mm9.html), TxDb.Mmusculus.UCSC.mm9.knownGene (https://
bioconductor.org/packages/release/data/annotation/html/TxDb.
Mmusculus.UCSC.mm9.knownGene.html).

Code availability
Custom codes generated in this study are available at GitHub (https://
github.com/zhanyinx/Zuin_Roth_2021 (cHiC, Nanopore, Insertion 
mapping); https://github.com/gregroth/Zuin_Roth_2021 (mathemati-
cal model); and https://github.com/vansteensellab/tagmap_hopping/
tree/giorgetti (tagmentation-based mapping of PiggyBac insertions)).
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Extended Data Fig. 1 | Enhancer action is modulated by genomic distance 
from the target promoter and constrained by TAD boundaries. a. Top: 
capture-C contact map at 6.4 kb resolution in wild-type (WT) mES cells in a 
2.6 Mb region centred around the neutral TAD on chromosome 15 we used for 
the experiments. Vertical grey lines: TAD boundaries. Bottom: genomic 
datasets and ChromHMM analysis showing that the chosen TAD is devoid of 
active and repressive chromatin states, with the exception of 80 kb at the 3b at t 
which is enriched in repressive chromatin states. b. Close-up view of panel  
a, highlighting the presence of CTCF-mediated chromatin loops (dotted boxes) 
in WT mES cells. c. capture-C contact map at 6.4 kb resolution for the same 
region as panel b in the cell line with double CTCF site deletions. CTCF deletions 
lead to loss of CTCF-mediated chromatin loops (dotted boxes). d. Top: UCSC 
snapshot of the endogenous Sox2 locus and Sox2 control region (SCR). Bottom: 
close-up views showing the regions of the Sox2 promoter, the SCR region found 
in ref. 29 and the SCR used in the transgene construct. e. IGV snapshot showing 
nanopore sequencing reads mapped to a modified mouse genome including 
the transgene integration. Reads spanning from genomic DNA upstream the 
left homology arm to genomic DNA downstream the right homology arm 
confirmed single insertion of the transgene. f. capture-C maps at 6.4 kb 
resolution of the mES cell line with double CTCF sites deletion (left) and the 
founder mES cell line with transgene insertion (centre). Right: differential 
contact map. Grey pixels correspond to ‘noisy’ interactions that did not satisfy 
our quality control filters (see Methods). Transgene insertion induces new mild 
interactions with CTCF sites at the 3. and 5a extremities of the TAD (arrows).  
g. Barplot showing the fraction of piggyBac-SCR reinsertions genome-wide 
determined by Illumina sequencing of splinkerette PCR products from a pool 
of cells after PBase expression. See Methods for a detailed description of the 
protocol. h. Top: Representative smRNA-FISH image and flow cytometry 
profiles over different passages in a cell line where the SCR was mobilized in the 
immediate vicinity of the ectopic Sox2 promoter. Scale bar, 10 µm. Bottom: 
Linear relationship between the mean eGFP intensity and the average number 
of eGFP mRNAs measured using smRNA-FISH for seven single cell lines 
(R = 0.97492 , p < 0.0001, t-test). Error bars on the x-axis: standard deviation of 
three measurements performed on different days, as in Fig. 1h. Error bars on 
the y-axis: standard deviation of three technical replicates. i. Normalized mean 
eGFP intensities levels in individual eGFP+ cell lines are plotted as a function of 
the genomic position of the SCR in individual eGFP+ lines. Data from 127 
individual cell lines (light red dots) from a single experiment are presented as 
mean +\- standard deviation (n=3 measurements performed in different days, 
as in Fig. 1g). Average eGFP values calculated within equally spaced 20 kb bins 

(black dots) are shown. Mean mRNA numbers per cell were inferred from eGFP 
counts using calibration with smRNA-FISH, see Extended Data Fig. 1h. Shaded 
light blue area indicates the interval between mean +/- standard deviation of 
eGFP levels in three promoter-only cell lines. j. Same plot as Fig. 1h showing the 
only two SCR insertions we detected outside the TAD boundaries (brown dot) 
and on another chromosome (yellow dot). k. Left: Log10 average eGFP 
expression (from Fig. 1h) as a function of log10 absolute genomic distance 
between transgene position and SCR reinsertion. Points are colour-coded as in 
panel A (chromHMM active, neutral, and repressive states). Black line denotes 
linear regression. Black circles denote SCR reinsertions within the Npr3 gene 
body. Right: deviations of eGFP expression levels from the linear regression 
correlate with chromatin states called using ChromHMM (n: active = 16; 
neutral = 83; Npr3 = 17; repressive = 7). Reinsertion of SCR within active or 
repressive regions respectively increases or decreases enhancer activity 
compared to neutral regions. Box plot: centre line denotes the median; boxes 
denote lower and upper quartiles (Q1 and Q3, respectively); whiskers denote 
1.5x the interquartile region (IQR) below Q1 and above Q3; points denote 
outliers. l. Coefficients of variation (CV) of eGFP levels measured by flow 
cytometry plotted against SCR insertion locations in eGFP+ cell lines (light red 
dots). Data are presented as mean +/- standard deviation (n = 3 measurements 
in different days). Shaded light blue area indicates the interval between mean 
+/- standard deviation of eGFP level CVs in three promoter-only cell lines.  
m. Representative eGFP distributions (normalized to mean eGFP level) in 
clones with increasing absolute genomic distance (1.7 kb, 42.4 kb, 112.5 kb, and 
259.43 kb) between the mobilized enhancer and the ectopic Sox2 promoter. 
Vertical line indicates normalized mean eGFP levels. n. FACS plot showing 
standard (top) and less stringent (bottom) gates on eGFP levels used for single 
cells sort and insertion analysis of corresponding clonal cell lines. o. Left: FACS 
plot showing the gates used to sort pools of cells for tagmentation-based 
mapping of PiggyBac-enhancer insertions. For gates “low 1” and “low 2”, six 
pools of 10000 cells were sorted while for gate “high”, six pools of 337 cells 
were sorted. Gate “high” corresponds to the standard gate used to isolate eGFP 
positive cell lines for the mobilization experiments. Centre: Barplot showing 
the fraction of sequencing reads mapping to non-mobilized enhancer cassette 
determined by tagmentation-based mapping from the different pools sorted 
in gates “low 1”, “low 2” and “high”. See Methods for a detailed description of the 
protocol. Right: Numbers and genomic locations of confident insertion sites 
(identified as those with at least one read for both 5′oth 5 mapping from the 
different pools sorted in gates “low 1”, “low 2” and “higeGFP gates.
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Extended Data Fig. 2 | See next page for caption.



Extended Data Fig. 2 | Analysis of chromosome structure around the 
transgenic locus and genome-wide in mES cells. a. Top: capture-C maps 
(6.4 kb resolution) of four cell lines where the SCR (black arrow) has been 
reinserted at different distances from the promoter (blue arrow). Bottom: 
differential contact map between individual cell lines and the founder line. 
Grey pixels: correspond to ‘noisy’ interactions that did not satisfy quality 
control filters (see Methods). Right: barplot showing the change in average 
interaction probabilities between the SCR reinsertion and the cassette, 
calculated using a square of 5 bins (6.4 kb resolution) centred at the cassette 
SCR reinsertion interaction. b. Left: example of Hi-C heatmap in mES cells at 
6.4 kb resolution. Centre: scheme depicting how the probability of interaction 
between a promoter and the region immediately before the nearest TAD 
boundary (Pin, 12.8 kb i.e. two 6.4 kb bins before the boundary called using 
CaTCH66) and after the nearest TAD boundary (Pout) are calculated. Right: 
distribution of contact probability between all active promoters in mES cellss 
and the closest inner TAD boundary (Pin) (n = 9655). Box plot description as in 
Extended Data Fig. 1k. c. Box plots showing the distribution of contact 
probability changes within the TAD and across the closest TADs boundary for 

all active promoters in mES cells (n = 9655) whose contact probability outside 
the TAD is higher than 0.001 (n = 834). Box plot description as in Extended Data 
Fig. 1k; outliers not shown. d. Contact probabilities of the founder line from the 
location of the ectopic Sox2 transgene (black line) and normalized averaged 
mean number of mRNAs per cell (highest value = 1) generated in individual 
eGFP+ lines by the SCR mobilization are plotted as a function of its genomic 
position (dashed red line). The average is calculated within equally spaced 
20 kb bins as in Fig. 1h (black dots). e. Coefficients of variation (CV) of eGFP 
levels measured by flow cytometry plotted against contact probabilities 
between the ectopic Sox2 promoter and the locations of SCR insertions. Data 
are presented as mean values +/- standard deviation (n = 3measurements in 
different days). Shaded light blue area indicates the interval between mean  
+/- standard deviation of eGFP level CVs in three promoter-only cell lines.  
f. Coefficients of variation (CV) of mRNA number per cell measured by smRNA-
FISH plotted against contact probabilities between the ectopic Sox2 promoter 
and the locations of SCR in the cell the lines shown in Fig. 2c, d. Data are 
presented as mean values +/- standard deviation (n = 3 technical replicates).
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Extended Data Fig. 3 | Phenomenological two-state model fitting and 
robustness analysis. a. Parameter values and 95% confidence intervals for the 
best fitting phenomenological two-state model. The rates are in the unit of 
RNA decay rate (δ). b. Profile likelihood functions for all the parameters of the 
phenomenological two-state model. The red dashed line shows the threshold 
used to calculate the 95% confidence intervals (see Supplementary Model 
description for more details). c. Best fit of the phenomenological two-state 
model under different perturbations of the contact probabilities. Panels with 
blue curves show the best fit transcriptional responses when the scaling 
exponent of the contact probabilities was artificially set to 0.4, 0.5, 0.6, 0.7, 
0.8, and 0.9. The scaling exponent of the original contact probabilities is 0.77. 
Panels with orange curves show the best fit transcriptional responses when 
contact probabilities were artificially increased by a factor 1/x with 
x = 0.1,...,0.9 with step of 0.1. Data are presented as average eGFP values 

calculated within equally spaced 20 kb bins +/- standard deviation (n = number 
of cell lines per bin), as in Fig. 1h. d. Left: Normalized mean eGFP intensities in 
individual eGFP+ cell lines are plotted as a function of the genomic position of 
the SCR. Data from 135 individual cell lines (light red dots) are presented as 
mean +/- standard deviation (n = 3 measurements performed on different days, 
as in panel g). Shaded grey area indicates the genomic regions that were 
excluded from the fit shown in the right panel. Right: Best fit of the 
phenomenological two-state model in the absence of the promoter-only 
control cell line and the cell lines with insertions that landed beyond the first 
CTCF site at the 3′ of the TAD (region highlighted in the left panel). Data are 
presented as average eGFP values calculated within equally spaced 20 kb bins 
+/- standard deviation (n = number of cell lines per bin). e. Profile likelihood 
function for the Hill coefficient for the fit described in panel d.
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Extended Data Fig. 4 | Fit of the mechanistic enhancer–promoter model 
and robustness analysis. a. Schematic description of the dynamics of the 
mechanistic model (here with two regulatory steps (n=2) for illustration). This 
case illustrates a scenario where, the enhancer–promoter interaction is long 
enough to allow the completion of the 2 regulatory steps and transiently 
increases the promoter activity. b. In an alternative scenario, the interactions 
are shorter but frequent enough to allow the completion of the 2 regulatory 

steps and transiently increase the promoter activity. c. Parameter values and 
95% confidence intervals for the best fitting apparent two-state model. The 
rates are in the unit of RNA decay rate (δ). d. Profile likelihood functions for all 
the parameters of the apparent two-state model. Red dashed lines show the 
threshold used to calculate the 95% confidence intervals (see Supplementary 
Model description for more details).
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Extended Data Fig. 5 | Dependence of transcription levels and insulation on 
enhancer strength. a. Top: UCSC genome browser snapshot of the endogenous 
Sox2 locus and Sox2 control region (SCR). Bottom: close-up view showing the 
SCR (black) identified in ref. 29 and the enhancer regions used in the transient 
reporter assays shown in panel b. Full-length enhancer is in red (same as in 
Fig. 1); truncated versions are in brown (Ei) and orange (Eii). Experiments in Fig. 5 
were performed with Ei. b. Flow cytometry analysis of mES cells transiently 
transfected with PBase-RFP and different versions of split eGFP plasmids carry 
either no enhancer, or the full-length SCR (red, see panel a), or the first 
(brown-Ei) or second (orange-Eii) SCR subregions in front of the Sox2 promoter. 
Transcription levels generated upon co-transfection with PBase are higher in 
the presence of the full-length SCR compared to truncated versions. Numbers in 
each quadrant represent the % of cells either negative or RFP, GFP and RFP-GFP 

positive. c. Top: distribution of contact probabilities between all active 
promoters in mES cells and the nearest inner TAD boundaries, calculated as in 
Extended Data Fig. 2b. Bottom panel: Model prediction for the mean eGFP 
mRNA numbers per cell plotted against contact probabilities shown as a 
comparison (same as Fig. 2e). Shaded areas correspond to promoters with 
contact probability with the closest TAD boundary below 0.2. d. Left panel: 
scheme of how the probabilities of interaction between promoter and the 
region before (Pin) and after the TAD boundary (Pout) are calculated, same criteria 
as in Extended Data Fig. 2b. Central panel: promoters with higher contact 
probabilities with TAD boundaries experience stronger drops of contact 
probability across boundaries. Right panel: promoters closer to TAD 
boundaries experience a stronger drop of contact probability across 
boundaries.
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