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Abstract. In this article, we study the sparse grid discretization for the
numerical solution of the algebraic Riccati equation (ARE). This approach
is of particular interest for the solution of large scale AREs. Such AREs
arise, for example, from the discretization of the operator Riccati equations
associated with the linear quadratic control of systems evolving in a Hilbert
space $H$. Following [4, 45], we formulate the ARE as a nonlinear operator
equation on the space of Hilbert–Schmidt operators and derive the matrix
equation for the sparse grid discretization. Provided that $O(N)$ degrees of
freedom are used to discretize the space $H$, the sparse grid approximation
of the ARE requires $O(N \log N)$ degrees of freedom. Especially, we propose
an algorithm that evaluates the approximated ARE with $O(N^3)$ operations.
This considerably reduces the cost of solving the ARE compared to the $O(N^2)$
memory requirement and $O(N^3)$ complexity of the regular tensor product
discretization. Numerical results are presented to validate the approach.

1. Introduction

Many problems in mathematics, physics and engineering can be traced back to
the solution of a Riccati equation. Well-known examples are linear quadratic (LQ)
optimal control problems ([5, 9, 36, 39]) and optimal linear filtering problems ([32,
47]). Other important applications include model reduction ([22, 31]), scattering
theory ([40]), optimal placement of sensors and actuators ([14, 33]), or resilience
analysis of critical infrastructure ([49]). Of particular importance is the case
where the Riccati equation admits a stationary solution. Such setting arises, for
example, in the infinite-horizon LQ problem. The corresponding nondynamical
equation is called the algebraic Riccati equation (ARE) (see [9, Proposition 2.2,
p. 482] or [37, Theorem 2.3.3.1, p. 134] for example).

Dynamical systems evolving in a Hilbert space $H$ generally lead to an infinite-
dimensional ARE. Hereby, $H$ is usually referred to as the state space. The solution
of such equations depends on various approximation and truncation techniques. A
number of methods is available here – see e.g. [8] or [10] for a survey. We introduce
the algebraic Riccati equation in Section 2. There, we closely follow the formulation
presented, for example, in [4, 44, 45, 47], where the authors consider the ARE as
an abstract nonlinear operator equation in the space of Hilbert–Schmidt operators
on $H$.

One common approach is to project the Riccati equation onto a sequence of
finite-dimensional subspaces of $H$. In this way, the exact solution is approximated
by a sequence of solutions of finite-dimensional Riccati equations. Then, provided
that we use $O(N)$ degrees of freedom for the discretization of the state space $H$, the
discretization of an operator acting on $H$ by a regular tensor product approach requires $O(N^2)$ degrees of freedom. This generally leads to $O(N^3)$ overall complexity for the solution of the approximate ARE.

The cubic complexity and the quadratic growth of the memory requirements are major bottlenecks in the numerical treatment of large scale operator Riccati equations. Discretization in the regular tensor product space becomes prohibitively expensive, if not even impossible, at least for $d \geq 3$ spatial dimensions. This is one example of a more general problem known as curse of dimensionality. At the same time however, theoretical results on the regularity of the Riccati operator (see e.g. [33, 36, 41]) indicate that more efficient numerical methods can be developed.

Various approaches, such as multigrid methods ([20, 46]) or $\mathcal{H}$-matrices ([21]), have been studied to overcome the $O(N^3)$ complexity (see also [23, 42]). In the present article, we discretize the Riccati equation by using a sparse grid (SG) – a numerical technique, which allows to overcome the curse of dimensionality to a certain extent. The construction of the SG space is based on the cost-benefit analysis of the finite-dimensional subspaces of $H$ ([13, 19]). Assuming a certain regularity, this method requires only $O(N \log N)$ degrees of freedom with essentially no loss of the approximation power. We will introduce the sparse grid space and discuss the corresponding discretization of the ARE in Section 3.

An immediate advantage of the SG method is the $O(N \log N)$ memory requirement, which is nearly linear. Nonetheless, a straightforward evaluation of the ARE approximated in the SG space results in the complexity of $O(N^2 \log N)$ (see [27]). Interestingly, this can be improved considerably. In the present article, we derive an algorithm that requires $O(N^{3/2})$ operations and prove its complexity bound. This is our main result and subject of Section 4.

The $O(N^{3/2})$ complexity is the square root of the $O(N^3)$ cost of the regular tensor product approach. This result, combined with the $O(N \log N)$ memory usage, presents the SG discretization as a viable alternative for solving large-scale algebraic Riccati equations. We demonstrate our approach by numerical experiments in Section 5 in order to validate our theoretical findings. Finally, in Section 6, we state concluding remarks.

2. Algebraic Riccati equation in Hilbert spaces

This section introduces the algebraic Riccati equation on spaces of Hilbert–Schmidt operators. We closely follow the presentations in [4, Chapter II, Section 3.3] and [44, 45]. This approach is also described, for example, in [47].

Suppose we are given Hilbert spaces $Z \subset H \subset Z'$, whereby $Z'$ is the dual space of $Z$, and a linear operator $A \in \mathcal{L}(Z, Z')$ with the following properties:

(i) $Z$ is densely, continuously and compactly (compare e.g. [24, Chapter 6]) embedded into $H$,

(ii) the operator $A$ is $Z$-elliptic (cf. [24, p. 154]), i.e. for the inner product $\langle \cdot, \cdot \rangle_H$ on $H$ there holds

$$\exists \alpha > 0 : \langle Au, u \rangle_H \geq \alpha \|u\|^2_Z \text{ for all } u \in Z.$$ 

Let $\mathcal{H} = HS(H)$ denote the spaces of Hilbert–Schmidt operators on $H$ and $[\cdot, \cdot]_H$ the corresponding inner product. Furthermore, let $\mathcal{K}$ be the cone of self-adjoint and positive definite operators from $\mathcal{H}$, i.e.

$$\mathcal{K} = \{ \Phi \in \mathcal{H} : \Phi = \Phi^*, \Phi \geq 0 \}.$$
We are interested in the following algebraic Riccati equation in the space $\mathcal{H}$

\begin{equation}
A^*P + PA + P^2 = Q, \quad Q \in \mathcal{K}.
\end{equation}

Equations of this form appear, among others, in the context of linear quadratic optimal control problems with infinite time horizon. As an example, let us take the spaces $Z = L^2_0(\Omega)$, $H = L^2(\Omega)$, and an $H^1_0(\Omega)$-elliptic, second order differential operator

\begin{equation}
A \in \mathcal{L}(H^1_0(\Omega), H^{-1}(\Omega)), \quad Az = \sum_{i,j=1}^d c_i(a_{i,j}(x)\partial_j z) + \sum_{i=1}^d b_i(x)\partial_i z + c(x)z.
\end{equation}

Then, we consider the abstract differential equation

\begin{equation}
\begin{cases}
\frac{dz}{dt}(t) = Az(t) + u(t), & t \in (0, T], \\
z(0) = z_0, & z_0 \in H,
\end{cases}
\end{equation}

and an observation operator $C \in \mathcal{L}(H, H)$ with the property $C^*C \in \mathcal{H}$. Our goal is to find a function $u \in L^2((0, T); H)$ which minimizes the quadratic cost functional

$$\int_0^T \{\|Cz(t)\|_H^2 + \|u(t)\|_H^2\} \, dt.$$ 

It is well known that the minimizer $u_{\text{opt}}$ is given by the feedback formula $u_{\text{opt}}(t) = P_{z_{\text{opt}}}(t)$ (cf. [9, Part V, Chapter 1], [18, 37] and [39, Chapter III, Section 4]), where $z_{\text{opt}}$ is the solution of the closed loop system associated to (2) (see e.g. [9, p. 480]), and $P$ satisfies (ARE) for the data $Q = C^*C$.

The discussion of the solvability of (ARE) can be conducted within the framework of the theory of monotone operators on Banach spaces. To translate (ARE) into this setting, let $HS(Z', H)$ and $HS(H, Z)$ be the spaces of Hilbert-Schmidt operators from $Z'$ to $H$ and from $H$ to $Z$, respectively. Moreover, we define

$$\mathcal{G} = HS(Z', H) \cap HS(H, Z).$$

Let us write the linear and quadratic parts of (ARE) as the operators

\begin{equation*}
\mathcal{A} : \mathcal{D}(\mathcal{A}) \to \mathcal{G}', \quad \mathcal{A}(\Phi) = A^*\Phi + \Phi A, \quad \mathcal{D}(\mathcal{A}) = \{\Phi \in \mathcal{G} : A(\Phi) \in \mathcal{H}\} \subset \mathcal{G},
\end{equation*}

and

\begin{equation*}
\mathcal{B} : \mathcal{D}(\mathcal{B}) \to \mathcal{H}, \quad \mathcal{B}(\Phi) = \Phi^2, \quad \mathcal{D}(\mathcal{B}) = \mathcal{K} \subset \mathcal{H}.
\end{equation*}

Here, we denote with $\mathcal{D}$ the domain of an operator.

With the above definitions at hand, the problem of solving (ARE) becomes a problem of finding the solution to the nonlinear operator equation

\begin{equation}
\mathcal{F}(P) = \mathcal{A}(P) + \mathcal{B}(P) = A^*P + PA + P^2 = Q, \quad Q \in \mathcal{K}.
\end{equation}

The existence and uniqueness of a solution to (3) is guaranteed by the following theorem.

**Theorem 2.1.** ([4, Theorem 3.9, p.91]) Let $Q \in \mathcal{K}$. Under the above hypotheses, there exists a unique $P \in \mathcal{H}$ such that

$$\mathcal{F}(P) = Q, \quad P = P^*, \quad P \geq 0, \quad P \in \mathcal{G}.$$
Remark 2.2. An optimal control problem usually involves a control operator $B$. The framework considered here can be generalised to such cases. To do so, we take the quadratic part

$$B : \mathcal{D}(B) \to \mathcal{H}, \quad B(\Phi) = \Phi B B^* \Phi, \quad \mathcal{D}(B) = \mathcal{K} \subset \mathcal{H},$$

and assume that $B$ is bounded from $\mathcal{K}$ to $\mathcal{H}$, monotone on $\mathcal{K}$, i.e.

$$\forall \Phi, \Psi \in \mathcal{K} : [B(\Phi) - B(\Psi), \Phi - \Psi]_H \geq 0,$$

and satisfies $\mathcal{K} \subset [\text{Id}_H + \lambda B](\mathcal{K})$ for every $\lambda > 0$. These assumptions are fulfilled, for example, if $BB^* \in \mathcal{L}(H, H)$ (cf. [4, p. 94]). The corresponding algebraic Riccati equation becomes in this case

$$A^* P + PA + P B B^* P = C^* C.$$

For the sake of clarity in presentation, we will stick to the case $B = \text{Id}_H$.

3. Sparse grid discretization

Sparse grids are a numerical discretization technique that is of particular interest for high-dimensional problems. This section recalls the main ideas by following the presentation [51]. A detailed presentation can be found in [1, 13, 17, 19, 43], see also [12, 24, p. 260], [25, p. 280], and [26, 29, 30]. We will use sparse grids to construct appropriate ansatz spaces of finite dimensional operators for the approximation of (ARE).

Throughout the following, we denote by small bold letters, e.g. $i \in \mathbb{N}^2$, a two-dimensional multi-index, i.e. $i = (i_1, i_2)$. In contrast, cursive letters, e.g. $i \in \mathbb{N}$, are used as usual indices. If not stated otherwise, we assume $J \in \mathbb{N}$ and $i, i_1, j, j_1, \ell \in \{0, 1, \ldots, J\}$.

3.1. Construction of the sparse grid. Suppose we are given a nested sequence of finite dimensional subspaces $Z_j \subset Z$, that is

$$Z_0 \subset Z_1 \subset Z_2 \subset \cdots \subset Z_J \subset Z.$$

Consider a space $V$ with $Z \otimes Z \subset V$, whereby $\otimes$ denotes the algebraic tensor product, and the completion can be taken with respect to an appropriate norm. Our goal is to construct a finite dimensional subspace of $V$ using the spaces $Z_j$.

In accordance with [13, 19, 29], let us introduce the hierarchical difference spaces $W_j$ via

$$W_j := Z_j \ominus Z_{j-1}, \quad \text{where } Z_{-1} := \{0\},$$

and set $N_j := \dim W_j$. We will refer to the index $j$ as level.

Assumption 3.1. We shall assume that $N_j$ behaves like an increasing geometric sequence. This is, for example, the case if the sequence $\{Z_j\}$ is constructed from dyadic subdivisions of a given coarse grid triangulation or tetrahedralization of the underlying domain. In this particular case, we obtain $|N_j| = \mathcal{O}(2^j)$.

Let $W_j = W_{(j_1, j_2)}$ denote the tensor product of the two spaces $W_{j_1}$ and $W_{j_2}$

$$W_j := W_{j_1} \otimes W_{j_2} = (Z_{j_1} \ominus Z_{j_1-1}) \otimes (Z_{j_2} \ominus Z_{j_2-1}).$$

The dimension of $W_j$ is $N_j := \dim W_j = N_{j_1} N_{j_2}$. With these spaces at hand, we first introduce the full tensor product space $V_j$ by the direct sum

$$V_j := \bigoplus \limits_{j_1, j_2 \leq j} W_{(j_1, j_2)} = \bigoplus \limits_{\|\ell\|_\infty \leq j} W_{\ell}, \quad \text{for } \ell \in J^2.$$
The discretization on $V_J$ suffers from the curse of dimensionality, i.e. the number of degrees of freedom in the space $V_J$ is $N_J^2$. However, provided certain regularity, a function $f \in V$ can be approximated by sparse grids at essentially the same rate with only $O(N_J \log N_J)$ degrees of freedom.

The idea of a sparse grid is to consider only those basis functions in the space $V_J$, which have a large contribution to the representation of a function $f \in V$ to be approximated, cf. [13, 19]. We denote the sparse grid function space with $\hat{V}_J$ and give the following formal definition

$$
\hat{V}_J := \bigoplus_{j_1 + j_2 \leq J} W_{(j_1, j_2)} = \bigoplus_{\| j \|_1 \leq J} W_j.
$$

In order to illustrate this construction, we shall consider the representation of the sparse grid space $\hat{V}_J$ in terms of the basis of the space $Z_J$. To this end, we assume the space $Z_J$ to be spanned by some hierarchical basis $\{\phi_k\}_{k=1}^{N_J}$. Then, if the functions $\{\phi_{(j_1, j_2)}\}_{j_2 \leq 1}^{N_J}$ span the spaces $W_{j_1}$, that is

$$
Z_{J_1} \ominus Z_{J_1 - 1} = W_{J_1} = \text{span}\{\phi_{(j_1, j_2)} : j_2 = 1, \ldots, N_{J_1}\},
$$

we can write

$$
\hat{V}_J = \text{span}\{\phi_{(i_1, i_2)} \otimes \phi_{(j_1, j_2)} : i_1 + j_1 \leq J, \ i_2 = 1, \ldots, N_{i_1}, \ j_2 = 1, \ldots, N_{j_1}\}.
$$

By comparison of (4) and (5), one figures out that $\hat{V}_J$ is obtained from $V_J$ by discarding the hierarchical difference spaces with $j_1 + j_2 > J$. This construction leads to a much smaller number of degrees of freedom

$$
\dim \hat{V}_J = O(N_J \log N_J).
$$

In general, for sparse grids on $m$-fold tensor product spaces, there holds $\dim \hat{V}_J = O(N_J \log N_J^{m-1})$ while essentially no approximation power is lost provided that the function to be approximated exhibits extra smoothness in terms of bounded mixed derivatives. In other words, the exponential dependency on the dimension is only in the log $N_J$ factor, which substantially reduces the dimension of the sparse grid space compared to the full tensor product space.

3.2. Orthogonal projection onto the sparse grid. In the following, our aim is to use operator spaces associated to $\hat{V}_J$ to discretize (ARE). In order to achieve this, we first discuss the orthogonal projections onto the spaces $\hat{V}_J$ in this subsection.

Let $\Pi_{Z_J} \in \mathcal{L}(H, H)$ denote the orthogonal projection with respect to $\| \cdot \|_H$ onto the space $Z_J$. We define

$$
\Delta \Pi_{Z_J} := \Pi_{Z_J} - \Pi_{Z_{J-1}} = \Pi_{Z_J} (\text{Id}_H - \Pi_{Z_{J-1}}),
$$

where we set $\Pi_{Z_0} := 0$. The following lemma recalls some properties of the operators $\Delta \Pi_{Z_J}$.

Lemma 3.2. The operators $\Delta \Pi_{Z_J} \in \mathcal{L}(H, H)$ are $H$-orthogonal projections with

$$
\text{im} (\Delta \Pi_{Z_J}) = Z_J \cap Z_{J-1}^\perp, \quad \ker (\Delta \Pi_{Z_J}) = Z_J^\perp \oplus Z_{J-1}.
$$

Proof. Using the definition (7), we have $\Delta \Pi_{Z_J}^2 = \Delta \Pi_{Z_J}$ and $\Delta \Pi_{Z_J} \Delta \Pi_{Z_J} = \Delta \Pi_{Z_J}$. This proves that $\Delta \Pi_{Z_J}$ is an orthogonal projection.
To characterize the image and the kernel of $\Delta \Pi Z_j$, consider an arbitrary function $g \in \text{im} (\Delta \Pi Z_j)$. There holds

$$g = \Delta \Pi Z_j g = \Pi Z_j (\text{Id}_Z - \Pi Z_{j-1}) g.$$ 

This implies $g \in \text{im} (\Delta \Pi Z_j) \iff g \in Z_i \cap Z_{j-1}$ (see [16, Lemma 2 (d), p. 481]). Because $\Delta \Pi Z_j$ is an orthogonal projection, we conclude that (cf. [11, Section 2.5])

$$\text{ker} (\Delta \Pi Z_j) = [\text{im} (\Delta \Pi Z_j)]^\perp = (Z_j \cap Z_{j-1})^\perp = Z_j^\perp \oplus Z_{j-1}.$$ 

$\square$

In the next step, let us recall the connection between the operator space $\mathcal{H}$ and the tensor product $Z \otimes Z$. To this end, we consider the scalar product

$$\langle g_1 \otimes g_2, h_1 \otimes h_2 \rangle := \langle g_1, h_1 \rangle_H \langle g_2, h_2 \rangle_H, \quad g_1, g_2, h_1, h_2 \in H,$$

and the induced norm $\|g\| = \sqrt{\langle g, g \rangle}$. We define $V^H := H \otimes_{\| \cdot \|} H \simeq Z \otimes_{\| \cdot \|} Z$, i.e. $V^H$ is the tensor product of the Hilbert space $H$ with itself (see [25, Section 4.5, p. 142] or [38, p. 20]). Recall that $V^H$ is isometric to the space $\mathcal{H}$ (cf. [25, Lemma 4.119] or [3, p. 296]). This allows to construct orthogonal projections in $\mathcal{H}$ by using orthogonal projections in $V^H$, which are discussed in the next lemma.

**Lemma 3.3.** Let $\Pi \hat{\phi}_j$ denote the $V^H$-orthogonal projection onto $\hat{V}_j$. Then

$$\Pi \hat{\phi}_j = \sum_{i+j \leq j} \Delta \Pi Z_i \otimes \Delta \Pi Z_j = \sum_{i+j \leq j} \Pi Z_{i-j+1} \otimes \Delta \Pi Z_j = \sum_{i+j \leq j} \Delta \Pi Z_i \otimes \Pi Z_{j-i+1}.$$ 

**Proof.** See [16, p. 514], [2, p. 321], and a similar result in [28]. $\square$

### 3.3. Discretization of the algebraic Riccati equation

Our goal in this subsection is to derive a discrete version of (ARE). To this end, let $g, h \in H$ and consider the map

$$(8) \quad K(g \otimes h) = g \langle h, \cdot \rangle_H \in \mathcal{H}.$$ 

There holds $\|g \otimes h\| = \|g\| \|h\|_H$ (see [25, Lemma 4.119] or [3, p. 296] for example), which means that $K$ extends (by linearity and continuity) to a bijective isometry from $V^H$ to $\mathcal{H}$. We shall denote this extension again by $K$.

Let us define for $\|i\|_2 \leq J$

$$\mathcal{W}_i = \{ \phi \Pi W_{i} : \phi \in \mathcal{L}(W_{i_2}, W_{i_1}) \} = K(W_i),$$

and

$$\hat{V}_J = \bigoplus_{\|i\|_2 \leq J} \mathcal{W}_i = K(\hat{V}_J), \quad V_J = \bigoplus_{\|i\|_2 \leq J} \mathcal{W}_i = K(V_J).$$

Then, to compute an approximate solution to (ARE), we are going to consider the Galerkin discretization with $\hat{V}_J$ as the trial and ansatz space. The following lemma and Theorem 3.5 allow to give an explicit representation of the discrete version of (ARE) in terms of the $\mathcal{H}$-orthogonal projection to $\hat{V}_J$.

**Lemma 3.4.** Let $G_1, G_2$ be Hilbert spaces and $K \in \mathcal{L}(G_1, G_2)$ be a bijective isometry. Then, any orthogonal projection $\Pi_1 : G_1 \rightarrow G_1$ satisfies the identity $\Pi_1 = K^{-1} \Pi_2 K = K^\ast \Pi_2 K$, whereby $\Pi_2 : G_2 \rightarrow G_2$ is the orthogonal projection such that

$$\text{im} (\Pi_2) = K(\Pi_1(G_1)), \quad \text{ker} (\Pi_2) = K(\Pi_1(G_1)^\perp).$$
Proof. $K$ is a surjective isometry and therefore unitary (see [50, p. 259] for example). Recall that there holds $K^{-1} = K^*$ for bijective unitary operators. By using this result, we obtain
\[
\Pi_2 = (K \Pi_1 K^*)^* = K \Pi_1 K^* = \Pi_2, \quad \Pi_2^2 = (K \Pi_1 K^*)^2 = K \Pi_1 K^* = \Pi_2,
\]
which shows that $\Pi_2$ is an orthogonal projection on $G_2$.

In order to characterize the kernel and the image of $\Pi_2$, we compute
\[
g \in \ker(\Pi_2) \iff 0 = \Pi_2 g = K \Pi_1 K^* g \iff K^* g \in \ker(\Pi_1) \iff g \in K((\Pi_1(G_1)^\perp),
\]
and
\[
g \in \im(\Pi_2) \iff g = \Pi_2 g = K \Pi_1 K^* g \iff K^* g \in \im(\Pi_1) \iff g \in K((\Pi_1(G_1))^\perp).
\]

With the help of this lemma, we arrive at the following theorem.

**Theorem 3.5.** Let $\Phi \in \mathcal{H}$. Then, the $\mathcal{H}$-orthogonal projection of $\Phi$ onto $\hat{V}_J$ is given by
\[
\Pi_{\hat{V}_J}(\Phi) = \sum_{i+j \leq J} \Delta \Pi_{Z_i} \Phi \Delta \Pi_{Z_i}.
\]

**Proof.** Application of Lemma 3.4 yields
\[
\Pi_{\hat{V}_J}(\Phi) = [K \Pi K^*](\Phi) = K \left( \Pi K^* \left( \sum_{i=1}^{\infty} \sigma_i u_i \langle \cdot, \cdot \rangle_H \right) \right),
\]
whereby $\sum_{i=1}^{\infty} \sigma_i u_i \langle \cdot, \cdot \rangle_H$ is the singular value decomposition of $\Phi$, and $\Pi$ is the orthogonal projection with
\[
\im(\Pi) = K^* \left( \Pi_{\hat{V}_J}(\mathcal{H}) \right) = K^* \left( \hat{V}_J \right) = \hat{V}_J, \quad \ker(\Pi) = K^* \left( \Pi_{\hat{V}_J}(\mathcal{H})^\perp \right) = \hat{V}_J^\perp.
\]

Therefore $\Pi = \Pi_{\hat{V}_J}$.

By continuity of $\Pi_{\hat{V}_J}$ and Lemma 3.3, we have
\[
\Pi_{\hat{V}_J} \left( \sum_{i=1}^{\infty} \sigma_i u_i \otimes v_i \right) = \sum_{i=1}^{\infty} \sigma_i \Pi_{\hat{V}_J}(u_i \otimes v_i) = \sum_{i=1}^{\infty} \sigma_i \left[ \sum_{k+l \leq J} \Delta \Pi_{Z_k} \otimes \Delta \Pi_{Z_l} \right] (u_i \otimes v_i)
\]
\[
= \sum_{k+l \leq J} \sum_{i=1}^{\infty} \sigma_i (\Delta \Pi_{Z_k} u_i) \otimes (\Delta \Pi_{Z_l} v_i).
\]

Mapping back to $\mathcal{H}$ gives
\[
K \left( \sum_{k+l \leq J} \sum_{i=1}^{\infty} \sigma_i (\Delta \Pi_{H_k} u_i) \otimes (\Delta \Pi_{H_l} v_i) \right) = \sum_{k+l \leq J} \sum_{i=1}^{\infty} \sigma_i (\Delta \Pi_{H_k} u_i) \langle \Delta \Pi_{H_l} v_i, \cdot \rangle_H
\]
\[
= \sum_{k+l \leq J} \Delta \Pi_{H_k} \sum_{i=1}^{\infty} \sigma_i u_i \langle \cdot, \cdot \rangle_H \Delta \Pi_{H_l} \sum_{i=1}^{\infty} \sigma_i u_i \langle v_i, \cdot \rangle_H \Delta \Pi_{H_i}.
\]

**Corollary 3.6.** The Galerkin discretization of (ARE) is given by
\[
(\text{ARE-P}) \quad \text{find } P \in \hat{V}_J \text{ such that } \sum_{i+j \leq J} \Delta \Pi_{Z_i} \left( A^* P + PA + P^2 - Q \right) \Delta \Pi_{Z_j} = 0.
\]
Proof. Recall that the Galerkin discretization is defined via
\[
\text{find } P \in \tilde{V}_J, \text{ so that } \forall \Psi \in \tilde{V}_J : \left[ A^*P + PA + P^2 - Q, \Psi \right]_H = 0,
\]
compare e.g. [24, p. 184]. The second condition is equivalent to considering the \(H\)-orthogonal projection of \(A^*P + PA + P^2 - Q\) onto \(\tilde{V}_J\). The statement follows now by applying Theorem 3.5.

3.4. Matrix equation. In this subsection, we derive a matrix equation associated to (ARE-P). To this end, similar to (6), let us fix a hierarchical basis \(\{\phi_k\}_{k=1}^{N_J}\) of \(Z_J\), and denote the corresponding bases of the hierarchical increments \(W_i\) with \(\{\phi_{(i,j)}\}_{j=1}^{N_i}\), i.e.
\[
Z_J = \text{span}\{\phi_k : k = 1, \ldots, N_J\}, \quad W_i = \text{span}\{\phi_{(i,j)} : j = 1, \ldots, N_i\},
\]
and
\[
\{\phi_k\}_{k=1}^{N_J} = \bigcup_{i \in J} \{\phi_{(i,j)}\}_{j=1}^{N_i}.
\]

We start the derivation of the matrix equation by introducing the prolongation operator (see [24, p. 184] for example) associated to \(\{\phi_k\}_{k=1}^{N_J}\),
\[
I : \mathbb{R}^{N_J} \to H, \quad (\alpha_1, \alpha_2, \ldots, \alpha_{N_J}) \mapsto \sum_{k=1}^{N_J} \alpha_k \phi_k.
\]
Its adjoint \(I^* : H' \to (\mathbb{R}^{N_J})' \simeq \mathbb{R}^{N_J}\) with respect to \(\langle \cdot, \cdot \rangle_H\) is called restriction operator. It is defined canonically by
\[
(I^* v, \alpha) = \langle v, I \alpha \rangle_H \quad \text{for all } v \in H, \alpha \in \mathbb{R}^{N_J}.
\]
Here, \((\cdot, \cdot)\) denotes the Euclidean scalar product of \(\mathbb{R}^{N_J}\). Recall that for the image of \(I^*\) there holds (see [24, p. 187] for example)
\[
[I^* v]_{k=1}^{N_J} = \left[ \langle v, \varphi_k \rangle_H \right]_{k=1}^{N_J} \in \mathbb{R}^{N_J}.
\]

In order to introduce the prolongation and restriction operators associated to the spaces \(W_j\), let us use the identification
\[
\mathbb{R}^{N_J} = \bigoplus_{j \leq j} \mathbb{R}^{N_j},
\]
i.e. the spaces \(\mathbb{R}^{N_j}\) correspond to the coefficients associated to the hierarchical increments \(W_j\). The prolongations and restrictions for the spaces \(W_j\) are defined via
\[
I_j : \mathbb{R}^{N_j} \to H, \quad I_j \alpha \mapsto \begin{cases} I \alpha, & \alpha \in \mathbb{R}^{N_j}, \\ 0, & \text{else}, \end{cases}
\]
and
\[
I^*_j : H \to \mathbb{R}^{N_j}, \quad [I^*_j v]_{k=1}^{N_J} = \begin{cases} \langle v, \varphi_k \rangle_H, & \varphi_k \in W_j, \\ 0, & \text{else}. \end{cases}
\]
To simplify the notation in the following, we shall set
\[
\bar{I}^* := \sum_{j \leq n} I^*_j, \quad \bar{I} := \sum_{j \leq n} I_j, \quad n \leq J.
\]
Recall that $I$ is bijective from $\mathbb{R}^{N_J}$ to $Z_J$, and $I^*$ is bijective from $Z_J$ to $\mathbb{R}^{N_J}$. Therefore, we can consider the inverse operators
\[
I^{-1} : Z_J \to \mathbb{R}^{N_J}, \quad I^{-1} v = \alpha \iff I \alpha = v,
\]
and
\[
I^{-*} : \mathbb{R}^{N_J} \to Z_J, \quad I^{-*} \alpha = v \iff I^* v = \alpha.
\]

By using the bijectivity of $I$ and $I^*$, it is possible to identify an operator from $V_J$ with a matrix. To be more precise, we will consider the following spaces of matrices
\[
H_\mathcal{N} := \bigoplus_{|J| = J} \mathbb{R}^{N_{j1} \times N_{j2}} \simeq V_J, \quad \hat{V}_J := \bigoplus_{|J| \leq J} \mathbb{R}^{N_{j1} \times N_{j2}} \simeq \hat{V}_J.
\]
In particular, $\hat{V}_J \subset \hat{V}_J$ is the linear subspace associated to the operators from $\hat{V}_J$.

As the first step to derive a matrix equation for (ARE-P), we give a characterization of the $H$-orthogonal projection onto $\hat{V}_J$ in terms of the prolongation and restriction operators. This is the statement of Lemma 3.8. For the sake of clear representation, we prove the following intermediate result first.

**Lemma 3.7.** For all $\ell \leq J$ there holds
\[
\tilde{I}_{j-\ell}^* \Pi \hat{V}_J \Phi \Pi \ell = \tilde{I}_{j-\ell}^* \Phi \Pi \ell.
\]

*Proof.* Recall that according to Lemma 3.2 there holds
\[
\Delta \Pi_Z \ell = 0 \quad \text{for } j > \ell.
\]
Moreover, by using the representation (9), we obtain $I^*_j \Pi_Z j = I^*_j$ for $j \geq \ell$, and therefore
\[
\tilde{I}_{j-\ell}^* \Pi_Z j = \tilde{I}_{j-\ell}^* \quad \text{for } j \leq \ell.
\]
By applying the formulas (11) and (12), we finally compute
\[
\tilde{I}_{j-\ell}^* \Pi \hat{V}_J \Phi \Pi \ell = \tilde{I}_{j-\ell} \sum_{j \leq \ell} \Pi Z_j \Phi \Delta \Pi Z_j \ell \overset{(11)}{=} \tilde{I}_{j-\ell} \sum_{j \leq \ell} \Pi Z_j \Phi \Delta \Pi Z_j \ell \overset{(12)}{=} \tilde{I}_{j-\ell} \sum_{j \leq \ell} \Phi \Delta \Pi Z_j \ell = \tilde{I}_{j-\ell} \Phi \Pi Z_j \ell = \tilde{I}_{j-\ell} \Phi \Pi \ell.
\]

\[
\text{□}
\]

**Lemma 3.8.** Let $\Phi, \Psi \in H$. Then
\[
\Pi \hat{V}_J (\Phi) = \Pi \hat{V}_J (\Psi)
\]
if and only if
\[
\forall k + \ell \leq J : I^*_k \Phi \Pi \ell = I^*_k \Psi \Pi \ell.
\]

*Proof.* Assume that (14) is true and note that it is equivalent to
\[
\forall \ell \leq J : \tilde{I}_{j-\ell}^* \Phi \Pi \ell = \tilde{I}_{j-\ell}^* \Psi \Pi \ell.
\]
Consequently, according to Lemma 3.7, we obtain that (14) holds if and only if
\[
\forall k + \ell \leq J : I^*_k \Pi \hat{V}_J (\Phi) \Pi \ell = I^*_k \Pi \hat{V}_J (\Psi) \Pi \ell.
\]
is true. Finally, by using that the mapping
\( \tilde{V}_J \ni \Phi \mapsto \left[ I_{k,t}^J \Pi \tilde{V}_J(\Phi) I_{t,k}^J \right]_{k \leq t \leq J} \in \mathbb{R}^{\tilde{V}_J} \)
is bijective from \( \tilde{V}_J \) to \( \mathbb{R}^{\tilde{V}_J} \), we conclude that (13) is equivalent to (14).

\( \square \)

The condition (14) from Lemma 3.8 can be reformulated with the help of projections in the space \( \mathbb{R}^{V_J} \). This allows us to use the Galerkin matrices of the operators \( A \) and \( Q \) as well as the mass matrix in the discussion of the algorithms for the Riccati equation.

In order to define these projections, we first introduce the matrices \( \Pi_k \in \mathbb{R}^{V_J} \). To this end, let us write \( X_{(j_1,j_2)} \) for the block of \( X \in \mathbb{R}^{V_J} \) corresponding to the subspace \( \mathbb{R}^{N_{j_1} \times N_{j_2}} \), i.e. we have
\[
X = \left[ X_{(j_1,j_2)} \right]_{\| (j_1,j_2) \| \leq J}.
\]
We define \( \Pi_k \) according to
\[
[\Pi_k]_{(j_1,j_2)} = \begin{cases} 
\text{Id}_{\mathbb{R}^{N_k}}, & j_1 = j_2 = k, \\
0, & \text{else}.
\end{cases}
\]
Multiplication of a matrix \( X \in \mathbb{R}^{V_J} \) with \( \Pi_k \) from the left (right) yields the slice of the \( k \)th row (column) of blocks of \( X \), i.e.
\[
[\Pi_k X]_{(j_1,j_2)} = \begin{cases} 
X_{(j_1,j_2)}, & j_1 = k, \\
0, & \text{else},
\end{cases}
\]
and
\[
[X \Pi_k]_{(j_1,j_2)} = \begin{cases} 
X_{(j_1,j_2)}, & j_2 = k, \\
0, & \text{else}.
\end{cases}
\]

Similar to (10), let us use the notation
\[
\Pi_n := \sum_{k \leq n} \Pi_k \quad \text{for } n \leq J.
\]
With the help of (15), we then define the operator
\[
\Pi_{SG} : \mathbb{R}^{V_J} \rightarrow \mathbb{R}^{\tilde{V}_J}, \quad X \mapsto \sum_{k \leq J} \Pi_k X \tilde{\Pi}_{J-k} = \sum_{k \leq J} \tilde{\Pi}_{J-k} X \Pi_k,
\]
which is the orthogonal (with respect to the Frobenius norm) projection from \( \mathbb{R}^{V_J} \) onto \( \mathbb{R}^{\tilde{V}_J} \). In other words, \( \Pi_{SG} \) restricts the coefficients to the subspace \( \mathbb{R}^{\tilde{V}_J} \) which corresponds to a sparse grid. Figure 1 illustrates the action of \( \Pi_{SG} \).

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{Figure1.png}
\caption{Application of \( \Pi_{SG} \) to an element from \( \mathbb{R}^{V_J} \) yields an element of \( \mathbb{R}^{\tilde{V}_J} \).}
\end{figure}

We obtain the following equivalent characterisation of the result of Lemma 3.8 using \( \Pi_{SG} \).
Lemma 3.9. Let $\Phi \in \mathcal{V}$. Denote by $\Xi$ the mapping

$$
\Xi : \mathcal{V} \to \mathbb{R}^{\hat{V}_J}, \quad \Psi \mapsto \sum_{k+\ell \leq J} I_k^* \Psi I_{\ell}.
$$

Then, there holds

$$
\Pi_{SG}(I^* \Phi I) = \Xi(\Phi) = \Xi(\Pi_{\hat{V}_J}(\Phi)),
$$

i.e. the following diagram commutes:

$$
\begin{array}{ccc}
\mathcal{V} & \xrightarrow{\Phi \mapsto I^* \Phi I} & \mathbb{R}^{\hat{V}_J} \\
\downarrow \Pi_{\hat{V}_J} & & \downarrow \Pi_{SG} \\
\hat{V}_J & \xrightarrow{\Xi} & \mathbb{R}^{\hat{V}_J}
\end{array}
$$

Proof. We compute

$$
\Pi_{SG}(I^* \Phi I) = \sum_{k+\ell \leq J} I_k^* \Phi I_{\ell} = \sum_{k+\ell \leq J} I_k^* \Pi_{\hat{V}_J}(\Phi) I_{\ell},
$$

whereby (**) holds by the definition (16) of $\Pi_{SG}$ and (**) due to Lemma 3.7. $\square$

With the above results at hand, we can reformulate (ARE-P) in terms of matrices.

Theorem 3.10. Let $Q \in \mathcal{K}$ and $A_J = I^* A I, E_J = I^* I, Q_J = I^* Q I$. Then, $\Phi \in \hat{V}_J$ is a solution of (ARE-P) if and only if $\hat{X} = I^{-1} \Phi \cdot I$ is a solution of (ARE-M)

$$
\Pi_{SG} \left( A_J \hat{X} E_J + E_J \hat{X} A_J + E_J \hat{X} E_J \hat{X} E_J - Q_J \right) = 0.
$$

Proof. Let $\Phi \in \hat{V}_J$ be a solution of (ARE-P). According to Lemma 3.9, this is equivalent to

$$
\Pi_{SG} \left( I^* (A \Phi + \Phi A + \Phi^2 - Q) I \right) = 0.
$$

Using $\hat{X} = I^{-1} \Phi \cdot I$ in $\mathbb{R}^{\hat{V}_J}$, we can rewrite (ARE) as

$$
A \Phi + \Phi A + \Phi^2 = A \hat{X} I^* I + I \hat{X} I^* A + I \hat{X} I^* I \hat{X} I^*.
$$

Multiplying with $I^*$ from the left and with $I$ from the right gives

$$
I^* A \hat{X} I^* I + I^* I \hat{X} I^* A I + I^* I \hat{X} I^* I \hat{X} I^* I
= A_J \hat{X} E_J + E_J \hat{X} A_J + E_J \hat{X} E_J \hat{X} E_J.
$$

Thus, we conclude that (17) is equivalent to (ARE-M). $\square$
4. Evaluation of the algebraic Riccati equation in the sparse grid space

In this section, we present algorithms for evaluating the Riccati equation in the sparse grid space. We consider the linear part in Subsection 4.2 and the quadratic part in Subsection 4.3. Both parts are combined to derive the final approach for solving the algebraic Riccati equation in Subsection 4.4.

To better understand the results presented, recall that there is a close relation between expressions involving operators from $pV_J$ and those involving functions from $pV_J$. This connection is rooted in the tensor product structure of the discretization space. Consequently, there are two equivalent approaches to discuss the algorithms for the sparse grids. In our presentation, we formulate the algorithms from the perspective of the operator approach using the associated discretization matrices. The relevant connection with the formulation in terms of function from the space $pV_J$ is briefly outlined in Subsection 4.2.

4.1. Notation. Throughout the following, let $S : Z \to Z'$ be a linear operator. Likewise to Theorem 3.10, we denote the Galerkin matrix of $S$ with respect to the space $Z_J$ by $S_J = I^*SI \in \mathbb{R}^{N_J \times N_J}$, and use the notation
\[
\tilde{S}_k = \sum_{j \leq k} \tilde{H}_{j-1} S_J H_j \quad \text{such that} \quad \tilde{S}_k \in \mathbb{R}^{N_J \times N_J},
\]
which is analogous to that introduced in (10) and (15). In other words, $\tilde{S}_k$ is the Galerkin matrix of $S$ with respect to the space $Z_k$ extended by 0 such that $\tilde{S}_k \in \mathbb{R}^{N_J \times N_J}$ holds. Note that we also use the same notation for other matrices.

We will repeatedly use coefficient matrices associated with the elements from the space $V_J$, respectively from $V_J$, in our presentation. To be more precise, let us consider a function $x \in V_J$. The associated coefficient matrix $X \in \mathbb{R}^{V_J}$ is defined by
\[
X = I^{-1}K(x)I^{-*}.
\]
Here, $K$ denotes the isomorphism between $V^H$ and $\mathcal{H}$ introduced in (8). We will refer to elements of $\hat{V}_J$ as sparse grid functions and to elements of $\mathbb{R}^{\hat{V}_J}$ as sparse grid matrices. Note that the coefficients of matrices are stored in blocks corresponding to the spaces $W_j$ (cf. [30] for example). In particular, this means that for $\hat{X} \in \mathbb{R}^{\hat{V}_J}$ there holds
\[
\forall j_1 + j_2 > J : \hat{X}_{(j_1,j_2)} = 0 \in \mathbb{R}^{N_{j_1} \times N_{j_2}}.
\]

To simplify the notation, we make two assumptions throughout this section. First, we assume $S$ to be self-adjoint. The results presented can be easily adapted to the non-self-adjoint case by replacing $S$ with $S^\top$ where necessary. Second, for the sake of simplicity, we will restrict ourselves to the one-dimensional case, i.e. $d = 1$. This affects only the derivation of the complexity bounds, which however can be generalized in a straightforward manner to the desired setting in arbitrary dimension $d \in \mathbb{N}$ by adapting the proofs of Lemmas 4.3 and 4.7.

4.2. UniDir algorithm and evaluation of the linear part. In this subsection, we discuss the evaluation of the linear part of the discretized Riccati equation by means of the UniDir algorithm (cf. [13, 51]). Originally, UniDir was introduced to compute the matrix-vector product in the space $\hat{V}_J$ for a tensor product operator,
i.e. the expression \((S \otimes S)\hat{x}\), where \(\hat{x} \in \hat{V}_J\). Algorithms which employ similar techniques were developed in [26, 29, 30]. Assuming that the complexity of the evaluation of \(S\) on the spaces \(Z_k\) is linear, UniDir performs the matrix-vector multiplication \((S \otimes S)\hat{x}\) again with linear complexity \(\mathcal{O}(\dim \hat{V}_J) = \mathcal{O}(N_J \log N_J)\).

Various representations of UniDir are already available in the literature. Our main motivation for giving a different derivation is to discuss several intermediate results which are not present in the literature in this form. These results, such as Lemma 4.2 for example, are used in Subsection 4.3 and allow for a shorter and more concise derivation of the algorithm for the quadratic part.

The need to develop specialized algorithms for the matrix–vector multiplications in the space \(\hat{V}_J\) arises from a typical situation in which the spaces \(\mathcal{V}_J\) are already available in the literature. Our main motivation for giving a different derivation is to discuss several intermediate results which are not present in the literature in this form. These results, such as Lemma 4.2 for example, are used in Subsection 4.3 and allow for a shorter and more concise derivation of the algorithm for the quadratic part.

Let us consider a function \(x \in \mathcal{V}_J\) first. By using the tensor product structure of the operator \(S \otimes S\), we get the equivalent representation

\[(18) \quad Y = S_J X S_J\]

for the product \((S \otimes S)x\). Here, \(X \in \mathbb{R}^{\mathcal{V}_J}\) is the coefficient matrix associated with \(x\). The formulation (18) provides an important link between the spaces \(\mathcal{V}_J\) and \(\hat{V}_J\). It allows the algorithms developed for the matrix-vector multiplication to be adapted to evaluate products of operators.

The situation is different in the case of \(\hat{x} \in \hat{V}_J\). A representation as in (18) is not possible, as the sparse grid on \(\Omega \times \Omega\) is not a tensor product of grids on \(\Omega\), but rather a sum of tensor products (cf. [51] for example). However, we can express \((S \otimes S)\hat{x}\) in accordance with

\[(19) \quad [Y]_j = \sum_{\|i\|_1 \leq J} S_{(j_1, i_1)} \hat{X}_{(i_1, j_2)} S_{(j_2, i_2)}, \quad \|j\|_1 \leq J,\]

where \(\hat{X}\) is the coefficient matrix of \(\hat{x}\).

Roughly speaking, UniDir is based on two ideas. First, note that each summand on the right-hand side of (19) can be evaluated by computing the left or right product in the first place, resulting in different computation costs. A detailed discussion of associated complexities can be found in [29]. Second, although each summand has unique indices \(i\) and \(j\), some of the products \(S_{(j_1, i_1)} \hat{X}_{(i_1, j_2)}\) or \(\hat{X}_{(i_1, j_2)} S_{(j_2, i_2)}\) appear multiple times. UniDir avoids repeated evaluation of these products by properly parenthesizing the sum in (19) and factoring out common terms.

Both ideas are reflected in the following splitting of the matrix \(S_J\) in the lower (top down) part \(L_J\) and the upper (bottom up) part \(U_J\)

\[(20) \quad S_J = L_J + U_J, \quad L_J = \left[S_{(j_1, j_2)}\right]_{j_1, j_2 \leq J}, \quad U_J = \left[S_{(j_1, j_2)}\right]_{j_1 \leq j_2, j_1, j_2 \leq J}.\]

With (20), we compute the product \(S_J \hat{X} S_J\) as

\[(21) \quad S_J \hat{X} S_J = U_J \hat{X} S_J + L_J \hat{X} S_J,\]

This approach leads to linear complexity, provided the following assumption holds.
Assumption 4.1. The matrix–vector products for the matrices \( \tilde{S}_k, \tilde{L}_k, \tilde{U}_k \) can be evaluated for \( k \leq J \) with complexity \( O(N_k) \).

To derive UniDir formally, let us start with the following lemma regarding the interaction between the matrices \( L_J \) and \( U_J \) and the operator \( \Pi_{SG} \). We will use this result for the derivation of the UniDir as well as for the quadratic part algorithm.

Lemma 4.2. Let \( \tilde{X} \in \mathbb{R}^{V_J} \) and \( X \in \mathbb{R}^{V_J} \). Define \( L_J, U_J \in \mathbb{R}^{N_J \times N_J} \) as in (20) and \( \Pi_{SG} \) as in (16). Then, there holds

(a) \( \Pi_{SG}(U_J \tilde{X}) = U_J \tilde{X} \) and \( \Pi_{SG}(\tilde{X} L_J) = \tilde{X} L_J \), i.e. \( U_J \tilde{X} \) and \( \tilde{X} L_J \) are again elements of \( \mathbb{R}^{V_J} \).

(b) \( \Pi_{SG}(L_J X) = \Pi_{SG}(L_J \Pi_{SG}(X)) \) and \( \Pi_{SG}(X U_J) = \Pi_{SG}(\Pi_{SG}(X) U_J) \).

Proof. To prove the first identity in (a), we compute

\[
U_J \tilde{X} = \sum_{k \leq J} U_J \tilde{X} \Pi_k \overset{(*)}{=} \sum_{k \leq J} \tilde{X} L_{J-k} U_J \Pi_k \overset{(16)}{=} \Pi_{SG}(U_J \tilde{X}),
\]

where \((*)\) holds because blocks of coefficients corresponding to the subspaces \( W_{(\ell,k)} \), \( \ell > k \), are equal zero, that is \( \tilde{X} \Pi_k \in \bigoplus_{i \leq k} \mathbb{R}^{N_i \times N_k} \). Figure 2 illustrates this statement. The proof of \( \Pi_{SG}(\tilde{X} L_J) = \tilde{X} L_J \) is similar.

To prove the first statement in (b), we use the representation (16) of \( \Pi_{SG} \)

\[
\Pi_{SG}(L_J X) = \Pi_{SG} \left( \sum_{k \leq J} L_J X \Pi_k \right) = \sum_{k \leq J} \tilde{X} L_{J-k} L_J X \Pi_k.
\]

Next, note that because of the shape of \( L_J \) we have \( \tilde{X} L_{J-k} L_J = \tilde{X} L_{J-k} L_J \tilde{X} L_{J-k} \).

Therefore,

\[
\tilde{X} L_{J-k} L_J \Pi_k = \tilde{X} L_{J-k} L_J \Pi_{SG}(X) \Pi_k = \tilde{X} L_{J-k} L_J \Pi_{SG}(X) \Pi_k
\]

holds for all \( k \leq J \). By using this result, we arrive at

\[
\Pi_{SG}(L_J X) = \sum_{k \leq J} \tilde{X} L_{J-k} L_J \Pi_{SG}(X) \Pi_k = \Pi_{SG}(L_J \Pi_{SG}(X)).
\]

The proof of \( \Pi_{SG}(X U_J) = \Pi_{SG}(\Pi_{SG}(X) U_J) \) is similar.

In order to compute the expression (21), we have to consider the complexity of applying the matrices \( L_J, U_J, \) and \( S_J \) to elements from \( \mathbb{R}^{V_J} \) and \( \mathbb{R}^{V_J} \). For the proofs, we will use repeatedly two facts. First, the blocks of a sparse grid matrix which correspond to the spaces \( W_{(k,\ell)} \) with \( \ell + k > J \) are zero. Second, we can

\[
\begin{pmatrix}
\bullet & \bullet & \bullet \\
\bullet & \bullet & \bullet \\
\bullet & \bullet & \bullet \\
\end{pmatrix}
\times
\begin{pmatrix}
\bullet & \bullet & \bullet \\
\bullet & \bullet & \bullet \\
\bullet & \bullet & \bullet \\
\end{pmatrix}
=
\begin{pmatrix}
\bullet & \bullet & \bullet \\
\bullet & \bullet & \bullet \\
\bullet & \bullet & \bullet \\
\end{pmatrix}
\]

Figure 2. Schematic representation of the application of the bottom up part \( U_J \) of the operator \( \mathcal{S} \) from the left to a sparse grid matrix.
discard the computation of the blocks which are in the kernel of the operator $\Pi_{SG}$. We start by examining the terms $\Pi_{SG}(\hat{X}S_J)$ and $\Pi_{SG}(S_J\hat{X})$ in the next lemma.

Lemma 4.3. Let the operator $S$ fulfil Assumption 4.1 and let $\hat{X} \in \mathbb{R}^{\hat{\nu}_J}$. Then, the terms

$$\Pi_{SG}(\hat{X}S_J), \quad \Pi_{SG}(S_J\hat{X})$$

can be evaluated with complexity $O(N_J \log N_J)$.

Proof. By using the representation (16) of $\Pi_{SG}$, we have

$$\Pi_{SG}(\hat{X}S_J) = \sum_{k \leq J} \Pi_k \hat{X} S_J \hat{1}_{J-k}.$$ 

Note that $\Pi_k \hat{X} = \Pi_k \hat{X} \hat{1}_{J-k}$. With this result, we obtain

$$\Pi_{SG}(\hat{X}S_J) = \sum_{k \leq J} \Pi_k \hat{X} \hat{1}_{J-k} S_J \hat{1}_{J-k} = \sum_{k \leq J} \Pi_k \hat{X} S_{J-k}.$$ 

Figure 3 illustrates this representation.

By Assumption 3.1, each term $\Pi_k \hat{X}$ consists of $O(2^k)$ vectors with $O(N_{J-k}) = O(2^{J-k})$ non-zero entries. Therefore, using Assumption 4.1, we can evaluate $\Pi_k \hat{X} S_{J-k}$ with complexity $O(N_J)$. For the complete sum $\sum_{k \leq J} \Pi_k \hat{X} S_{J-k}$, we obtain the complexity

$$\sum_{k \leq J} O(N_J) = O(N_J \log N_J).$$

The proof for $\Pi_{SG}(S_J\hat{X})$ is similar. $\Box$

$$\begin{align*}
\Pi_{SG} 
&= 
\begin{pmatrix}
\text{\includegraphics[width=0.1\textwidth]{grid1.png}} & \text{\includegraphics[width=0.1\textwidth]{grid2.png}} \\
\text{\includegraphics[width=0.1\textwidth]{grid3.png}} & \text{\includegraphics[width=0.1\textwidth]{grid4.png}}
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\end{pmatrix} \\
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\end{pmatrix}
\cdot 
\begin{pmatrix}
\text{\includegraphics[width=0.1\textwidth]{grid21.png}} & \text{\includegraphics[width=0.1\textwidth]{grid22.png}} \\
\text{\includegraphics[width=0.1\textwidth]{grid23.png}} & \text{\includegraphics[width=0.1\textwidth]{grid24.png}}
\end{pmatrix} \\
&+ 
\begin{pmatrix}
\text{\includegraphics[width=0.1\textwidth]{grid25.png}} & \text{\includegraphics[width=0.1\textwidth]{grid26.png}} \\
\text{\includegraphics[width=0.1\textwidth]{grid27.png}} & \text{\includegraphics[width=0.1\textwidth]{grid28.png}}
\end{pmatrix}
\cdot 
\begin{pmatrix}
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\end{align*}$$

Figure 3. Illustration of applying $S_J$ from the right to a sparse grid matrix $\hat{X}$, followed by the projection onto $\mathbb{R}^{\hat{\nu}_J}$. The result can be computed as a sum of products $\hat{S}_{J-k} \hat{X} \Pi_k$, $k = 0, 1, \ldots, J$.

The next two lemmas state results regarding the computational complexities of the terms on the right-hand side of the splitting (21). We will use these lemmas
to derive the UniDir algorithm as well as to compute the quadratic term of the Riccati equation in Subsection 4.3. We start with the complexity of evaluating $\Pi_{\text{SG}}(U_J \tilde{X} S_J)$.

**Lemma 4.4.** Let the operator $S$ fulfil Assumption 4.1 and let $\tilde{X} \in \mathbb{R}^{V_J}$. Define $U_J \in \mathbb{R}^{N_J \times N_J}$ as in (20). Then, the expression

$$\Pi_{\text{SG}}(U_J \tilde{X} S_J)$$

can be evaluated with complexity $O(N_J \log N_J)$.

**Proof.** The product $U_J \tilde{X}$ is again an element of $\mathbb{R}^{V_J}$ by Lemma 4.2 (a). We conclude the proof by applying Lemma 4.3 to $\Pi_{\text{SG}}(U_J \tilde{X} S_J)$. □

\begin{equation}
\Pi_{\text{SG}} \left( \begin{pmatrix}
\begin{array}{ccc}
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\square & \square & \square \\
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\end{array}
\end{pmatrix}
\end{equation}

\begin{equation}
= \begin{pmatrix}
\begin{array}{ccc}
\square & \square & \square \\
\square & \square & \square \\
\square & \square & \square
\end{array}
\end{pmatrix}
\cdot 
\begin{pmatrix}
\begin{array}{ccc}
\square & \square & \square \\
\square & \square & \square \\
\square & \square & \square
\end{array}
\end{pmatrix}
+ 
\begin{pmatrix}
\begin{array}{ccc}
\square & \square & \square \\
\square & \square & \square \\
\square & \square & \square
\end{array}
\end{pmatrix}
\cdot 
\begin{pmatrix}
\begin{array}{ccc}
\square & \square & \square \\
\square & \square & \square \\
\square & \square & \square
\end{array}
\end{pmatrix}
\end{equation}

\begin{equation}
+ 
\begin{pmatrix}
\begin{array}{ccc}
\square & \square & \square \\
\square & \square & \square \\
\square & \square & \square
\end{array}
\end{pmatrix}
\cdot 
\begin{pmatrix}
\begin{array}{ccc}
\square & \square & \square \\
\square & \square & \square \\
\square & \square & \square
\end{array}
\end{pmatrix}
\end{equation}

**Figure 4.** Schematic representation of applying the top down part $L_J$ from left to a regular grid matrix $X$, followed by the projection onto $\mathbb{R}^{V_J}$. The result can be computed as a sum of products $L_{J-k} \tilde{X} \Pi_k$, $k = 0, 1, \ldots, J$.

The next lemma proves a result regarding the complexity of the application of the matrix $L_J$.

**Lemma 4.5.** Let the operator $S$ fulfil Assumption 4.1 and $\tilde{X} \in \mathbb{R}^{V_J}$ be a sparse grid matrix. Define $L_J \in \mathbb{R}^{N_J \times N_J}$ as in (20). Then, the expression

\begin{equation}
\Pi_{\text{SG}}(L_J \tilde{X} S_J)
\end{equation}

can be evaluated with complexity $O(N_J \log N_J)$.

**Proof.** The product $L_J \tilde{X}$ is not an element of $\mathbb{R}^{V_J}$ in general. However, by Lemma 4.2 (b), there still holds $\Pi_{\text{SG}}(L_J \tilde{X} S_J) = \Pi_{\text{SG}}(L_J \Pi_{\text{SG}}(\tilde{X} S_J))$.

By Lemma 4.3, the expression $\tilde{X}' = \Pi_{\text{SG}}(\tilde{X} S_J)$ can be evaluated with complexity $O(N_J \log N_J)$. Furthermore, due to the form of the matrix $L_J$, we can
write
\[ \Pi_{SG}(L_J \hat{X}') = \sum_{k \leq J} \tilde{L}_{J-k} L_J \hat{X}' \Pi_k = \sum_{k \leq J} \tilde{L}_{J-k} L_J \tilde{L}_{J-k} \hat{X}' \Pi_k = \sum_{k \leq J} \tilde{L}_{J-k} \hat{X}' \Pi_k. \]

Figure 4 illustrates this representation, which is also true for elements of \( \mathbb{R}^{V_J} \).

As \( S_J \) fulfils Assumption 4.1, the products
\[ \tilde{L}_{J-k} \hat{X}' \Pi_k, \quad k = 0, 1, \ldots, J, \]
can be computed with complexities \( \mathcal{O}(N_{J-k}) \). Therefore, similar to the proof of Lemma 4.3, the overall complexity is \( \mathcal{O}(N_J \log N_J) \). \( \Box \)

In the next theorem, we summarize the observations of this section and estimate the complexity of applying linear tensor product operators to a sparse grid matrix. This statement can also be found in [1, 12, 51].

**Theorem 4.6** (**UniDir**). Let the operator \( S \) fulfil Assumption 4.1 and let \( \hat{X} \in \mathbb{R}^{V_J} \). Then, the expression
\[ \Pi_{SG}(S_J \hat{X} S_J) \]
can be evaluated with complexity \( \mathcal{O}(N_J \log N_J) \).

**Proof.** We use the decomposition (21)
\[ \Pi_{SG}(S_J \hat{X} S_J) = \Pi_{SG}(L_J \hat{X} S_J) + \Pi_{SG}(U_J \hat{X} S_J), \]
and apply Lemma 4.4 to \( \Pi_{SG}(U_J \hat{X} S_J) \) and Lemma 4.5 to \( \Pi_{SG}(L_J \hat{X} S_J) \), respectively. \( \Box \)

Alltogether, we arrive at Algorithm 1, which evaluates the expression \( \Pi_{SG}(S_J \hat{X} S_J) \) with linear complexity \( \mathcal{O}(N_J \log N_J) \). This algorithm is used to evaluate the linear part of the Riccati equation.

**Data :** A sparse grid matrix \( \hat{X} \in \mathbb{R}^{V_J} \), for \( k \leq J \) the matrices \( \tilde{S}_k, \tilde{U}_k, \tilde{L}_k \) as defined in (15) and (20).

**Result:** \( Y = \Pi_{SG}(S_J \hat{X} S_J) \).

1. \( \hat{X}_U \leftarrow U_J \hat{X} = \sum_{k \leq J} \tilde{U}_{J-k} \hat{X} \Pi_k \)
2. \( \hat{X}_U \leftarrow \Pi_{SG}(\hat{X}_U S_J) = \sum_{k \leq J} \Pi_k \hat{X}_U \tilde{S}_{J-k} \)
3. \( \hat{X}_L \leftarrow \Pi_{SG}(\tilde{X} S_J) = \sum_{k \leq J} \Pi_k \tilde{X} \tilde{S}_{J-k} \)
4. \( \hat{X}_L \leftarrow \Pi_{SG}(L_J \hat{X}_L) = \sum_{k \leq J} \tilde{L}_{J-k} \hat{X}_L \Pi_k \)
5. \( Y \leftarrow \hat{X}_U + \hat{X}_L \)

**Algorithm 1:** (**UniDir**) Evaluation of the linear part of the Riccati equation.
4.3. Quadratic part. In this subsection, we will consider the evaluation of expressions of the form

\[ \Pi_{SG}(S_J \tilde{X} R \tilde{Z} S_J), \]

where \( S_J \) is the discretization matrix of the operator \( S \), \( \tilde{X} \) and \( \tilde{Z} \) are sparse grid matrices, and \( R \in \mathbb{R}^{N_J \times N_J} \). Our goal is to derive an algorithm for the computation of the quadratic part of the Riccati equation. In this case, the matrix \( R \) is the discretization matrix of the operator \( BB^* \) with respect to the space \( Z_J \) and \( \tilde{Z} = \tilde{X} \).

The main ideas of the algorithm are, similar to \textsc{UniDir}, to utilize the sparsity of elements from \( \mathbb{R}^{\hat{V}_J} \) and the properties of the projector \( \Pi_{SG} \). In the first step, we interpret the expression (23) as the application of the tensor product operator \( S_J \otimes S_J \) to \( \tilde{X} R \tilde{Z} \). Next, we split the matrix \( R \) into its lower \( R^L \) and upper \( R^U \) parts similar to (20), i.e. \( R = R^L + R^U \). In view of Lemma 4.2 (a), we see that the products \( \tilde{X} R^L \) and \( R^U \tilde{Z} \) are again sparse grid matrices. Therefore, we can split (23) as

\[ S_J \tilde{X} R \tilde{Z} S_J = S_J \tilde{X} (R^L + R^U) \tilde{Z} S_J = S_J (\tilde{X} R^L) \tilde{Z} S_J + S_J \tilde{X} (R^U \tilde{Z}) S_J. \]

By this means, we have to apply the operator \( S \otimes S \) to products of sparse grid matrices in order to evaluate (23).

Let us first state the following lemma regarding the projection onto \( \mathbb{R}^{\hat{V}_J} \) of a product of two sparse grid matrices.

**Lemma 4.7.** Let \( \tilde{X}, \tilde{Z} \in \mathbb{R}^{\hat{V}_J} \). Then, the expression

\[ \Pi_{SG}(\tilde{X} \tilde{Z}) \]

can be evaluated with complexity \( \mathcal{O}(N_J^{3/2}) \).

**Proof.** Let us write \( Y = \tilde{X} \tilde{Z} \). The blocks of the matrix \( Y \) are scalar products of the blocks of the rows of \( \tilde{X} \) and the columns of \( \tilde{Z} \):

\[ Y_{(j_1,j_2)} = \sum_{k \leq J} \tilde{X}_{(j_1,k)} \tilde{Z}_{(k,j_2)} = \sum_{k \leq \min\{J-j_1,J-j_2\}} \tilde{X}_{(j_1,k)} \tilde{Z}_{(k,j_2)}. \]

Recall that we assume \( d = 1 \) in this section. Therefore, by Assumption 3.1, the complexity for the computation of a matrix product \( \tilde{X}_{(j_1,k)} \tilde{Z}_{(k,j_2)} \) is \( \mathcal{O}(2^{k+j_1+j_2}) \). Consequently, the computation of a block \( Y_{(j_1,j_2)} \) requires

\[ \sum_{0 \leq k \leq \min\{J-j_1,J-j_2\}} \mathcal{O}(2^{k+j_1+j_2}) = \mathcal{O}(2^{\min\{J-j_1,J-j_2\}+j_1+j_2}) \]

operations.

We have the following cases:

\[ \min\{J-j_1,J-j_2\} = \begin{cases} J - j_2, & j_1 < j_2, \\ J - j_1, & j_1 \geq j_2. \end{cases} \]
To use the expression (26), consider the partition of the set \( \{ |j|_1 \leq J \} \) along the lines \( |j|_1 = \text{const.} \), that is

\[
\{ |j|_1 \leq J \} = \bigcup_{\ell = 1}^{J} \{ |j|_1 = \ell \}
\]

(27)

\[
= \bigcup_{\ell = 1}^{J} \left\{ |j|_1 = \ell, j_1 < j_2 \right\} \cup \left\{ |j|_1 = \ell, j_1 \geq j_2 \right\}.
\]

Note that we have the equivalent representations

\[
\begin{align*}
\{ |j|_1 = \ell, j_1 < j_2 \} &= \{ |j|_1 = \ell, j_1 \leq \ell/2 \}, \\
\{ |j|_1 = \ell, j_1 \geq j_2 \} &= \{ |j|_1 = \ell, j_2 \leq \ell/2 \}.
\end{align*}
\]

(28)

This results in the following estimate for the complexity of computation of \( \Pi_{SG}(Y) \):

\[
\sum_{|j|_1 \leq J} \mathcal{O} \left( 2^{\min(J-j_1,J-j_2)+j_1+j_2} \right)
\]

\[
\overset{(27)}{=} \sum_{\ell \leq J} \left[ \sum_{j_1+j_2=\ell, j_1 < j_2} \mathcal{O} \left( 2^{J-j_2+j_1+j_2} \right) + \sum_{j_1+j_2=\ell, j_1 \geq j_2} \mathcal{O} \left( 2^{J-j_1+j_1+j_2} \right) \right]
\]

\[
= \sum_{\ell \leq J} \left[ \sum_{j_1+j_2=\ell, j_1 < j_2} \mathcal{O} \left( 2^{J-j_2+j_1} \right) + \sum_{j_1+j_2=\ell, j_1 \geq j_2} \mathcal{O} \left( 2^{J+j_2} \right) \right]
\]

\[
\overset{(28)}{=} \mathcal{O} \left( 2^J \right) \cdot \sum_{\ell \leq J} \left[ \sum_{j_1+j_2=\ell, j_1 \leq [\ell/2]} \mathcal{O} \left( 2^{j_1} \right) + \sum_{j_1+j_2=\ell, j_2 \leq [\ell/2]} \mathcal{O} \left( 2^{j_2} \right) \right]
\]

\[
= \mathcal{O} \left( 2^J \right) \cdot \sum_{\ell \leq J} \mathcal{O} \left( 2^{\ell/2} \right) = \mathcal{O} \left( 2^{3J/2} \right) = \mathcal{O} \left( N_J^{3/2} \right).
\]

\[\square\]

The next theorem estimates the computation costs for the expression \( S_J \hat{X} \hat{Z} S_J \), where \( \hat{X} \) and \( \hat{Z} \) are sparse grid matrices.

**Theorem 4.8.** Let the operator \( S \) fulfil Assumption 4.1. Let \( \hat{X}, \hat{Z} \in \mathbb{R}^{\hat{V}_J} \). Then, the expression

\[
\Pi_{SG}(S_J \hat{X} \hat{Z} S_J)
\]

(29)

can be evaluated with complexity \( \mathcal{O}(N_J^{3/2}) \).

**Proof.** We define \( L_J, U_J \in \mathbb{R}^{N_J \times N_J} \) as in (20) and consider the splitting

\[
\Pi_{SG}(S_J \hat{X} \hat{Z} S_J) = \Pi_{SG}(L_J \hat{X} \hat{Z} L_J) + \Pi_{SG}(L_J \hat{X} \hat{Z} U_J)
\]

\[
+ \Pi_{SG}(U_J \hat{X} \hat{Z} L_J) + \Pi_{SG}(U_J \hat{X} \hat{Z} U_J).
\]

We prove that each summand on the right hand side can be evaluated with complexity \( \mathcal{O}(N_J^{3/2}) \).

\( \Pi_{SG}(L_J \hat{X} \hat{Z} L_J) \): By Lemma 4.2 (b), there holds

\[
\Pi_{SG}(L_J \hat{X} \hat{Z} L_J) = \Pi_{SG}(L_J \Pi_{SG}(\hat{X} \hat{Z} L_J)).
\]
By Lemma 4.2 (a), the product \( \hat{Z}L_j \) is a sparse grid matrix. Therefore, by Lemma 4.7, the computation of \( \hat{X}' = \Pi_{SG}(\hat{X} \hat{Z}L_j) \) requires \( O(N_j^{3/2}) \) operations. Note that \( \hat{X}' \in \mathbb{R}^{V_j} \), i.e. \( \hat{X}' \) is a sparse grid function. Consequently, the evaluation of the expression \( \Pi_{SG}(L_j \hat{X}') \) is of complexity \( O(N_j \log N_j) \) by Lemma 4.5. We conclude that the evaluation of \( \Pi_{SG}(L_j \hat{X} \hat{Z}L_j) \) is \( O(N_j^{3/2}) \).

**Proof.** Let the assumption of Theorem 4.8 be fulfilled. and let Corollary 4.9.

Let \( \Pi_{SG}(L_j \hat{X} \hat{Z}U_j) \): We use Lemma 4.2 (b) twice and get

\[
\Pi_{SG}(L_j \hat{X} \hat{Z}U_j) = \Pi_{SG}(L_j \Pi_{SG}(\hat{X} \hat{Z}U_j)) = \Pi_{SG}(L_j \Pi_{SG}(\Pi_{SG}(\hat{X} \hat{Z})U_j)).
\]

The complexity for the evaluation of \( \hat{X}' = \Pi_{SG}(\hat{X} \hat{Z}) \) is of order \( O(N_j^{3/2}) \). The terms \( \hat{X}'' := \Pi_{SG}(\hat{X}'U_j) \) and \( \Pi_{SG}(L_j \hat{X}'') \) can be computed with \( O(N_j \log N_j) \) by Lemma 4.4 and Lemma 4.5, respectively. Therefore, the total complexity for the evaluation of \( \Pi_{SG}(L_j \hat{X} \hat{Z}U_j) \) is \( O(N_j^{3/2}) \).

**Corollary 4.9.** Let the assumption of Theorem 4.8 be fulfilled. and let \( R \in \mathbb{R}^{V_j} \). Denote by \( R_l \) and \( R_u \) the lower and upper part of \( R \), i.e.

\[
R_l = \left[ R_{(j_1,j_2)} \right]_{j_1,j_2 \leq J}, \quad R_u = \left[ R_{(j_1,j_2)} \right]_{j_1,j_2 \leq J}, \quad R = R_l + R_u.
\]

Assume that the products \( \hat{X} R_l \) and \( R_u \hat{Z} \) can be evaluated with complexity \( O(N_j^{3/2}) \). Then, the expression

\[
\Pi_{SG}(S_j \hat{X} R \hat{Z} S_j)
\]

can be evaluated with complexity \( O(N_j^{3/2}) \).

**Proof.** We use the splitting (24)

\[
S_j \hat{X} R \hat{Z} S_j = S_j (\hat{X} R_l) \hat{Z} S_j + S_j (R_u \hat{Z}) S_j.
\]

By our assumptions, the expressions \( \hat{X}' = \hat{X} R_l \) and \( \hat{Z}' = R_u \hat{Z} \) can be computed with complexity \( O(N_j^{3/2}) \), and are sparse grid matrices according to Lemma 4.2 (a). Therefore, we can apply Theorem 4.8 to the terms \( \Pi_{SG}(S_j \hat{X}^r \hat{Z} S_j) \) and \( \Pi_{SG}(S_j \hat{X} \hat{Z} S_j) \).
Theorem 4.8 and Corollary 4.9 give rise to the following algorithm for the computation of the quadratic part of the Riccati equation.

**Data**: A sparse grid matrix $\tilde{X} \in \mathbb{R}^{\tilde{V}_J}$, for $k \leq J$ the matrices $\tilde{S}_k$, $\tilde{U}_k$, $\tilde{L}_k$, matrices $R^L$, $R^U$.

**Result**: $Y = \Pi_{SG}(S_J \tilde{X} R \tilde{X} S_J)$.

1. $\hat{X}_L \leftarrow \tilde{X} R^L$
2. $\hat{X}_U \leftarrow R^U \tilde{X}$
3. for $(\hat{Z}, \hat{Z}') \in \{(\hat{X}_L, \hat{X}), (\hat{X}, \hat{X}_U)\}$ do
4. $Y_1 \leftarrow \Pi_{SG}(L_J \Pi_{SG}(\hat{Z} \hat{Z}' L_J))$
5. $Y_2 \leftarrow \Pi_{SG}(L_J \Pi_{SG}(\Pi_{SG}(\hat{Z} \hat{Z}' U_J)))$
6. $Y_3 \leftarrow \Pi_{SG}(U_J \hat{Z} \hat{Z}' L_J))$
7. $Y_4 \leftarrow \Pi_{SG}((U_J \hat{Z} \hat{Z}') U_J)$
8. $Y \leftarrow Y + \sum_{i=1}^{4} Y_i$

**Algorithm 2**: Evaluation of the quadratic part of the Riccati equation.

### 4.4. Application of the algorithms and the Newton’s method.

The complexity of the presented algorithms is estimated based on Assumption 3.1 and Assumption 4.1. A finitely supported multi-resolution analysis with all involved operators being local is a typical situation where these assumptions are fulfilled. Important examples of suitable sequences $\{Z_k\}$ include hierarchical bases ([13]), wavelets ([15]), multilevel frames ([29, 51]), or polynomials of different degrees ([1, 13]). In this article, we consider $Z_k$ to be spanned by the hierarchical basis of standard hat functions and take $A$ to be a second order differential operator. A precise definition is provided in Section 5.

The algebraic Riccati equation is a nonlinear equation that depends on the unknown operator $P$ in a quadratic manner. To find a solution, various methods for nonlinear equations can be considered (see e.g. [6, 7, 8, 35]). We have implemented the Newton’s method as proposed by [34]. In each iteration $n \in \mathbb{N}$, we solve the Sylvester type equation of the form

$$
\Pi_{SG}\left( (E_J \hat{X}^{(n)} E_J - A_J) \hat{X}^{(n+1)} E_J + E_J \hat{X}^{(n+1)}(E_J \hat{X}^{(n)} E_J - A_J) \right)
$$

$$
= \Pi_{SG}\left( E_J \hat{X}^{(n)} E_J \hat{X}^{(n)} E_J + Q_J \right)
$$

for the unknown sparse grid matrix $\hat{X}^{(n+1)}$. Algorithm 1 and Algorithm 2 are respectively applied to evaluate the linear and non-linear parts of the equation (30). Note that, using an optimal preconditioner such as the multigrid method, enables the equation (30) to be solved with over-all complexity of $O(N_{iter}^{3/2})$. Therefore, the total cost of solving the Riccati equation results in $O(N_{iter}^{3/2})$ operations, where $N_{iter}$ represents the number of iterations of the Newton’s method.
5. Numerical results

For the demonstration of our algorithm, let us consider the domain \( \Omega = [0, 1]^d \), whereby \( d = 1, 2, 3 \), and take \( Z = H^1_0(\Omega) \) and \( H = L^2(\Omega) \). In order to construct the sparse grid ansatz space \( \hat{V}_J \) on \( \Omega \times \Omega \), we use piecewise linear hat functions (see e.g. [13]). Our starting point is the standard linear hat function on \( \mathbb{R} \):

\[
\phi(x) := \max\{1-|x|, 0\}.
\]

By translation and dilatation of \( \phi(x) \), we define the functions

\[
\phi(\ell, k)(x) := \phi\left(\frac{x - k \cdot 2^\ell}{2^\ell}\right) = \phi(2^{-\ell} x - k), \quad \ell \in \mathbb{N}_0, \ k \leq 2^\ell,
\]

whereby \( \phi(0,0) \) and \( \phi(0,1) \) are restricted to \( \Omega \). The integers \( \ell \) and \( k \) are usually termed level and index of the function \( \phi(\ell,k)(x) \).

Next, let \( \ell, k \in \mathbb{N}^d \) be multi-indices and \( x \in \mathbb{R}^d \). We define a piecewise \( d \)-linear function on \( \Omega \) by the tensor product

\[
\phi(\ell,k)(x) := \prod_{i=1}^{d} \phi_{\ell_i,k_i}(x_i),
\]

and introduce the spaces \( Z_j \) as

\[
Z_j := \text{span}\{\phi(\ell,k) : \|\ell\|_\infty \leq j \text{ and } k_i \leq 2^{\ell_i} \text{ for } i = 1, \ldots, d\}.
\]

Given the spaces \( Z_j \), we can construct \( W_j \), \( W_j^* \), and the sparse grid space \( \hat{V}_J \) as described in Section 3. Note that the spaces \( \hat{V}_J \) are defined on 2-, 4- and 6-dimensional domains. The algorithms for the solution of the Riccati equation are implemented based on the sparse grid library SG++, see [43, 48] for the details.

The operator \( A \) under consideration will be

\[
A : H^1_0(\Omega) \cap H^2(\Omega) \rightarrow L^2(\Omega), \quad Az = \sum_{i=1}^{d} \hat{c}_{x_i,z} z - \sum_{i=1}^{d} \hat{c}_{x,z} z + G \cdot z.
\]

For the right-hand side, we take the operator

\[
Q : L^2(\Omega) \rightarrow L^2(\Omega), \quad Qz = \int_{\Omega} q(\cdot, \xi) z(\xi) \, d\xi,
\]

with

\[
q(x, \xi) = \prod_{i=1}^{d} (1 - |2x_i - 1|)(1 - |2\xi_i - 1|)
\]

for \( x, \xi \in \mathbb{R}^d \).

As the reference solution we take the operator

\[
P_{\text{ref}} z = \int_{\Omega} p_{\text{ref}}(\cdot, \xi) z(\xi) \, d\xi,
\]

whereby we use the ansatz

\[
p_{\text{ref}}(x, \xi) = \sum_{|v| \leq N_{\text{ref}}} p_{v,w} \prod_{i=1}^{d} \sqrt{2} \sin(v_i \pi x_i) e^{\xi x_i} \sqrt{2} \sin(w_i \pi \xi_i) e^{\xi \xi_i},
\]

for the kernel \( p_{\text{ref}} \). The parameter \( N_{\text{ref}} \) is \( N_{\text{ref}} = 4000 \) for \( d = 1 \), \( N_{\text{ref}} = 150 \) for \( d = 2 \), and \( N_{\text{ref}} = 30 \) for \( d = 3 \).
Let $p_{\text{approx}}$ denote the kernel of the Riccati operator computed by using the sparse grid discretization. Recall that $\mathcal{H}$ is isometric to $L^2(\Omega \times \Omega)$. Using this, we estimate the $\mathcal{H}$-error by considering the pointwise differences of $p_{\text{approx}}$ and $p_{\text{ref}}$ on the mesh

$$X_{\text{eval}} := \{(x, \xi) \in [0, 1]^2 : (x, \xi) = (i, j) \cdot 1/5000, \ i, j = 0, \ldots, 5000\},$$

i.e. we compute

$$e^2 = \frac{\sum_{(x, \xi) \in X_{\text{eval}}} (p_{\text{approx}}(x, \xi) - p_{\text{ref}}(x, \xi))^2}{|X_{\text{eval}}|}. \tag{32}$$

A quadrature on a full grid is too expensive to compute the error estimate for four or six dimensional Riccati kernels. Therefore, in these cases, we estimate the $L^2$-error as

$$e^2 = \|p_{\text{ref}} - p_{\text{approx}}\|_{L^2(\Omega \times \Omega)}$$

$$= \left[\|p_{\text{ref}}\|_{L^2(\Omega \times \Omega)}^2 - 2 \langle p_{\text{ref}}, p_{\text{approx}} \rangle_{L^2(\Omega \times \Omega)} + \|p_{\text{approx}}\|_{L^2(\Omega \times \Omega)}^2\right]^{1/2}, \tag{33}$$

whereby we use the ansatz (31) to evaluate the scalar products directly. Note that the error estimate (32) we use for the one-dimensional case can be obtained from (33) by virtue of a numerical quadrature. Thus, the difference between the formulas (32) and (33) is negligible for sufficiently large number of evaluation points.

The results are presented in Figure 5 and Tables 1, 2, and 3. Herein, ‘DoF’ is the number of degrees of freedom for the approximation, i.e., the dimension of the ansatz spaces $\tilde{V}_J$. Especially, we tabulated the convergence rates $\rho_i = \log (e_i^2/e_{i-1}^2)$, where $e_i^2$ is the value of the error estimator $e^2$ on the level $i$.

For the present example, we observe nearly the optimal rate of convergence for sparse grids, i.e., the convergence rate is the same as for the discretization on a full tensor grid. The cost per degrees of freedom is however significantly smaller in the case of the sparse grid approach. With the suggested algorithm, the computational cost to find a solution is $O(N_j^{3/2})$, compared to $O(N_j^3)$ for the full grid discretization.

<table>
<thead>
<tr>
<th>level</th>
<th>$e^2$</th>
<th>$\rho_i(e^2)$</th>
<th>DoF</th>
<th>level</th>
<th>$e^2$</th>
<th>$\rho_i(e^2)$</th>
<th>DoF</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1.47_3</td>
<td>*</td>
<td>5</td>
<td>10</td>
<td>3.27_8</td>
<td>1.65</td>
<td>9,217</td>
</tr>
<tr>
<td>3</td>
<td>3.88_4</td>
<td>1.93</td>
<td>17</td>
<td>11</td>
<td>6.11_9</td>
<td>2.42</td>
<td>20,481</td>
</tr>
<tr>
<td>4</td>
<td>9.87_5</td>
<td>1.97</td>
<td>49</td>
<td>12</td>
<td>1.63_9</td>
<td>1.91</td>
<td>45,057</td>
</tr>
<tr>
<td>5</td>
<td>2.49_5</td>
<td>1.99</td>
<td>129</td>
<td>13</td>
<td>4.23_10</td>
<td>1.94</td>
<td>98,305</td>
</tr>
<tr>
<td>6</td>
<td>6.28_6</td>
<td>1.99</td>
<td>321</td>
<td>14</td>
<td>1.08_10</td>
<td>1.97</td>
<td>212,993</td>
</tr>
<tr>
<td>7</td>
<td>1.58_6</td>
<td>1.99</td>
<td>769</td>
<td>15</td>
<td>2.81_11</td>
<td>1.95</td>
<td>458,753</td>
</tr>
<tr>
<td>8</td>
<td>3.99_7</td>
<td>1.99</td>
<td>1,793</td>
<td>16</td>
<td>7.39_12</td>
<td>1.93</td>
<td>983,041</td>
</tr>
<tr>
<td>9</td>
<td>1.03_7</td>
<td>1.96</td>
<td>4,097</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
</tbody>
</table>

Table 1. Estimations $e^2$ of the $\mathcal{H}$-error and the convergence rates $\rho_i(e^2) = \log (e_i^2/e_{i-1}^2)$ for $d = 1$. 

In this article, we developed an efficient solver for large-scale Riccati equations based on a sparse grid discretization. Both, the overall complexity in computation time and the memory requirement, are basically only the square root of those required by a regular tensor product approach. We demonstrated the feasibility of the present approach by means of numerical example for a parabolic control problem with distributed control in one, two, and three spatial dimensions.

6. Conclusions
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