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SPARSE GRID APPROXIMATION OF THE RICCATI

EQUATION

HELMUT HARBRECHT AND ILJA KALMYKOV

Abstract. In this article, we study the sparse grid discretization for the
numerical solution of the algebraic Riccati equation (ARE). This approach
is of particular interest for the solution of large scale AREs. Such AREs
arise, for example, from the discretization of the operator Riccati equations
associated with the linear quadratic control of systems evolving in a Hilbert

space H. Following [4, 45], we formulate the ARE as a nonlinear operator
equation on the space of Hilbert–Schmidt operators and derive the matrix
equation for the sparse grid discretization. Provided that OpNq degrees of
freedom are used to discretize the space H, the sparse grid approximation
of the ARE requires OpN logNq degrees of freedom. Especially, we propose

an algorithm that evaluates the approximated ARE with OpN3{2q operations.

This considerably reduces the cost of solving the ARE compared to the OpN2q
memory requirement and OpN3q complexity of the regular tensor product
discretization. Numerical results are presented to validate the approach.

1. Introduction

Many problems in mathematics, physics and engineering can be traced back to
the solution of a Riccati equation. Well-known examples are linear quadratic (LQ)
optimal control problems ([5, 9, 36, 39]) and optimal linear filtering problems ([32,
47]). Other important applications include model reduction ([22, 31]), scattering
theory ([40]), optimal placement of sensors and actuators ([14, 33]), or resilience
analysis of critical infrastructure ([49]). Of particular importantance is the case
where the Riccati equation admits a stationary solution. Such setting arises, for
example, in the infinite-horizon LQ problem. The corresponding nondynamical
equation is called the algebraic Riccati equation (ARE) (see [9, Proposition 2.2,
p. 482] or [37, Theorem 2.3.3.1, p. 134] for example).

Dynamical systems evolving in a Hilbert space H generally lead to an infinite-
dimensional ARE. Hereby, H is usually referred to as the state space. The solution
of such equations depends on various approximation and truncation techniques. A
number of methods is available here – see e.g. [8] or [10] for a survey. We introduce
the algebraic Riccati equation in Section 2. There, we closely follow the formulation
presented, for example, in [4, 44, 45, 47], where the authors consider the ARE as
an abstract nonlinear operator equation in the space of Hilbert–Schmidt operators
on H.

One common approach is to project the Riccati equation onto a sequence of
finite-dimensional subspaces of H. In this way, the exact solution is approximated
by a sequence of solutions of finite-dimensional Riccati equations. Then, provided
that we use OpNq degrees of freedom for the discretization of the state space H, the
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discretization of an operator acting on H by a regular tensor product approach re-
quires OpN2q degrees of freedom. This generally leads to OpN3q overall complexity
for the solution of the approximate ARE.

The cubic complexity and the quadratic growth of the memory requirements
are major bottlenecks in the numerical treatment of large scale operator Riccati
equations. Discretization in the regular tensor product space becomes prohibitively
expensive, if not even impossible, at least for d ě 3 spatial dimensions. This is one
example of a more general problem known as curse of dimensionality. At the same
time however, theoretical results on the regularity of the Riccati operator (see
e.g. [33, 36, 41]) indicate that more efficient numerical methods can be developed.

Various approaches, such as multigrid methods ([20, 46]) or H-matrices ([21]),
have been studied to overcome the OpN3q complexity (see also [23, 42]). In the
present article, we discretize the Riccati equation by using a sparse grid (SG) –
a numerical technique, which allows to overcome the curse of dimensionality to
a certain extent. The construction of the SG space is based on the cost-benefit
analysis of the finite-dimensional subspaces of H ([13, 19]). Assuming a certain
regularity, this method requires only OpN logNq degrees of freedom with essentially
no loss of the approximation power. We will introduce the sparse grid space and
discuss the corresponding discretization of the ARE in Section 3.

An immediate advantage of the SG method is the OpN logNq memory require-
ment, which is nearly linear. Nonetheless, a straightforward evaluation of the ARE
approximated in the SG space results in the complexity of OpN2 logNq (see [27]).
Interestingly, this can be improved considerably. In the present article, we derive
an algorithm that requires OpN3{2q operations and prove its complexity bound.
This is our main result and subject of Section 4.

The OpN3{2q complexity is the square root of the OpN3q cost of the regular tensor
product approach. This result, combined with the OpN logNq memory usage,
presents the SG discretization as a viable alternative for solving large-scale algebraic
Riccati equations. We demonstrate our approach by numerical experiments in
Section 5 in order to validate our theoretical findings. Finally, in Section 6, we
state concluding remarks.

2. Algebraic Riccati equation in Hilbert spaces

This section introduces the algebraic Riccati equation on spaces of Hilbert–
Schmidt operators. We closely follow the presentations in [4, Chapter II, Section
3.3] and [44, 45]. This approach is also described, for example, in [47].

Suppose we are given Hilbert spaces Z Ă H Ă Z 1, whereby Z 1 is the dual space
of Z, and a linear operator A P LpZ,Z 1q with the following properties:

(i) Z is densely, continuously and compactly (compare e.g. [24, Chapter 6])
embedded into H,

(ii) the operator A is Z-elliptic (cf. [24, p. 154]), i.e. for the inner product x¨, ¨yH
on H there holds

Dα ą 0 : xAu, uyH ě α}u}2Z for all u P Z.

Let H “ HSpHq denote the spaces of Hilbert–Schmidt operators on H and r¨, ¨s
H

the corresponding inner product. Furthermore, let K be the cone of self-adjoint
and positive definite operators from H, i.e.

K “ tΦ P H : Φ “ Φ‹, Φ ě 0u.
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We are interested in the following algebraic Riccati equation in the space H

A‹P ` PA ` P 2 “ Q, Q P K.(ARE)

Equations of this form appear, among others, in the context of linear quadratic
optimal control problems with infinite time horizon. As an example, let us take the
spaces Z “ H1

0 pΩq, H “ L2pΩq, and an H1
0 pΩq-elliptic, second order differential

operator

(1) A P L
`
H1

0 pΩq, H´1pΩq
˘
, Az “

dÿ

i,j“1

Bipai,jpxqBjzq `
dÿ

i“1

bipxqBiz ` cpxqz.

Then, we consider the abstract differential equation

(2)

$
&
%

d

dt
zptq “ Azptq ` uptq, t P p0, T s,
zp0q “ z0, z0 P H,

and an observation operator C P LpH,Hq with the property C‹C P H. Our goal is
to find a function u P L2

`
p0, T q;H

˘
which minimizes the quadratic cost functional

ż 8

0

 
}Czptq}2H ` }uptq}2H

(
dt.

It is well known that the minimizer uopt is given by the feedback formula uoptptq “
Pzoptptq (cf. [9, Part V, Chapter 1], [18, 37] and [39, Chapter III, Section 4]), where
zopt is the solution of the closed loop system associated to (2) (see e.g. [9, p. 480]),
and P satisfies (ARE) for the data Q “ C‹C.

The discussion of the solvability of (ARE) can be conducted within the frame-
work of the theory of monotone operators on Banach spaces. To translate (ARE)
into this setting, let HSpZ 1, Hq and HSpH,Zq be the spaces of Hilbert-Schmidt
operators from Z 1 to H and from H to Z, respectively. Moreover, we define

G “ HSpZ 1, Hq X HSpH,Zq.

Let us write the linear and quadratic parts of (ARE) as the operators

A : DpAq Ñ G1, ApΦq “ A‹Φ ` ΦA, DpAq “ tΦ P G : ApΦq P Hu Ă G,

and

B : DpBq Ñ H, BpΦq “ Φ2, DpBq “ K Ă H.

Here, we denote with D the domain of an operator.
With the above definitions at hand, the problem of solving (ARE) becomes a

problem of finding the solution to the nonlinear operator equation

FpP q “ ApP q ` BpP q “ A‹P ` PA ` P 2 “ Q, Q P K.(3)

The existence and uniqueness of a solution to (3) is guaranteed by the following
theorem.

Theorem 2.1. ([4, Theorem 3.9, p.91]) Let Q P K. Under the above hypotheses,
there exists a unique P P H such that

FpP q “ Q, P “ P ‹, P ě 0, P P G.
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Remark 2.2. An optimal control problem usually involves a control operator B.
The framework considered here can be generalised to such cases. To do so, we take
the quadratic part

B : DpBq Ñ H, BpΦq “ ΦBB‹Φ, DpBq “ K Ă H,

and assume that B is bounded from K to H, monotone on K, i.e.

@Φ, Ψ P K : rBpΦq ´ BpΨq, Φ ´ Ψ s
H

ě 0,

and satisfies K Ă rIdH `λBs pKq for every λ ą 0. These assumptions are fulfilled,
for example, if BB‹ P LpH,Hq (cf. [4, p. 94]). The corresponding algebraic Riccati
equation becomes in this case

A‹P ` PA ` PBB‹P “ C‹C.

For the sake of clarity in presentation, we will stick to the case B “ IdH .

3. Sparse grid discretization

Sparse grids are a numerical discretization technique that is of particular interest
for high-dimensional problems. This section recalls the main ideas by following the
presentation [51]. A detailed presentation can be found in [1, 13, 17, 19, 43], see also
[12], [24, p. 260], [25, p. 280], and [26, 29, 30]. We will use sparse grids to construct
appropriate ansatz spaces of finite dimensional operators for the approximation of
(ARE).

Throughout the following, we denote by small bold letters, e.g. i P N
2, a two-

dimensional multi-index, i.e. i “ pi1, i2q. In contrast, cursive letters, e.g. i P N, are
used as usual indices. If not stated otherwise, we assume J P N and i, i1, j, j1, k, ℓ P
t0, 1, . . . , Ju.
3.1. Construction of the sparse grid. Suppose we are given a nested sequence
of finite dimensional subspaces Zj Ă Z, that is

Z0 Ă Z1 Ă Z2 Ă ¨ ¨ ¨ Ă ZJ Ă Z.

Consider a space V with Z b Z Ă V , whereby b denotes the algebraic tensor
product, and the completion can be taken with respect to an appropriate norm.
Our goal is to construct a finite dimensional subspace of V using the spaces Zj .

In accordance with [13, 19, 29], let us introduce the hierarchical difference spaces
Wj via

Wj :“ Zj a Zj´1, where Z´1 :“ t0u,
and set Nj :“ dimWj . We will refer to the index j as level.

Assumption 3.1. We shall assume that Nj behaves like an increasing geometric
sequence. This is, for example, the case if the sequence tZju is constructed from
dyadic subdivisions of a given coarse grid triangulation or tetrahedralization of the
underlying domain. In this particular case, we obtain |Nj | “ Op2djq.

Let Wj “ Wpj1,j2q denote the tensor product of the two spaces Wj1 and Wj2

Wj :“ Wj1 b Wj2 “ pZj1 a Zj1´1q b pZj2 a Zj2´1q .
The dimension of Wj is Nj :“ dimWj “ Nj1Nj2 . With these spaces at hand, we
first introduce the full tensor product space VJ by the direct sum

(4) VJ :“
à

j1,j2ďJ

Wpj1,j2q “
à

}j}8ďJ

Wj .
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The discretization on VJ suffers from the curse of dimensionality, i.e. the number
of degrees of freedom in the space VJ is N2

J . However, provided certain regularity,
a function f P V can be approximated by sparse grids at essentially the same rate
with only OpNJ logNJq degrees of freedom.

The idea of a sparse grid is to consider only those basis functions in the space
VJ , which have a large contribution to the representation of a function f P V to be

approximated, cf. [13, 19]. We denote the sparse grid function space with pVJ and
give the following formal definition

(5) pVJ :“
à

j1`j2ďJ

Wpj1,j2q “
à

}j}1ďJ

Wj .

In order to illustrate this construction, we shall consider the representation of the

sparse grid space pVJ in terms of the basis of the space ZJ . To this end, we assume
the space ZJ to be spanned by some hierarchical basis tϕkuNJ

k“1
. Then, if the

functions tϕpj1,j2quNj1

j2“1
span the spaces Wj1 , that is

Zj1 a Zj1´1 “ Wj1 “ spantϕpj1,j2q : j2 “ 1, . . . , Nj1u,

we can write

pVJ “ span
 
ϕpi1,i2q b ϕpj1,j2q : i1 ` j1 ď J, i2 “ 1, . . . , Ni1 , j2 “ 1, . . . , Nj1

(
.(6)

By comparison of (4) and (5), one figures out that pVJ is obtained from VJ by
discarding the hierarchical difference spaces with j1 ` j2 ą J . This construction
leads to a much smaller number of degrees of freedom

dim pVJ “ OpNJ logNJq.

In general, for sparse grids on m-fold tensor product spaces, there holds dim pVJ “
OpNJ logNm´1

J q while essentially no approximation power is lost provided that the
function to be approximated exhibits extra smoothness in terms of bounded mixed
derivatives. In other words, the exponential dependency on the dimension is only
in the logNJ factor, which substantially reduces the dimension of the sparse grid
space compared to the full tensor product space.

3.2. Orthogonal projection onto the sparse grid. In the following, our aim is

to use operator spaces associated to pVJ to discretize (ARE). In order to achieve this,

we first discuss the orthogonal projections onto the spaces pVJ in this subsection.
Let ΠZj

P LpH,Hq denote the orthogonal projection with respect to } ¨ }H onto
the space Zj . We define

∆ΠZj
:“ ΠZj

´ ΠZj´1
“ ΠZi

`
IdH ´ΠZj´1

˘
,(7)

where we set ΠZ0
:“ 0. The following lemma recalls some properties of the operators

∆ΠZj
.

Lemma 3.2. The operators ∆ΠZj
P LpH,Hq are H-orthogonal projections with

im
`
∆ΠZj

˘
“ Zj X ZK

j´1, ker
`
∆ΠZj

˘
“ ZK

j ‘ Zj´1.

Proof. Using the definition (7), we have ∆ΠZj
“ ∆Π‹

Zj
and ∆ΠZj

∆ΠZj
“

∆ΠZj
. This proves that ∆ΠZj

is an orthogonal projection.
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To characterize the image and the kernel of ∆ΠZj
, consider an arbitrary function

g P im
`
∆ΠZj

˘
. There holds

g “ ∆ΠZj
g “ ΠZj

`
IdZ ´ΠZj´1

˘
g.

This implies g P im
`
∆ΠZj

˘
ô g P Zi X ZK

j´1
(see [16, Lemma 2 (d), p. 481]).

Because ∆ΠZj
is an orthogonal projection, we conclude that (cf. [11, Section 2.5])

ker
`
∆ΠZj

˘
“
“
im

`
∆ΠZj

˘‰K “
`
Zj X ZK

j´1

˘K “ ZK
j ‘ Zj´1.

□

In the next step, let us recall the connection between the operator space H and
the tensor product Z b Z. To this end, we consider the scalar product

xg1 b g2, h1 b h2y :“ xg1, h1yH xg2, h2yH , g1, g2, h1, h2 P H,

and the induced norm }g} “
a

xg, gy. We define V H :“ H b}¨} H » Z b}¨} Z,

i.e. V H is the tensor product of the Hilbert space H with itself (see [25, Section 4.5,
p. 142] or [38, p. 20]). Recall that V H is isometric to the space H (cf. [25, Lemma
4.119] or [3, p. 296]). This allows to construct orthogonal projections in H by using
orthogonal projections in V H , which are discussed in the next lemma.

Lemma 3.3. Let Π pVJ
denote the V H-orthogonal projection onto pVJ . Then

Π pVJ
“

ÿ

i`jďJ

∆ΠZi
b ∆ΠZj

“
ÿ

jďJ

ΠZJ´j`1
b ∆ΠZj

“
ÿ

jďJ

∆ΠZk
b ΠZJ´j`1

.

Proof. See [16, p. 514], [2, p. 321], and a similar result in [28]. □

3.3. Discretization of the algebraic Riccati equation. Our goal in this sub-
section is to derive a discrete version of (ARE). To this end, let g, h P H and
consider the map

Kpg b hq “ g xh, ¨yH P H.(8)

There holds }gbh} “ }g xh, ¨yH }H (see [25, Lemma 4.119] or [3, p. 296] for example),
which means that K extends (by linearity and continuity) to a bijective isometry
from V H to H. We shall denote this extension again by K.

Let us define for }i}8 ď J

Wi “
 
ΦΠWi2

: Φ P LpWi2 ,Wi1q
(

“ K pWiq ,
and

pVJ “
à

}i}1ďJ

Wi “ K
´
pVJ

¯
, VJ “

à

}i}8ďJ

Wi “ K pVJq .

Then, to compute an approximate solution to (ARE), we are going to consider the

Galerkin discretization with pVJ as the trial and ansatz space. The following lemma
and Theorem 3.5 allow to give an explicit representation of the discrete version of

(ARE) in terms of the H-orthogonal projection to pVJ .

Lemma 3.4. Let G1, G2 be Hilbert spaces and K P LpG1, G2q be a bijective
isometry. Then, any orthogonal projection Π1 : G1 Ñ G1 satisfies the identity
Π1 “ K´1Π2K “ K‹Π2K, whereby Π2 : G2 Ñ G2 is the orthogonal projection
such that

im pΠ2q “ K
`
Π1pG1q

˘
, ker pΠ2q “ K

`
Π1pG1qK

˘
.



SG APPROXIMATION OF THE RICCATI EQUATION 7

Proof. K is a surjective isometry and therefore unitary (see [50, p. 259] for example).
Recall that there holds K´1 “ K‹ for bijective unitary operators. By using this
result, we obtain

Π‹
2 “

`
KΠ1K

‹
˘‹ “ KΠ1K

‹ “ Π2, Π2

2 “
`
KΠ1K

‹
˘2 “ KΠ1K

‹ “ Π2,

which shows that Π2 is an orthogonal projection on G2.
In order to characterize the kernel and the image of Π2, we compute

g P ker pΠ2q ô 0 “ Π2g “ KΠ1K
‹g ô K‹g P ker pΠ1q ô g P K

`
Π1pG1qK

˘
,

and

g P im pΠ2q ô g “ Π2g “ KΠ1K
‹g ô K‹g P im pΠ1q ô g P K

`
Π1pG1q

˘
.

□

With the help of this lemma, we arrive at the following theorem.

Theorem 3.5. Let Φ P H. Then, the H-orthogonal projection of Φ onto pVJ is
given by

ΠpVJ

`
Φ
˘

“
ÿ

i`jďJ

∆ΠZi
Φ∆ΠZj

.

Proof. Application of Lemma 3.4 yields

ΠpVJ

`
Φ
˘

“
“
KΠK‹

‰`
Φ
˘

“ K

˜
ΠK‹

˜
8ÿ

i“1

σiui xvi, ¨yH

¸¸
,

whereby
ř8

i“1
σiui xvi, ¨yH is the singular value decomposition of Φ, and Π is the

orthogonal projection with

im pΠq “ K‹
´
ΠpVJ

pHq
¯

“ K‹
´
pVJ

¯
“ pVJ , ker pΠq “ K‹

´
ΠpVJ

pHqK
¯

“ pV K
J .

Therefore Π “ Π pVJ
.

By continuity of Π pVJ
and Lemma 3.3, we have

Π pVJ

˜
8ÿ

i“1

σiui b vi

¸
“

8ÿ

i“1

σiΠ pVJ
pui b viq “

8ÿ

i“1

σi

«
ÿ

k`lďJ

∆ΠZk
b ∆ΠZ

l

ff
pui b viq

“
ÿ

k`lďJ

8ÿ

i“1

σi

`
∆ΠZk

ui

˘
b
`
∆ΠZ

l
vi
˘
.

Mapping back to H gives

K

˜
ÿ

k`lďJ

8ÿ

i“1

σi

`
∆ΠHk

ui

˘
b
`
∆ΠH

l
vi
˘
¸

“
ÿ

k`lďJ

8ÿ

i“1

σi p∆ΠHk
uiq

@
∆ΠH

l
vi, ¨

D
H

“
ÿ

k`lďJ

∆ΠHk

8ÿ

i“1

σiui

@
vi, ∆ΠH

l
¨
D
H

“
ÿ

k`lďJ

∆ΠHk

˜
8ÿ

i“1

σiui xvi, ¨yH

¸
∆ΠH

l
.

□

Corollary 3.6. The Galerkin discretization of (ARE) is given by

find P P pVJ such that
ÿ

i`jďJ

∆ΠZi

`
A‹P ` PA ` P 2 ´ Q

˘
∆ΠZj

“ 0.(ARE-P)
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Proof. Recall that the Galerkin discretization is defined via

find P P pVJ , so that @Ψ P pVJ :
“
A‹P ` PA ` P 2 ´ Q,Ψ

‰
H

“ 0,

compare e.g. [24, p. 184]. The second condition is equivalent to considering the

H-orthogonal projection of A‹P ` PA ` P 2 ´ Q onto pVJ . The statement follows
now by applying Theorem 3.5.

□

3.4. Matrix equation. In this subsection, we derive a matrix equation associated
to (ARE-P). To this end, similar to (6), let us fix a hierarchical basis tϕkuNJ

k“1

of ZJ , and denote the corresponding bases of the hierarchical increments Wi with
tϕpi,jquNi

j“1
, i.e.

ZJ “ spantϕk : k “ 1, . . . , NJu, Wi “ spantϕpi,jq : j “ 1, . . . , Niu,
and

tϕkuNJ

k“1
“

ď

iďJ

tϕpi,jquNi

j“1
.

We start the derivation of the matrix equation by introducing the prolongation
operator (see [24, p. 184] for example) associated to tϕkuNJ

k“1
,

I : RNJ Ñ H, pα1, α2, . . . , αNJ
q ÞÑ

NJÿ

k“1

αkϕk.

Its adjoint I‹ : H » H 1 Ñ
`
R

NJ
˘1 » R

NJ with respect to x¨, ¨yH is called restriction
operator. It is defined canonically by

pI‹v, αq “ xv, IαyH for all v P H, α P R
NJ .

Here, p¨, ¨q denotes the Euclidean scalar product of RNJ . Recall that for the image
of I‹ there holds (see [24, p. 187] for example)

rI‹vsNJ

k“1
“
“
xv, φkyH

‰NJ

k“1
P R

NJ .(9)

In order to introduce the prolongation and restriction operators associated to
the spaces Wj , let us use the identification

R
NJ “

à

jďJ

R
Nj ,

i.e. the spaces R
Nj correspond to the coefficients associated to the hierarchical

increments Wj . The prolongations and restrictions for the spaces Wj are defined
via

Ij : R
NJ Ñ H, Ijα ÞÑ

#
Iα, α P R

Nj ,

0, else,

and

I‹
j : H Ñ R

NJ ,
“
I‹
j v
‰NJ

k“1
“
#

xv, φkyH , φk P Wj ,

0, else.

To simplify the notation in the following, we shall set

rI‹
n :“

ÿ

jďn

I‹
j ,

rIn :“
ÿ

jďn

Ij , n ď J.(10)
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Recall that I is bijective from R
NJ to ZJ , and I‹ is bijective from ZJ to R

NJ .
Therefore, we can consider the inverse operators

I´1 : ZJ Ñ R
NJ , I´1v “ α ô Iα “ v,

and

I´‹ : RNJ Ñ ZJ , I´‹α “ v ô I‹v “ α.

By using the bijectivity of I and I‹, it is possible to identify an operator from VJ

with a matrix. To be more precise, we will consider the following spaces of matrices

R
VJ :“

à

}j}8ďJ

R
Nj1

ˆNj2 » VJ , R
pVJ :“

à

}j}1ďJ

R
Nj1

ˆNj2 » pVJ .

In particular, R
pVJ Ă R

VJ is the linear subspace associated to the operators from
pVJ .

As the first step to derive a matrix equation for (ARE-P), we give a character-

ization of the H-orthogonal projection onto pVJ in terms of the prolongation and
restriction operators. This is the statement of Lemma 3.8. For the sake of clear
representation, we prove the following intermediate result first.

Lemma 3.7. For all ℓ ď J there holds

rI‹
J´ℓΠpVJ

pΦqIℓ “ rI‹
J´ℓΦIℓ.

Proof. Recall that according to Lemma 3.2 there holds

∆ΠZj
Iℓ “ 0 for j ą ℓ.(11)

Moreover, by using the representation (9), we obtain I‹
ℓΠZj

“ I‹
ℓ for j ě ℓ, and

therefore

rI‹
J´ℓΠZJ´j

“ rI‹
J´ℓ for j ď ℓ.(12)

By applying the formulas (11) and (12), we finally compute

rI‹
J´ℓΠpVJ

pΦqIℓ “ rI‹
J´ℓ

ÿ

jďJ

ΠZJ´j
Φ∆ΠZj

Iℓ
(11)“ rI‹

J´ℓ

ÿ

jďℓ

ΠZJ´j
Φ∆ΠZj

Iℓ

(12)“ rI‹
J´ℓ

ÿ

jďℓ

Φ∆ΠZj
Iℓ “ rI‹

J´ℓΦ
ÿ

jďℓ

∆ΠZj
Iℓ “ rI‹

J´ℓΦΠZℓ
Iℓ “ rI‹

J´ℓΦIℓ.

□

Lemma 3.8. Let Φ, Ψ P H. Then

ΠpVJ
pΦq “ ΠpVJ

pΨq(13)

if and only if

@k ` ℓ ď J : I‹
kΦIℓ “ I‹

kΨIℓ.(14)

Proof. Assume that (14) is true and note that it is equivalent to

@ℓ ď J : rI‹
J´ℓΦIℓ “ rI‹

J´ℓΨIℓ.

Consequently, according to Lemma 3.7, we obtain that (14) holds if and only if

@k ` ℓ ď J : I‹
kΠpVJ

pΦqIℓ “ I‹
kΠpVJ

pΨqIℓ
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is true. Finally, by using that the mapping

pVJ Q Φ ÞÑ
”
I‹
kΠpVJ

pΦqIℓ
ı
k`ℓďJ

P R
pVJ

is bijective from pVJ to R
pVJ , we conclude that (13) is equivalent to (14).

□

The condition (14) from Lemma 3.8 can be reformulated with the help of projec-
tions in the space R

VJ . This allows us to use the Galerkin matrices of the operators
A and Q as well as the mass matrix in the discussion of the algorithms for the
Riccati equation.

In order to define these projections, we first introduce the matrices Πk P R
VJ .

To this end, let us write Xpj1,j2q for the block of X P R
VJ corresponding to the

subspace R
Nj1

ˆNj2 , i.e. we have

X “
“
Xpj1,j2q

‰
}pj1,j2q}8ďJ

.

We define Πk according to

rΠkspj1,j2q “
#
Id

R
Nk , j1 “ j2 “ k,

0, else.

Multiplication of a matrix X P R
VJ with Πk from the left (right) yields the slice of

the kth row (column) of blocks of X, i.e.

rΠkXspj1,j2q “
#
Xpj1,j2q, j1 “ k,

0, else,
and rXΠkspj1,j2q “

#
Xpj1,j2q, j2 “ k,

0, else.

Similar to (10), let us use the notation

rΠn :“
ÿ

kďn

Πk for n ď J.(15)

With the help of (15), we then define the operator

ΠSG : RVJ Ñ R
VJ , X ÞÑ

ÿ

kďJ

ΠkX rΠJ´k “
ÿ

kďJ

rΠJ´kXΠk,(16)

which is the orthogonal (with respect to the Frobenius norm) projection from R
VJ

onto R
pVJ . In other words, ΠSG restricts the coefficients to the subspace R

pVJ which
corresponds to a sparse grid. Figure 1 illustrates the action of ΠSG .

¨
˚̊
˚̊
˚̋

˛
‹‹‹‹‹‚

¨
˚̊
˚̊
˚̋

˛
‹‹‹‹‹‚

ΠSG

Figure 1. Application of ΠSG to an element from R
VJ yields an

element of R
pVJ .

We obtain the following equivalent characterisation of the result of Lemma 3.8
using ΠSG .
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Lemma 3.9. Let Φ P V. Denote by Ξ the mapping

Ξ : V Ñ R
pVJ , Ψ ÞÑ

ÿ

k`ℓďJ

I‹
kΨIℓ.

Then, there holds

ΠSGpI‹ΦIq “ ΞpΦq “ Ξ
`
ΠpVJ

pΦq
˘
,

i.e. the following diagram commutes:

V R
VJ

pVJ R
pVJ

ΠpVJ

Φ ÞÑ I‹ΦI

»
Ξ|pVJ

ΠSG

Ξ

Proof. We compute

ΠSGpI‹ΦIq p‹q“
ÿ

k`ℓďJ

I‹
kΦIℓ

loooooomoooooon
ΞpΦq

p‹‹q“
ÿ

k`ℓďJ

I‹
kΠpVJ

pΦqIℓ
loooooooooomoooooooooon

ΞpΠ pVJ
pΦqq

,

whereby p‹q holds by the definition (16) of ΠSG and p‹‹q due to Lemma 3.7. □

With the above results at hand, we can reformulate (ARE-P) in terms of matri-
ces.

Theorem 3.10. Let Q P K and AJ “ I‹AI, EJ “ I‹I, QJ “ I‹QI. Then, Φ P pVJ

is a solution of (ARE-P) if and only if pX “ I´1ΦI´‹ P R
pVJ is a solution of

ΠSG

´
AJ

pXEJ ` EJ
pXAJ ` EJ

pXEJ
pXEJ ´ QJ

¯
“ 0.(ARE-M)

Proof. Let Φ P pVJ be a solution of (ARE-P). According to Lemma 3.9, this is
equivalent to

ΠSG

`
I‹pAΦ ` ΦA ` Φ2 ´ QqI

˘
“ 0.(17)

Using pX “ I´1ΦI´‹ P R
pVJ , we can rewrite (ARE) as

AΦ ` ΦA ` Φ2 “ AI pXI‹ ` I pXI‹A ` I pXI‹I pXI‹.

Multiplying with I‹ from the left and with I from the right gives

I‹AI pXI‹I ` I‹I pXI‹AI ` I‹I pXI‹I pXI‹I

“ AJ
pXEJ ` EJ

pXAJ ` EJ
pXEJ

pXEJ .

Thus, we conclude that (17) is equivalent to (ARE-M). □
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4. Evaluation of the algebraic Riccati equation in the sparse grid

space

In this section, we present algorithms for evaluating the Riccati equation in the
sparse grid space. We consider the linear part in Subsection 4.2 and the quadratic
part in Subsection 4.3. Both parts are combined to derive the final approach for
solving the algebraic Riccati equation in Subsection 4.4.

To better understand the results presented, recall that there is a close relation

between expressions involving operators from pVJ and those involving functions from
pVJ . This connection is rooted in the tensor product structure of the discretization
space. Consequently, there are two equivalent approaches to discuss the algorithms
for the sparse grids. In our presentation, we formulate the algorithms from the
perspective of the operator approach using the associated discretization matrices.
The relevant connection with the formulation in terms of function from the space
pVJ is briefly outlined in Subsection 4.2.

4.1. Notation. Throughout the following, let S : Z Ñ Z 1 be a linear operator.
Likewise to Theorem 3.10, we denote the Galerkin matrix of S with respect to the
space ZJ by SJ “ I‹SI P R

NJˆNJ , and use the notation

rSk “
ÿ

jďk

rΠJ´jSJΠj “
ÿ

jďk

rI‹
J´jSIj ,

which is analagous to that introduced in (10) and (15). In other words, rSk is
the Galerkin matrix of S with respect to the space Zk extended by 0 such that
rSk P R

NJˆNJ holds. Note that we also use the same notation for other matrices.
We will repeatedly use coefficient matrices associated with the elements from

the space VJ , respectively from VJ , in our presentation. To be more precise, let us
consider a function x P VJ . The associated coefficient matrix X P R

VJ is defined
by

X “ I´1KpxqI´‹.

Here, K denotes the isomorphism between V H and H introduced in (8). We will

refer to elements of pVJ as sparse grid functions and to elements of R
pVJ as sparse grid

matrices. Note that the coefficients of matrices are stored in blocks corresponding

to the spaces Wj (cf. [30] for example). In particular, this means that for pX P R
pVJ

there holds

@j1 ` j2 ą J : pXpj1,j2q “ 0 P R
Nj1

ˆNj2 .

To simplify the notation, we make two assumptions throughout this section.
First, we assume S to be self-adjoint. The results presented can be easily adapted
to the non-self-adjoint case by replacing S with S⊺ where necessary. Second, for the
sake of simplicity, we will restrict ourselves to the one-dimensional case, i.e. d “ 1.
This affects only the derivation of the complexity bounds, which however can be
generalized in a straightforward manner to the desired setting in arbitrary dimen-
sion d P N by adapting the proofs of Lemmas 4.3 and 4.7.

4.2. UniDir algorithm and evaluation of the linear part. In this subsection,
we discuss the evaluation of the linear part of the discretized Riccati equation by
means of the UniDir algorithm (cf. [13, 51]). Originally, UniDir was introduced to

compute the matrix-vector product in the space pVJ for a tensor product operator,



SG APPROXIMATION OF THE RICCATI EQUATION 13

i.e. the expression pS b Sqpx, where px P pVJ . Algorithms which employ similar
techniques were developed in [26, 29, 30]. Assuming that the complexity of the
evaluation of S on the spaces Zk is linear, UniDir performs the matrix-vector

multiplication pS b Sqpx again with linear complexity Opdim pVJq “ OpNJ logNJq.
Various representations of UniDir are already available in the literature. Our

main motivation for giving a different derivation is to discuss several intermediate
results which are not present in the literature in this form. These results, such as
Lemma 4.2 for example, are used in Subsection 4.3 and allow for a shorter and
more concise derivation of the algorithm for the quadratic part.

The need to develop specialized algorithms for the matrix–vector multiplications

in the space pVJ arises from a typical situation in which the spaces Zj describe a
multi-resolution analysis in d dimensions (cf. [13, 29]). In this case, the resulting
discretization matrix SJ bSJ is not sparse even for finitely supported ansatz func-
tions and local operators S because of the overlapping of ansatz functions from
different levels. However, the matrix SJ b SJ has block tensor product structure
that can be utilized for fast matrix–vector multiplication (cf. [29, 51]).

Let us consider a function x P VJ first. By using the tensor product structure of
the operator S b S, we get the equivalent representation

Y “ SJXSJ(18)

for the product pSbSqx. Here, X P R
VJ is the coefficient matrix associated with x.

The formulation (18) provides an important link between the spaces VJ and VJ . It
allows the algorithms developed for the matrix-vector multiplication to be adapted
to evaluate products of operators.

The situation is different in the case of px P pVJ . A representation as in (18) is
not possible, as the sparse grid on ΩˆΩ is not a tensor product of grids on Ω, but
rather a sum of tensor products (cf. [51] for example). However, we can express
pS b Sqpx in accordance with

rY sj “
ÿ

}i}1ďJ

Spj1,i1q
pXpi

1
,j

2
qSpj2,i2q, }j}1 ď J,(19)

where pX is the coefficient matrix of px.
Roughly speaking, UniDir is based on two ideas. First, note that each summand

on the right–hand side of (19) can be evaluated by computing the left or right prod-
uct in the first place, resulting in different computation costs. A detailed discussion
of associated complexities can be found in [29]. Second, although each summand

has unique indices i and j, some of the products Spj1,i1q
pXpi

1
,j

2
q or pXpi

1
,j

2
qSpj2,i2q

appear multiple times. UniDir avoids repeated evaluation of these products by
properly parenthesizing the sum in (19) and factoring out common terms.

Both ideas are reflected in the following splitting of the matrix SJ in the lower
(top down) part LJ and the upper (bottom up) part UJ

SJ “ LJ ` UJ , LJ “
“
Spj1,j2q

‰
j1,j2ďJ,
j1ěj2

, UJ “
“
Spj1,j2q

‰
j1,j2ďJ,
j1ăj2

.(20)

With (20), we compute the product SJ
pXSJ as

SJ
pXSJ “ UJ

pXSJ ` LJ
pXSJ .(21)

This approach leads to linear complexity, provided the following assumption holds.
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Assumption 4.1. The matrix–vector products for the matrices rSk, rLk, rUk can be
evaluated for k ď J with complexity OpNkq.

To derive UniDir formally, let us start with the following lemma regarding the
interaction between the matrices LJ and UJ and the operator ΠSG . We will use this
result for the derivation of the UniDir as well as for the quadratic part algorithm.

Lemma 4.2. Let pX P R
pVJ and X P R

VJ . Define LJ , UJ P R
NJˆNJ as in (20) and

ΠSG as in (16). Then, there holds

(a) ΠSGpUJ
pXq “ UJ

pX and ΠSGp pXLJq “ pXLJ , i.e. UJ
pX and pXLJ are again

elements of R
pVJ .

(b) ΠSGpLJXq “ ΠSG

`
LJΠSGpXq

˘
and ΠSGpXUJq “ ΠSG

`
ΠSGpXqUJ

˘
.

Proof. To prove the first identity in (a), we compute

UJ
pX “

ÿ

kďJ

UJ
pXΠk

p‹q“
ÿ

kďJ

rΠJ´kUJ
pXΠk

(16)“ ΠSGpUJ
pXq,

where p‹q holds because blocks of coefficients corresponding to the subspaces Wpℓ,kq,

ℓ ą k, are equal zero, that is pXΠk P À
iďk R

NiˆNk . Figure 2 illustrates this

statement. The proof of ΠSGp pXLJq “ pXLJ is similar.
To prove the first statement in (b), we use the representation (16) of ΠSG

ΠSGpLJXq “ ΠSG

˜
ÿ

kďJ

LJXΠk

¸
(16)“

ÿ

kďJ

rΠJ´kLJXΠk.

Next, note that because of the shape of LJ we have rΠJ´kLJ “ rΠJ´kLJ
rΠJ´k.

Therefore,

rΠJ´kLJXΠk “ rΠJ´kLJ
rΠJ´kXΠk “ rΠJ´kLJΠSGpXqΠk

holds for all k ď J . By using this result, we arrive at

ΠSGpLJXq “
ÿ

kďJ

rΠJ´kLJΠSGpXqΠk “ ΠSG

`
LJΠSGpXq

˘
.

The proof of ΠSGpXUJq “ ΠSG

`
ΠSGpXqUJ

˘
is similar.

□

¨
˚̊
˚̊
˚̋

˛
‹‹‹‹‹‚

‚

¨
˚̊
˚̊
˚̋

˛
‹‹‹‹‹‚

“

¨
˚̊
˚̊
˚̋

˛
‹‹‹‹‹‚

Figure 2. Schematic representation of the application of the bot-
tom up part UJ of the operator S from the left to a sparse grid
matrix.

In order to compute the expression (21), we have to consider the complexity of

applying the matrices LJ , UJ , and SJ to elements from R
pVJ and R

VJ . For the
proofs, we will use repeatedly two facts. First, the blocks of a sparse grid matrix
which correspond to the spaces Wpk,ℓq with ℓ ` k ą J are zero. Second, we can
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discard the computation of the blocks which are in the kernel of the operator ΠSG .

We start by examining the terms ΠSG

` pXSJ

˘
and ΠSG

`
SJ

pX
˘

in the next lemma.

Lemma 4.3. Let the operator S fulfil Assumption 4.1 and let pX P R
pVJ . Then, the

terms

ΠSG

`
SJ

pX
˘
, ΠSG

` pXSJ

˘

can be evaluated with complexity OpNJ logNJq.
Proof. By using the representation (16) of ΠSG , we have

ΠSG

` pXSJ

˘
“

ÿ

kďJ

Πk
pXSJ

rΠJ´k.

Note that Πk
pX “ Πk

pX rΠJ´k. With this result, we obtain

ΠSG

` pXSJ

˘
“

ÿ

kďJ

Πk
pX rΠJ´kS rΠJ´k “

ÿ

kďJ

Πk
pX rSJ´k.

Figure 3 illustrates this representation.

By Assumption 3.1, each term Πk
pX consists of Op2kq vectors with OpNJ´kq “

Op2J´kq non-zero entries. Therefore, using Assumption 4.1, we can evaluate Πk
pX rSJ´k

with complexity OpNJq. For the complete sum
ř

kďJ Πk
pX rSJ´k, we obtain the

complexity
ÿ

kďJ

O pNJq “ O pNJ logNJq .

The proof for ΠSG

`
SJ

pX
˘

is similar. □

¨
˚̊
˚̊
˚̋

˛
‹‹‹‹‹‚

‚

¨
˚̊
˚̊
˚̋

˛
‹‹‹‹‹‚

¨
˚̊
˚̊
˝

˛
‹‹‹‹‚

ΠSG

¨
˚̊
˚̊
˚̋

˛
‹‹‹‹‹‚

“ ‚

¨
˚̊
˚̊
˚̋

˛
‹‹‹‹‹‚

`

¨
˚̊
˚̊
˚̋

˛
‹‹‹‹‹‚

‚

¨
˚̊
˚̊
˚̋

˛
‹‹‹‹‹‚

¨
˚̊
˚̊
˚̋

˛
‹‹‹‹‹‚

` ‚

¨
˚̊
˚̊
˚̋

˛
‹‹‹‹‹‚

`

¨
˚̊
˚̊
˚̋

˛
‹‹‹‹‹‚

‚

¨
˚̊
˚̊
˚̋

˛
‹‹‹‹‹‚

Figure 3. Illustration of applying SJ from the right to a sparse

grid matrix pX, followed by the projection onto R
pVJ . The result

can be computed as a sum of products rSJ´k
pXΠk, k “ 0, 1, . . . , J .

The next two lemmas state results regarding the computational complexities of
the terms on the right-hand side of the splitting (21). We will use these lemmas
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to derive the UniDir algorithm as well as to compute the quadratic term of the
Riccati equation in Subsection 4.3. We start with the complexity of evaluating

ΠSG

`
UJ

pXSJ

˘
.

Lemma 4.4. Let the operator S fulfil Assumption 4.1 and let pX P R
pVJ . Define

UJ P R
NJˆNJ as in (20). Then, the expression

ΠSG

`
UJ

pXSJ

˘

can be evaluated with complexity OpNJ logNJq.

Proof. The product UJ
pX is again an element of R

pVJ by Lemma 4.2 (a). We conclude

the proof by applying Lemma 4.3 to ΠSG

`
UJ

pXSJ

˘
. □

¨
˚̊
˚̊
˚̋

˛
‹‹‹‹‹‚

‚

¨
˚̊
˚̊
˚̋

˛
‹‹‹‹‹‚

¨
˚̊
˚̊
˝

˛
‹‹‹‹‚

ΠSG

¨
˚̊
˚̊
˚̋

˛
‹‹‹‹‹‚

“ ‚

¨
˚̊
˚̊
˚̋

˛
‹‹‹‹‹‚

`

¨
˚̊
˚̊
˚̋

˛
‹‹‹‹‹‚

‚

¨
˚̊
˚̊
˚̋

˛
‹‹‹‹‹‚

¨
˚̊
˚̊
˚̋

˛
‹‹‹‹‹‚

` ‚

¨
˚̊
˚̊
˚̋

˛
‹‹‹‹‹‚

`

¨
˚̊
˚̊
˚̋

˛
‹‹‹‹‹‚

‚

¨
˚̊
˚̊
˚̋

˛
‹‹‹‹‹‚

Figure 4. Schematic representation of applying the top down
part LJ from left to a regular grid matrix X, followed by the

projection onto R
pVJ . The result can be computed as a sum of

products rLJ´k
pXΠk, k “ 0, 1, . . . , J .

The next lemma proves a result regarding the complexity of the application of
the matrix LJ .

Lemma 4.5. Let the operator S fulfil Assumption 4.1 and pX P R
pVJ be a sparse

grid matrix. Define LJ P R
NJˆNJ as in (20). Then, the expression

ΠSG

`
LJ

pXSJ

˘
(22)

can be evaluated with complexity OpNJ logNJq.

Proof. The product pXSJ is not an element of R
pVJ in general. However, by Lemma

4.2 (b), there still holds ΠSG

`
LJ

pXSJ

˘
“ ΠSG

`
LJΠSG

` pXSJ

˘˘
.

By Lemma 4.3, the expression pX 1 “ ΠSG

` pXSJ

˘
can be evaluated with com-

plexity OpNJ logNJq. Furthermore, due to the form of the matrix LJ , we can
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write

ΠSG

`
LJ

pX 1
˘

“
ÿ

kďJ

rΠJ´kLJ
pX 1Πk “

ÿ

kďJ

rΠJ´kLJ
rΠJ´k

pX 1Πk “
ÿ

kďJ

rLJ´k
pX 1Πk.

Figure 4 illustrates this representation, which is also true for elements of RVJ .
As SJ fulfils Assumption 4.1, the products

rLJ´k
pX 1Πk, k “ 0, 1, . . . , J,

can be computed with complexities OpNJ´kq. Therefore, similar to the proof of
Lemma 4.3, the overall complexity is O pNJ logNJq. □

In the next theorem, we summarize the observations of this section and estimate
the complexity of applying linear tensor product operators to a sparse grid matrix.
This statement can also be found in [1, 12, 51].

Theorem 4.6 (UniDir). Let the operator S fulfil Assumption 4.1 and let pX P R
pVJ .

Then, the expression

ΠSG

`
SJ

pXSJ

˘

can be evaluated with complexity OpNJ logNJq.

Proof. We use the decomposition (21)

ΠSG

`
SJ

pXSJ

˘
“ ΠSG

`
LJ

pXSJ

˘
` ΠSG

`
UJ

pXSJ

˘
,

and apply Lemma 4.4 to ΠSG

`
UJ

pXSJ

˘
and Lemma 4.5 to ΠSG

`
LJ

pXSJ

˘
, respec-

tively. □

Alltogether, we arrive at Algorithm 1, which evaluates the expression ΠSG

`
SJ

pXSJ

˘

with linear complexity OpNJ logNJq. This algorithm is used to evaluate the linear
part of the Riccati equation.

Data : A sparse grid matrix pX P R
pVJ , for k ď J the matrices rSk, rUk, rLk

as defined in (15) and (20).

Result: Y “ ΠSG

`
SJ

pXSJ

˘
.

1
pXU Ð UJ

pX “ ř
kďJ

rUJ´k
pXΠk

2
pXU Ð ΠSG

` pXUSJ

˘
“ ř

kďJ Πk
pXU

rSJ´k

3
pXL Ð ΠSG

` pXSJ

˘
“ ř

kďJ Πk
pX rSJ´k

4
pXL Ð ΠSG

`
LJ

pXL

˘
“ ř

kďJ
rLJ´k

pXLΠk

5 Y Ð pXU ` pXL

Algorithm 1: (UniDir) Evaluation of the linear part of the Riccati equation.
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4.3. Quadratic part. In this subsection, we will consider the evaluation of ex-
pressions of the form

ΠSG

`
SJ

pXR pZSJ

˘
,(23)

where SJ is the discretization matrix of the operator S, pX and pZ are sparse grid
matrices, and R P R

NJˆNJ . Our goal is to derive an algorithm for the computation
of the quadratic part of the Riccati equation. In this case, the matrix R is the

discretization matrix of the operator BB‹ with respect to the space ZJ and pZ “ pX.
The main ideas of the algorithm are, similar to UniDir, to utilize the sparsity

of elements from R
pVJ and the properties of the projector ΠSG . In the first step,

we interpret the expression (23) as the application of the tensor product operator

SJ b SJ to pXR pZ. Next, we split the matrix R into its lower RL and upper RU

parts similar to (20), i.e. R “ RL `RU . In view of Lemma 4.2 (a), we see that the

products pXRL and RU pZ are again sparse grid matrices. Therefore, we can split
(23) as

SJ
pXR pZSJ “ SJ

pX
`
RL ` RU

˘ pZSJ “ SJ

` pXRL
˘ pZSJ ` SJ

pX
`
RU pZ

˘
SJ .(24)

By this means, we have to apply the operator S b S to products of sparse grid
matrices in order to to evaluate (23).

Let us first state the following lemma regarding the projection onto R
pVJ of a

product of two sparse grid matrices.

Lemma 4.7. Let pX, pZ P R
pVJ . Then, the expression

ΠSG

` pX pZ
˘

(25)

can be evaluated with complexity OpN3{2
J q.

Proof. Let us write Y “ pX pZ. The blocks of the matrix Y are scalar products of

the blocks of the rows of pX and the columns of pZ:

Ypj1,j2q “
ÿ

kďJ

pXpj1,kq
pZpk,j2q “

ÿ

kďmintJ´j1,J´j2u

pXpj1,kq
pZpk,j2q.

Recall that we assume d “ 1 in this section. Therefore, by Assumption 3.1, the

complexity for the computation of a matrix product pXpj1,kq
pZpk,j2q is Op2k`j1`j2q.

Consequently, the computation of a block Ypj1,j2q requires

ÿ

0ďkďmintJ´j1,J´j2u

O
`
2k`j1`j2

˘
“ O

´
2mintJ´j1,J´j2u`j1`j2

¯

operations.
We have the following cases:

mintJ ´ j1, J ´ j2u “
#
J ´ j2, j1 ă j2,

J ´ j1, j1 ě j2.
(26)
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To use the expression (26), consider the partition of the set
 

}j}1 ď J
(

along the
lines }j}1 “ const., that is

(27)

 
}j}1 ď J

(
“

Jď

ℓ“1

 
}j}1 “ ℓ

(

“
Jď

ℓ“1

„ 
}j}1 “ ℓ, j1 ă j2u Y t}j}1 “ ℓ, j1 ě j2

(
.

Note that we have the equivalent representations

(28)

 
}j}1 “ ℓ, j1 ă j2

(
“
 

}j}1 “ ℓ, j1 ď tℓ{2u
(
,

 
}j}1 “ ℓ, j1 ě j2

(
“
 

}j}1 “ ℓ, j2 ď rℓ{2s
(
.

This results in the following estimate for the complexity of computation of ΠSGpY q:
ÿ

}j}1ďJ

O

´
2mintJ´j1,J´j2u`j1`j2

¯

(27)“
ÿ

ℓďJ

«
ÿ

j1`j2“ℓ,
j1ăj2

O
`
2J´j2`j1`j2

˘
`

ÿ

j1`j2“ℓ,
j1ěj2

O
`
2J´j1`j1`j2

˘
ff

“
ÿ

ℓďJ

«
ÿ

j1`j2“ℓ,
j1ăj2

O
`
2J`j1

˘
`

ÿ

j1`j2“ℓ,
j1ěj2

O
`
2J`j2

˘
ff

(28)“ O
`
2J

˘
¨
ÿ

ℓďJ

«
ÿ

j1`j2“ℓ,
j1ďtℓ{2u

O
`
2j1

˘
`

ÿ

j1`j2“ℓ,
j2ďrℓ{2s

O
`
2j2

˘
ff

“ O
`
2J

˘
¨
ÿ

ℓďJ

O

´
2ℓ{2

¯
“ O

´
23J{2

¯
“ O

´
N

3{2
J

¯
.

□

The next theorem estimates the computation costs for the expression SJ
pX pZSJ ,

where pX and pZ are sparse grid matrices.

Theorem 4.8. Let the operator S fulfil Assumption 4.1. Let pX, pZ P R
pVJ . Then,

the expression

ΠSG

`
SJ

pX pZSJ

˘
(29)

can be evaluated with complexity OpN3{2
J q.

Proof. We define LJ , UJ P R
NJˆNJ as in (20) and consider the splitting

ΠSG

`
SJ

pX pZSJ

˘
“ ΠSG

`
LJ

pX pZLJ

˘
` ΠSG

`
LJ

pX pZUJ

˘

` ΠSG

`
UJ

pX pZLJ

˘
` ΠSG

`
UJ

pX pZUJ

˘
.

We prove that each summand on the right hand side can be evaluated with com-

plexity OpN3{2
J q.

ΠSG

`
LJ

pX pZLJ

˘
: By Lemma 4.2 (b), there holds

ΠSG

`
LJ

pX pZLJ

˘
“ ΠSG

`
LJΠSG

` pX pZLJ

˘˘
.
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By Lemma 4.2 (a), the product pZLJ is a sparse grid matrix. Therefore, by Lemma

4.7, the computation of pX 1 “ ΠSG

` pX pZLJ

˘
requires OpN3{2

J q operations. Note

that pX 1 P R
pVJ , i.e. pX 1 is a sparse grid function. Consequently, the evaluation of the

expression ΠSG

`
LJ

pX 1
˘

is of complexity OpNJ logNJq by Lemma 4.5. We conclude

that the evaluation of ΠSG

`
LJ

pX pZLJ

˘
is OpN3{2

J q.
ΠSG

`
LJ

pX pZUJ

˘
: We use Lemma 4.2 (b) twice and get

ΠSG

`
LJ

pX pZUJ

˘
“ ΠSG

`
LJΠSG

` pX pZUJ

˘˘

“ ΠSG

`
LJΠSG

`
ΠSG

` pX pZ
˘
UJ

˘˘
.

The complexity for the evaluation of pX 1 “ ΠSG

` pX pZ
˘

is of order OpN3{2
J q. The

terms pX2 :“ ΠSG

` pX 1UJ

˘
and ΠSG

`
LJ

pX2
˘

can be computed with OpNJ logNJq
by Lemma 4.4 and Lemma 4.5, respectively. Therefore, the total complexity for

the evaluation of ΠSG

`
LJ

pX pZUJ

˘
is OpN3{2

J q.
ΠSG

`
UJ

pX pZLJ

˘
: We note that UJ

pX and pZLJ are again sparse grid matrices

by Lemma 4.2 (a). Therefore, the complete expression can be evaluated with com-

plexity OpN3{2
J q by Lemma 4.7.

ΠSG

`
UJ

pX pZUJ

˘
: The argumentation is similar to the case ΠSG

`
LJ

pX pZLJ

˘
.

There holds

ΠSG

`
UJ

pX pZUJ

˘
“ ΠSG

`
ΠSG

`
UJ

pX pZ
˘
UJ

˘
.

The result of the product UJ
pX is a sparse grid matrix. Therefore, ΠSG

`
UJ

pX pZ
˘
,

and consequently also the complete expression, can be computed with complexity

OpN3{2
J q.

By combining the single cases, we conclude that the overall complexity for the

evaluation of (29) is OpN3{2
J q. □

Finally, we apply Theorem 4.8 to the expression ΠSG

`
SJ

pXR pZSJ

˘
.

Corollary 4.9. Let the assumption of Theorem 4.8 be fulfilled. and let R P R
VJ .

Denote by RL and RU the lower and upper part of R, i.e.

RL “
“
Rpj1,j2q

‰
j1,j2ďJ,
j1ěj2

, RU “
“
Rpj1,j2q

‰
j1,j2ďJ,
j1ăj2

, R “ RL ` RU .

Assume that the products pXRL and RU pZ can be evaluated with complexity OpN3{2
J q.

Then, the expression

ΠSG

`
SJ

pXR pZSJ

˘

can be evaluated with complexity OpN3{2
J q.

Proof. We use the splitting (24)

SJ
pXR pZSJ “ SJ

` pXRL
˘ pZSJ ` SJ

pX
`
RU pZ

˘
SJ .

By our assumptions, the expressions pX 1 “ pXRL and pZ 1 “ RU pZ can be com-

puted with complexity OpN3{2
J q, and are sparse grid matrices according to Lemma

4.2 (a). Therefore, we can apply Theorem 4.8 to the terms ΠSG

`
SJ

pX 1 pZSJ

˘
and

ΠSG

`
SJ

pX pZ 1SJ

˘
. □
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Theorem 4.8 and Corollary 4.9 give rise to the following algorithm for the com-
putation of the quadratic part of the Riccati equation.

Data : A sparse grid matrix pX P R
pVJ , for k ď J the matrices

rSk, rUk, rLk, matrices RL, RU .

Result: Y “ ΠSG

`
SJ

pXR pXSJ

˘
.

1
pXL Ð pXRL

2
pXU Ð RU pX

3 for p pZ, pZ 1q P tp pXL, pXq, p pX, pXU qu do

4 Y1 Ð ΠSG

`
LJΠSG

` pZ
` pZ 1LJ

˘˘˘

5 Y2 Ð ΠSG

`
LJΠSG

`
ΠSG

` pZ pZ 1
˘
UJ

˘˘˘

6 Y3 Ð ΠSG

``
UJ

pZqp pZ 1LJ

˘˘

7 Y4 Ð ΠSG

`
ΠSG

``
UJ

pZ
˘ pZ 1

˘
UJ

˘

8 Y Ð Y ` ř4

i“1
Yi

Algorithm 2: Evaluation of the quadratic part of the Riccati equation.

4.4. Application of the algorithms and the Netwon’s method. The com-
plexity of the presented algorithms is estimated based on Assumption 3.1 and
Assumption 4.1. A finitely supported multi-resolution analysis with all involved
operators being local is a typical situation where these assumptions are fulfilled.
Important examples of suitable sequences tZku include hierachical bases ([13]),
wavelets ([15]), multilevel frames ([29, 51]), or polynomials of different degrees ([1,
13]). In this article, we consider Zk to be spanned by the hierarchical basis of stan-
dard hat functions and take A to be a second order differential operator. A precise
definition is provided in Section 5.

The algebraic Riccati equation is a nonlinear equation that depends on the un-
known operator P in a quadratic manner. To find a solution, various methods for
nonlinear equations can be considered (see e.g. [6, 7, 8, 35]). We have implemented
the Newton’s method as proposed by [34]. In each iteration n P N, we solve the
Sylvester type equation of the form

(30)
ΠSG

´`
EJ

pXpnqEJ ´ AJ

˘ pXpn`1qEJ ` EJ
pXpn`1q

`
EJ

pXpnqEJ ´ AJ

˘¯

“ ΠSG

´
EJ

pXpnqEJ
pXpnqEJ ` QJ

¯

for the unknown sparse grid matrix pXpn`1q. Algorithm 1 and Algorithm 2 are
respectively applied to evaluate the linear and non-linear parts of the equation (30).
Note that, using an optimal preconditioner such as the multigrid method, enables

the equation (30) to be solved with over-all complexity of OpN3{2
J q. Therefore, the

total cost of solving the Riccati equation results in OpNiterN
3{2
J q operations, where

Niter represents the number of iterations of the Newton’s method.
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5. Numerical results

For the demonstration of our algorithm, let us consider the domain Ω “ r0, 1sd,
whereby d “ 1, 2, 3, and take Z “ H1

0 pΩq and H “ L2pΩq. In order to construct

the sparse grid ansatz space pVJ on ΩˆΩ, we use piecewise linear hat functions (see
e.g. [13]). Our starting point is the standard linear hat function on R:

ϕpxq :“ maxt1 ´ |x|, 0u.
By translation and dilatation of ϕpxq, we define the functions

ϕpℓ,kqpxq :“ ϕ

ˆ
x ´ k ¨ 2ℓ

2ℓ

˙
“ ϕp2´ℓx ´ kq, ℓ P N0, k ď 2ℓ,

whereby ϕp0,0q and ϕp0,1q are restricted to Ω. The integers ℓ and k are usually
termed level and index of the function ϕpℓ,kqpxq.

Next, let ℓ,k P N
d be multi-indices and x P R

d. We define a piecewise d-linear
function on Ω by the tensor product

ϕpℓ,kqpxq :“
dź

i“1

ϕpℓi,kiqpxiq,

and introduce the spaces Zj as

Zj :“ span
 
ϕpℓ,kq : }ℓ}8 ď j and ki ď 2ℓi for i “ 1, . . . , d

(
.

Given the spaces Zj , we can construct Wj , Wj , and the sparse grid space pVJ

as described in Section 3. Note that the spaces pVJ are defined on 2-, 4- and 6-
dimensional domains. The algorithms for the solution of the Riccati equation are
implemented based on the sparse grid library SG++, see [43, 48] for the details.

The operator A under consideration will be

A : H1

0 pΩq X H2pΩq Ñ L2pΩq, Az “
dÿ

i“1

Bxixi
z ´

dÿ

i“1

Bxi
z ` 2 ¨ z.

For the right-hand side, we take the operator

Q : L2pΩq Ñ L2pΩq, Qz “
ż

Ω

qp¨, ξqzpξqdξ,

with

qpx, ξq “
dź

i“1

p1 ´ |2xi ´ 1|qp1 ´ |2ξi ´ 1|q

for x, ξ P R
d.

As the reference solution we take the operator

Prefz “
ż

Ω

prefp¨, ξqzpξqdξ,

whereby we use the ansatz

prefpx, ξq “
Nrefÿ

}v}8,}w}8“1

pv,w

dź

i“1

?
2 sinpviπxiq e

1

2
xi

?
2 sinpwiπξiq e

1

2
ξi(31)

for the kernel pref. The parameter Nref is Nref “ 4000 for d “ 1, Nref “ 150 for
d “ 2, and Nref “ 30 for d “ 3.
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Let papprox denote the kernel of the Riccati operator computed by using the
sparse grid discretization. Recall that H is isometric to L2pΩ ˆ Ωq. Using this, we
estimate the H-error by considering the pointwise differences of papprox and pref on
the mesh

Xeval :“
 

px, ξq P r0, 1s2 : px, ξq “ pi, jq ¨ 1{5000, i, j “ 0, . . . , 5000
(
,

i.e. we compute

e2 “

dř
px,ξqPXeval

ppapproxpx, ξq ´ prefpx, ξqq2
|Xeval|

.(32)

A quadrature on a full grid is too expensive to compute the error estimate for
four or six dimensional Riccati kernels. Therefore, in these cases, we estimate the
L2-error as

(33)

e2 “ }pref ´ papprox}L2pΩˆΩq

“
„

}pref}2L2pΩˆΩq ´ 2 xpref, papproxyL2pΩˆΩq ` }papprox}2L2pΩˆΩq

1{2

,

whereby we use the ansatz (31) to evaluate the scalar products directly. Note that
the error estimate (32) we use for the one-dimensional case can be obtained from
(33) by virtue of a numerical quadrature. Thus, the difference between the formulas
(32) and (33) is neglectable for sufficiently large number of evaluation points.

The results are presented in Figure 5 and Tables 1, 2, and 3. Herein, ‘DoF’ is
the number of degrees of freedom for the approximation, i.e., the dimension of the

ansatz spaces pVJ . Especially, we tabulated the convergence rates ρi “ ld
`
e2i {e2i´1

˘
,

where e2i is the value of the error estimator e2 on the level i.
For the present example, we observe nearly the optimal rate of convergence for

sparse grids, i.e., the convergence rate is the same as for the discretization on a full
tensor grid. The cost per degrees of freedom is however significantly smaller in the
case of the sparse grid approach. With the suggested algorithm, the computational

cost to find a solution is OpN3{2
J q, compared to OpN3

Jq for the full grid discretization.

level e2 ρipe2q DoF level e2 ρipe2q DoF

2 1.47´3 ‹ 5 10 3.27´8 1.65 9,217

3 3.88´4 1.93 17 11 6.11´9 2.42 20,481

4 9.87´5 1.97 49 12 1.63´9 1.91 45,057

5 2.49´5 1.99 129 13 4.23´10 1.94 98,305

6 6.28´6 1.99 321 14 1.08´10 1.97 212,993

7 1.58´6 1.99 769 15 2.81´11 1.95 458,753

8 3.99´7 1.99 1,793 16 7.39´12 1.93 983,041

9 1.03´7 1.96 4,097 ‹ ‹ ‹ ‹

Table 1. Estimations e2 of the H-error and the convergence rates
ρipe2q “ ldpe2i´1

{e2i q for d “ 1.
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101 102 103 104 105 106 107

10´12

10´10

10´8

10´6

10´4

10´2

´1.73

´0.83

´0.52

DoF

e2

d “ 1, d “ 2, d “ 3

Figure 5. Estimation e2 of the H-error versus the number of
degrees of freedom (DoF) of the ansatz space.

level e2 ρipe2q DoF level e2 ρipe2q DoF

2 2.36´4 ‹ 17 6 1.12´6 1.91 38,913

3 6.53´5 1.86 161 7 2.87´7 1.97 201,217

4 1.69´5 1.95 1,153 8 7.32´8 1.97 993,281

5 4.24´6 2 7,041 9 1.87´8 1.97 4,741,121

Table 2. Estimations e2 of the H-error and the convergence rates
ρipe2q “ ldpe2i´1

{e2i q for d “ 2.

level e2 ρipe2q DoF level e2 ρipe2q DoF

2 3.08´3 ‹ 53 5 1.13´6 1.93 334,209

3 1.61´5 7.58 1,361 6 2.95´7 1.94 4,064,577

4 4.32´6 1.89 23,857 ‹ ‹ ‹ ‹

Table 3. Estimations e2 of the H-error and the convergence rates
ρipe2q “ ldpe2i´1

{e2i q for d “ 3.

6. Conclusions

In this article, we developed an efficient solver for large-scale Riccati equations
based on a sparse grid discretization. Both, the overall complexity in computation
time and the memory requirement, are basically only the square root of those
required by a regular tensor product approach. We demonstrated the feasibility
of the present approach by means of numerical example for a parabolic control
problem with distributed control in one, two, and three spatial dimensions.
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