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Abstract  

Over the past decades, the behavior of people who do not maximize their payoff but 

instead seem to be other-regarding has received much attention in the (behavioral) economics 

literature. Many different social preference models that ideally explain such other-regarding 

behavior across a large span of contexts have been proposed and tested. Building on this 

literature, this dissertation studies social preferences in different contexts and expressions across 

three manuscripts. The first manuscript examines the behavior of people who avoid a situation 

that allows them to express social preferences. Drawing on psychological game theory, we tested 

whether guilt-aversion or self-image concerns could better explain this behavior. It was found 

that guilt-aversion, but not self-image concerns, can explain the behavior of these people. The 

second manuscript made use of crowdfunding donations data and showed that the reversal of the 

compassion fade effect when going from a separate to a joint evaluation condition extends from 

the lab to the field. Social preferences can also manifest themselves through people donating 

their time. The third manuscript examines how the severity of a catastrophe (i.e., the COVID-19 

pandemic) affects the provision of catastrophe-related voluntary labor. We found a concave 

relationship between the weekly COVID-19-related death numbers and the amount of voluntary 

work provided by individuals. Thus, by drawing on prosocial behavior expressed in three 

different environments, this dissertation extends the current literature by studying how social 

preferences are influenced by the context in which they are carried out.   

    
How Social Preferences are Influenced by and Change Across Contexts  

Charity collector: ‘I want you to give me a pound, and then I go away and give it to the 

orphans.’  
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Merchant banker: ‘Yes.’  

Charity collector: ‘Well, that’s it.’  

Merchant banker: ‘No, no, no! I don’t follow this at all. I mean, I don’t want to seem 

stupid, but it looks to me as though I’m a pound down on the whole deal.’  

                                                  Monty Python’s merchant banker sketch  

  

One does not need to be a merchant banker to see that from a purely monetary 

perspective, donating money to a charitable cause seems like a bad deal. But why then do so 

many people give to charity? This question has puzzled economists for the past decades, as the 

assumption that people act as if selfish is at the core of the standard economic model. The quest 

to study why people do not seem to follow this assumption too closely started with the study of 

Güth et al. (1982), who reported “the kind of empirical finding that surprises only economists” 

(Camerer, 2011, p. 53). Güth et al. (1982) introduced the “ultimatum game” where a “proposer” 

divides some amount of money between herself and another person. The other person can accept 

or reject the proposed split, in which case both will leave the game empty-handed. To most 

economists’ surprise, they found that unfair proposals were often rejected. This has been 

extensively replicated in studies that followed Güth et al. (1982), which found that on average 40 

percent of the money is offered by the proposers, and small offers of 20 percent are rejected half 

the time (Camerer, 2011). These findings posed a puzzle to economists of this time, as almost all 

economic models from that time assumed that “all people are exclusively pursuing their material 

self-interest and do not care about ‘‘social’’ goals per se” (Fehr & Schmidt, 1999, p. 817).   

But maybe proposers in the Ultimatum game make generous offers not because they care 

about the monetary payoff of the recipient (altruism) but because they anticipate that low offers 
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will be rejected. Given this fear of rejection of low offers, it is rational for proposers to make 

(generous) offers that will not be rejected. To test whether generous proposers act out of fear or 

altruism, recipients have been stripped of their right to reject low offers in the “dictator game”. 

Kahneman, Knetsch, and Thaler (1986) gave subjects the choice of splitting $20 with another 

subject either evenly ($10, $10) or unevenly ($18, $2). Three-quarters chose the equal split ($10, 

$10). Forsythe et al. (1994) directly compared offers in an ultimatum game with offers in a 

dictator game. If participants who make nonzero offers in these games are solely motivated by 

fairness concerns, offers should be the same in both games. However, offers in the dictator game 

were significantly lower, suggesting that offers in the Ultimatum game are partly motivated by 

strategic concerns (i.e., fear of rejection). But mean offers in the dictator game treatments of 

Forsythe et al. (1994) were still about 20% of the endowment, which is in line with pure altruism 

(Camerer, 2003, p. 66).   

The early results from dictator games have been extensively replicated and extended. It is 

now undisputed that humans are systematically more benevolent than assumed by the standard 

economic model (i.e., homo oeconomicus) (Engel, 2011). In a meta-analysis conducted by Engel  

(2011) based on 616 treatments from other studies, dictators gave the recipient on average 

28.35% of their endowment. But all is not lost for homo oeconomicus, as the most popular 

allocation decision (36.1%) was to give nothing to the recipient. However, a theory that can only 

explain about one-third of the participants' behavior is clearly not satisfactory. It therefore did not 

take long for economists to develop theories that can explain the prosocial behavior observed in 

the Dictator and the Ultimatum game. The prosocial behavior of the subjects in these games can 

be explained by assuming that people not only get utility from their own payoff but also from the 

payoff of others (Fehr & Schmidt, 1999). Although they all follow this same basic idea, a range 
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of social preference models exist (Daruvala, 2010), and I will shortly summarize the most 

influential ones.   

An early form of such a utility function was the pure altruism model, which assumes that 

an individual ! derives utility from private consumption "! and from e.g., the charity’s output #, 

$("!, #) (Becker, 1974; Ottoni-Wilhelm et al., 2017). Since according to this model, individual ! 

gets utility from the total output #, donations by herself and others are perfect substitutes. 

Increases in giving by others should therefore crowd-out (i.e., decrease) individual !'s 

contribution dollar for dollar (Ottoni-Wilhelm et al., 2017). However, in contrast to this 

prediction, empirically observed crowding-out is relatively small (Abrams & Schitz, 1978; De 

Wit & Bekkers, 2017). This shortfall of the pure altruistic model was met with the concept of 

impure altruism (Andreoni, 1990), which assumes that a donor not only cares about the total 

contributions (#), but also about her own contribution ((!). The utility of one’s own contribution 

is often called “warm-glow” (Andreoni, 1990). Andreoni (1990) showed that a model where 

utility is modeled in this way (i.e., )!("!, #, (!)) can lead to incomplete crowding out. Future 

research has corroborated the importance of this additional warm-glow parameter (Ottoni- 

Wilhelm et al., 2017).   

The “inequality-aversion” model proposed by Fehr and Schmidt (1999) is another highly 

influential account. Their model assumes that next to their payoffs, people also care about the 

difference between their payoff and the payoff of others. Their model has parameters for how 

much players dislike having less than others (envy) and dislike having more than others (guilt) 

(Camerer, 2011). At around the same time, Bolton and Ockenfels (2000) proposed a similar 

model of inequality aversion. In contrast to the model by Fehr and Schmidt (1999), the equity, 

reciprocity, and competition (ERC) model proposed by Bolton and Ockenfels (2000) assumes 



  7  

 

that people care about relative allocations, whereas the Fehr and Schmidt (1999) model assumes 

that people care about absolute differences. We could go on about the granularities of these 

theories and how they can or cannot explain empirical results. Instead, I use the observation of  

Fehr and Schmidt (1999) that people seem to care about guilt (having more than others) and envy 

(having less than others) to transition to psychological game theory, which is used in the first 

manuscript of this dissertation.   

In contrast to classic game theory, preferences in psychological game theory depend on 

both material gains/losses and a person's own or others’ beliefs (Battigalli & Dufwenberg, 2022; 

Geanakoplos et al., 1989). Such models are needed to explain the behavior of participants 

observed in the first manuscript of this dissertation, where the focus of study lies on the dictator 

game with an exit option (Dana et al., 2006). The dictator game with an exit option allows 

participants to avoid playing the game (Lazear et al., 2012) or to avoid the implementation of 

their allocation decisions (Dana et al., 2006). In Dana et al. (2006), participants were offered a 

surprise exit option after deciding how to allocate $10 between themselves and an anonymous 

recipient. If they take the exit option, they get $9, and the recipient will get nothing. Crucially, 

the recipient will not be informed that he was part of the game if the exit option is taken. The 

recipient will thus not learn about the actions of the other person. This is crucial, as one 

explanation of why people take this exit option will involve the beliefs of the potential recipient.   

We need psychological game theory to explain this behavior because preferences over 

monetary outcomes alone cannot explain the behavior of people who take the exit option. To see 

why, note that the game includes outcomes of ($10, $0) and ($9, $1), and the exit option is thus 

dominated (in monetary terms) by the options in the dictator game. Thus, the behavior of people 

who take the exit option cannot be explained by preference models defined solely over 
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(monetary) outcomes (Dana et al., 2006; Krupka & Weber, 2013; Lazear et al., 2012). As 

typically around half of the participants take the exit option (Cain et al., 2014), distributional 

preference models certainly seem to miss something. This is where psychological game theory 

comes into play. While the above-mentioned distributional models also implicitly capture 

psychological aspects of fairness (e.g., guilt and envy, Fehr & Schmidt, 1999), they still explain 

behavior solely in terms of preferences over payoffs. In contrast, the model Dana et al. (2006) 

used to explain exiting in the dictator game is based on the anticipated beliefs of the recipient. 

Imagine that you were to play the dictator game, and you assume that the recipient expects you to 

allocate $5 to her. If you were to give her less than $5, you might feel that you let her down by 

not complying with this assumed expectation. These assumed expectations are called 

secondorder beliefs, and not meeting them might lead to feelings of guilt (Battigalli & 

Dufwenberg, 2009). The exit option allows for avoiding these potentially guilt-inducing 

expectations, as the recipient cannot form expectations if she is not aware of being part of a 

game. This is aptly captured in the title of the Dana et al. (2006) paper: “What you don’t know 

won’t hurt me”. Thus, if a participant is sensitive enough to these beliefs, she might accept $9 

(instead of $10 when playing the game and giving nothing to the recipient) to keep the recipient 

in the dark.   

Put more formally, Dana et al. (2006) proposed the following utility function:  

)  -|,  

where X is the endowment, m is the amount the dictator gives, and μ is the amount that 

the dictator expects the receiver to expect her to give (i.e., the second-order beliefs). The 

parameter alpha models the dictator’s sensitivity to the recipient’s expectations (i.e., sensitivity 

to guilt). Variation in alpha can explain why some participants take the exit option while others 
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don’t.  If participants exit the dictator game to avoid guilt, we should observe fewer people 

taking the exit option in a private dictator game treatment where the recipient will not be 

informed about the game. Indeed, the exit rate dropped to four percent in this treatment by Dana 

et al. (2006).   

The treatment of the dictator game with an exit option was rather extensive because it 

connects to the overarching theme of this dissertation. While this game is only studied in the first 

manuscript, all three manuscripts study how prosocial behavior is affected by the context in 

which it is carried out. In the first manuscript, this is done with the already introduced dictator 

game with an exit option. This first manuscript aimed to test whether guilt-aversion or self-image 

concerns can better explain why people avoid the dictator game.   

Social Preferences in the Wild  

In contrast to the first manuscript of this dissertation, the second and third manuscript 

study social preferences in a natural environment, i.e., outside the laboratory. While laboratory 

studies allow for unmatched experimental control, there is debate about the extent to which these 

laboratory results generalize to naturally occurring situations (Levitt & List, 2007a). While one 

would hope that observing dictator game allocations in the lab tells us something about how 

people make donation decisions in the real world, differences in environments can also lead to 

different observed behavior (Levitt & List, 2007a). Levitt and List (2007a) identify and discuss 

five factors that can cause differences between behavior observed in the lab and naturally 

occurring environments: “1) the presence of moral and ethical considerations; 2) the nature and 

extent of scrutiny of one’s actions by others; 3) the context in which the decision is embedded; 4) 

self-selection of the individuals making the decisions; and 5) the stakes of the game” (p. 154).   
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We have just seen that self-selection of individuals (point 4) drastically affects dictator 

game giving in the dictator game with an exit option (Dana et al., 2006; Lazear et al., 2012). 

Such sorting can naturally occur outside of the lab, and people make use of it to avoid situations 

that allow/ask for prosocial behavior (Andreoni et al., 2017; DellaVigna et al., 2012). Lacking 

generalizability from the lab to the field is especially concerning in the domain of social 

preferences, where practitioners use insights obtained from laboratory studies to boost donations 

(Bekkers & Wiepking, 2011; Erlandsson, 2021). The second manuscript of this dissertation 

concerns itself with an effect where there is an incongruity between how the effect is tested for in 

the lab and the context in which practitioners in the field apply the effect. The effect in question 

is called the “compassion fade” effect and denotes the phenomenon that subjects in the lab tend 

to donate less to larger victim groups than to smaller victim groups (Västfjäll et al., 2014). A 

meta-analysis by Butts et al. (2019) that analyzed 41 studies on this topic has corroborated this 

finding.   

As Garinther et al. (2022) noted, these studies usually present one appeal to each 

participant so that they see either one person in need or a group of persons, but not both. These 

so-called separate evaluation designs are problematic, as they “do not adequately reflect the 

realistic settings in which people make donation decisions” (Butts et al., 2019). A more realistic 

decision would be to let subjects evaluate multiple donation requests simultaneously (joint 

evaluation). Because the few existing studies that used a joint evaluation setting found 

inconsistent results, Garinther et al. (2022) systematically tested how people respond to multiple 

appeals to help victim groups of different sizes (1, 2, 5, 7, and 12). They found that joint 

evaluation reverses the compassion fade effect. That is, participants donated more to projects that 

depicted larger victim groups. Such preference reversals when going from separate to joint 
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evaluations have been observed before (Bazerman et al., 1992), and it has been suggested that 

people switch from intuitive to more reasoned decision making when going from a separate to a 

joint evaluation context (Bohnet et al., 2016; Kahneman, 2011).  Furthermore, as mentioned by 

Bohnet et al. (2016), a lack of comparison information in a separate evaluation context has been 

suggested to lead people to focus on attributes that can most easily be evaluated (Hsee et al. 

1999) and rely more on emotional desires (Bazerman et al. 1998). The second manuscript of this 

thesis examines whether the reversal of the compassion fade effect, as found by Garinther et al. 

(2022), generalizes to the field. I used data from more than 60’000 crowdfunding projects to test 

whether crowdfunding projects that depict a larger victim group on their project profile picture 

attract more donations. Crowdfunding is an ideal context for studying this behavior in a joint 

evaluation context since people can choose from a myriad of often very similar projects to donate 

to.   

Donating Time Instead of Money  

In contrast to the first two manuscripts of this thesis, the third manuscript studies people 

donating their time. Although volunteering can be modeled as a contribution to a public good 

(Duncan, 1999) and pure altruism has been suggested to explain volunteering (Unger, 1991), 

volunteers are also motivated by personal benefits (Govekar & Govekar, 2002). Indeed, the most 

popular measure to explain volunteering is based on six motives that an individual can fulfill by 

volunteering, of which only one relates to altruism (Clary et al., 1998). Thus, as is the case for 

donating money, volunteers' altruistic behavior seems impure. The warm glow people experience 

from donating their time is even larger than the one they experience from donating their money  

(Brown et al., 2019; Lilley & Slonim, 2014).   
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Whether motivated purely or impurely altruistic, volunteers seem to respond to the needs 

of others (Iizuka &Aldrich; 2022 & Rotolo et al., 2015) and are often willing to risk their health 

or even lives to help others (Thormar et al., 2016). For example, based on data from volunteering 

in response to earthquakes, Iizuka and Aldrich (2022) found that the number of deaths and 

missing persons and the size of the population affected by the disaster correlate most strongly 

with volunteer turnout. Rotolo et al. (2015) also found a positive relationship between the 

severity of a crisis and volunteer turnout for US cities affected by the foreclosure crisis. The third 

manuscript of this dissertation shows that the positive relationship between the severity of a 

disaster and volunteering could also be observed during the COVID-19 pandemic. Using data 

from volunteer neighborhood grocery deliveries, we found a concave relationship between the 

weekly COVID-19 death numbers and the weekly deliveries made by volunteers. We attribute 

the observed concave effect of the death numbers to the signal of need to help others and the 

signal of risk to help others conveyed by these numbers.   

So, although all three manuscripts study different expressions of prosocial behavior, they 

all look at how this behavior is influenced by the context it is expressed in. In the first 

manuscript, the context change is the introduction of the exit option in the dictator game. In the 

second manuscript, going from a separate to a joint evaluation setting is the change in context. 

And in the third manuscript, the context is given and changed by the severity of the COVID-19 

pandemic.   
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Manuscript 1: Why do People Avoid Sharing Situations? Testing Guilt Aversion Versus  

Self-Image Concerns  

Meier, D.S., Rieskamp, J., & Schöbel, M. (2022). Why do people avoid sharing 

situations? Testing guilt aversion versus self-image concerns. Manuscript submitted for 

publication.  

In this manuscript, we tested whether the behavior of people who take the exit option in a 

dictator game can better be explained by guilt aversion or self-image concerns. In the literature, 

there is supporting evidence for both motives, but the motives have only been tested in isolation. 

This is problematic, as the motives could be correlated. If this is the case, a study that only takes 

into account one of the motives might over- or underestimate the explanatory power of the given 

motive. We also compared behavior in the dictator game with the behavior in the dictator game 

with an exit option to see how similar the behavior in the two games is within subjects.   

To do this, we let participants play a dictator game and, after at least seven days, a 

dictator game with an exit option. We also collected the participants' second-order beliefs (guilt) 

and personal norm ratings (self-image) in the first measurement time point. The personal norm 

ratings were elicited with the method proposed by Krupka and Weber (2013) to measure 

injunctive norms, i.e., what one ought to do/what most others approve/disapprove of (Cialdini et 

al., 1990). In our case, subjects had to rate how appropriate they found a given action in the 

dictator game with an exit option on a 4-point scale of “very inappropriate” to “very 

appropriate”. The utility function proposed by Krupka and Weber (2013) assumes that subjects 

get utility from their own payoff as well as from conforming with the injunctive norm and is able 

to explain behavior observed in the dictator game with an exit option.   
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We elicited personal norms instead of injunctive norms because personal norms depend 

on one’s own personal beliefs about what one ought to do and less on socially recognized beliefs 

about what one ought to do (Burks & Krupka, 2012). While enforcing injunctive norms depends 

on others, enforcing personal norms does not (Anderson & Dunning, 2014). Given the private 

setting of the dictator game, we therefore argue that personal norms are more likely to influence 

behavior in the dictator game than injunctive norms. Because violating one’s personal norm 

results in a negative self-view (Elster, 2007; Fehr & Schurtenberger, 2018), we used conforming 

to one's personal norm as a proxy for acting in accordance with one's self-image. To 

operationalize guilt, we elicited participants’ second-order beliefs, i.e., what they believe the 

recipient expects them to give in the dictator game. These beliefs were incentivized. To replicate 

the results of Dana et al. (2006), in one group, recipients of the dictator game were never 

informed about the game. This also allowed us to see whether the self-image motive is more 

important than the guilt aversion motive in such a setting.   

Instead of offering participants a simple play/exit option in the dictator game, we elicited 

their reservation price for playing the game. If someone has a reservation price of $7, they will 

rather take the exit option and obtain $7 than play the game and divide $10 between them and the 

recipient. With the reservation price, we thus measure how badly participants want to avoid the 

game (i.e., how much money they are willing to leave on the table). By letting the reservation 

price interact with the motives in the mixed logit models that were used to fit the data, we can see 

how important the motives are in the exit decision.   

The results show that guilt (aversion) has a larger effect on an action’s utility than 

selfimage in the dictator game with an exit option. Indeed, self-image only significantly entered 

the utility function through the interaction with the guilt motive. So, while the coefficients of 
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models that do and do not account for both motives are qualitatively similar to the ones that do, 

the two motives still interact with each other. The interactions of the motives with the reservation 

price revealed that the more guilt-averse participants were, the more money they were willing to 

give up to avoid the game (lower exit reservation price). This is in contrast to the self-image 

motive, where a higher reservation price (i.e., less avoidance) was associated with a higher utility 

from a positive self-image. While the results align with previous studies that highlighted the 

importance of the guilt-aversion motive for the exit decision, they contradict studies that 

highlighted the explanatory power of injunctive norms. While injunctive and personal norms 

differ (Bašić & Verrina, 2021), personal norms should be more important in a private setting like 

the dictator game, as the enforcement of injunctive norms depends on others, while the 

enforcement of personal norms does not (Anderson & Dunning, 2014). Combined with the 

results of Krupka and Weber (2013), these results suggest that people who take the exit option 

think that most others think this is an appropriate thing to do (results of Krupka & Weber, 2013), 

but they themselves believe it is rather inappropriate (our results).  

  

Manuscript 2: Compassion for all: Real-World Online Donations Contradict Compassion  

Fade  

Meier, D.S. (2023). Compassion for all: Real-world online donations contradict 

compassion fade. Manuscript under revision.  

In the second manuscript, I wanted to test whether the already mentioned reversal of the 

compassion fade effect in a joint evaluation condition extends to a real-life setting. To test this, I 

downloaded data from over 60,000 crowdfunding projects from Gofundme.com. Gofundme is 
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the largest donation-based crowdfunding website. $15 billion have been collectively raised since 

2010 through projects hosted on this website (GoFundMe, 2022). When browsing projects on 

Gofundme.com, people see a grid of projects they can donate to. Potential donors are thus in a 

joint evaluation context when deciding which project to donate to, as they can choose from many 

projects. Because the compassion fade effect operates via the size of the victim group, I need a 

way to operationalize the victim group size of the crowdfunding projects. I used the number of 

persons depicted on a project’s profile picture to operationalize the victim group size for two 

reasons. First, this increases the similarity to stimuli used in lab studies, which typically 

operationalize victim group size through pictures of people (Garinther et al., 2022). Second, the 

project profile picture is the dominant visual stimulus that potential donors see when browsing 

different projects, ensuring that potential donors see the picture before clicking on the project. I 

used an object recognition algorithm to detect people on the project profile pictures.   

Experimental studies can draw causal conclusions about the effect of the victim group 

size on donations by varying the victim group size of a project while keeping everything else 

constant (i.e., the cause the money is raised for). We first need to identify this variation from the 

data to draw causal conclusions with observational data. To achieve this, we need to control for 

variables that affect both the number of people depicted on the project profile picture and the 

amount of funds raised by a project. One obvious candidate for such a confounder is the topic of 

a campaign. Whether the campaign raises money for a sick child or a choir that wants to attend 

an international event affects both the number of people that will be depicted on the project 

profile picture and the amount of funds the project will raise. Not controlling for such 

confounders would lead to spurious associations between the exposure and the outcome. I use the 

category of a campaign to control for the topic of a campaign. When creating a campaign on  
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Gofundme.com, one needs to assign the campaign to one of 18 categories (e.g., Medical or 

Sports). However, stopping here would be similar to an experiment where participants see 

fundraisers about the same topic but with different descriptions, so still not ideal. I therefore also 

control for the text that is used to describe the campaign to potential donors.   

Controlling for this via a regression model requires translating the text into numbers. I 

used natural language processing (NLP) methods to do this. These methods encode text into 

numbers in such a way that similar texts ideally have similar numerical representations. I used 

three different methods to encode the text into numbers, as this is a critical part of my 

identification strategy, and different methods have different strengths and weaknesses (Keith et 

al., 2020). I also control for several other variables that I selected in a principled manner 

(Wysocki et al., 2022) (e.g., days since the campaign was posted, target amount to be raised, 

number of times the fundraiser was shared on social media, etc.). Many of these control variables 

were included to control for the number of people that directly visited the project page of a given 

fundraiser without browsing through other fundraising campaigns before. Because these people 

likely only saw one project, they are not in a joint evaluation context, and I thus need to control 

for this.   

The regression results are mostly in line with the findings of a reversed compassion fade 

effect. While some models do not show an effect, no model shows a significant negative effect of 

the perceived victim group size (i.e., number of persons on the project profile picture) on the 

amount of funds raised by a project. For most countries and models, the association is 

significantly positive for model specifications that are most similar to those of laboratory studies 

(i.e., only considering projects with a maximum of twelve people on the project profile picture). 

The results of the robustness checks based on double-machine learning are mostly in line with 
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the results of the regression models. By allowing to control for confounders in a nonlinear way, 

double machine learning relaxes one of the assumptions of the standard linear regression model 

(Chernozhukov et al., 2017). I also tested for a quadratic effect in the regression models, which 

revealed a small but often significant negative quadratic effect.   

So, while I was able to replicate the reversal of the compassion fade effect with real-life 

data, the nonlinearity of the effect might indicate that people might be affected by affective 

biases even in a joint evaluation setting. According to the affective bias perspective, people’s 

numeracy limitations and biases in affective processing (Hamilton & Sherman, 1996; Slovic, 

2007) might be responsible for the compassion fade effect (Butts et al., 2019). Because this effect 

is quite small, experimental studies might have been underpowered to detect it. In conclusion, 

this manuscript's results confirm that attributes with a high level of justifiability (i.e., victim 

group size) trump these biases in a joint evaluation condition. However, the latter still seem to 

influence decisions to some extent.   

  

Manuscript 3: Risking Your Health to Help Others: Volunteering During the COVID-19  

Pandemic  

Meier, D.S., Petrig, A., & von Schnurbein, G. (2023). Risking your health to help others: 

volunteering during the COVID-19 pandemic. Nonprofit and Voluntary Sector Quarterly.   

The goal of the final manuscript of this dissertation was to test how the severity of the 

pandemic (i.e., number of cases and deaths) affects the provision of informal volunteering (i.e., 

grocery food deliveries). In contrast to formal volunteering, informal volunteering takes place 

outside of the organizational context (Brudney et al., 2019). While there is some evidence from 
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cross-sectional studies that shows that the severity of a catastrophe correlates with volunteer 

turnout (Iizuka & Aldrich, 2022), there is no evidence on how the severity of a long-lasting 

catastrophe like the COVID-19 pandemic affects individual helping behavior in the form of 

informal volunteering. The lack of such evidence makes disaster management suboptimal since 

professional helping services cannot gauge how informal help will complement their efforts as 

the catastrophe intensifies or diminishes. Regarding theory building, it is unclear whether the 

evidence from cross-sectional studies translates to a longitudinal setting.   

To test how the severity of the COVID-19 pandemic affects the provision of informal 

voluntary labor, we used data from volunteer grocery food deliveries. This data was obtained 

from an app designed to match people who needed groceries delivered (i.e., people who had to 

self-isolate) with people willing to deliver these groceries voluntarily. This app was launched in 

March 2020 as a partnership between Migros, Switzerland’s largest retailer, and Pro Senectute, a 

nonprofit organization for the elderly. Until the discontinuation of the app in May 2021 due to 

low demand, almost 27’000 people registered to do deliveries. These people delivered 72,379 out 

of 78,961 orders registered on the platform.   

Based on theory and the results of previous studies, we hypothesized that weekly case- 

and death numbers were positively associated with the weekly number of deliveries made by a 

volunteer. However, since going out to deliver groceries also increased the risk of getting 

infected with COVID-19, we hypothesized that the association would be concave. A negative 

quadratic effect of the weekly case- and death numbers on the number of deliveries made would 

be in line with theories like the health belief model (Janz & Becker, 1984) and the protection 

motivation theory (Rogers, 1975). We also draw on the appraisal-tendency framework (Lerner & 
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Keltner, 2000, 2001), which states that fear amplifies risk estimates. These theories suggest that 

rising case- and death numbers lead to an increase in protective behavior (e.g., staying at home).   

We used fixed-effects panel regression models to test the hypotheses as we have multiple 

observations per individual. Fixed-effects models have the advantage that they control for 

unobserved factors that are constant over time (e.g., trait prosociality or risk aversion). All 

models control for such individual fixed effects. Models that used regional (i.e., cantonal) case- 

and death numbers instead of country-aggregated numbers also control for time fixed effects.  

Time fixed effects control for time-specific shocks that affected all individuals (e.g., lockdowns). 

All models also control for the number of orders placed in a volunteer’s delivery area and for the 

number of other volunteers active in the volunteer’s delivery area. Because a small group of 

volunteers made many more deliveries than most other volunteers, we excluded volunteers who 

made more than 34.3 deliveries (mean + 2 SD). While this only removed 1.4% of the sample 

(384 volunteers), this small subgroup was responsible for almost half of all deliveries (35,310 

deliveries, 48.7%).  

The regression results show that the number of deaths, but not the number of cases, 

positively affected the number of deliveries made across the models. Similarly, the quadratic 

effect of the death numbers, but not the case numbers, was significantly negative across all 

models. The same was found for regression models that lagged the case- and death numbers by 

one week. These lagged models fit the data better, indicating that volunteers need some time to 

adjust their behavior to a change in the case- and death numbers. So, although the effect of the 

death numbers on the case numbers is concave, the linear effect dominates the quadratic effect so 

that the total effect turns negative for very high death numbers. In conclusion, this study 

replicated cross-sectional evidence on the association between the severity of a catastrophe and 
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the amount of helping behavior. However, in contrast to past studies, we found a concave effect 

likely caused by the risk associated with the volunteering activity.   

General Discussion  

By now, social preferences are so established in the behavioral economics literature that 

the question is no longer whether people are motivated by such preferences but rather why and in 

which contexts (De Oliveira et al., 2012; Levitt & List, 2007b). In this dissertation, I studied the 

context dependence of social preferences across three different domains (dictator game giving, 

giving via crowdfunding, and volunteering). In the first manuscript, we pitched guilt aversion 

and self-image concerns against each other. We showed that the former could better explain the 

behavior of people who take the exit option in a dictator game. In the second manuscript, I 

showed that the reversal of the compassion fade effect in a joint evaluation context extends from 

the lab to the field (i.e., crowdfunding). And in the third manuscript, we showed that the severity 

of the COVID-19 pandemic (i.e., the number of deaths) is positively associated with the amount 

of voluntary labor provided by volunteers. While these manuscripts are related through their field 

of study (social preferences) and the central research question (context dependence), they build 

on different pieces of literature. I will therefore discuss how each manuscript builds on and 

extends this literature separately.   

In the first manuscript, we set out to test whether guilt aversion or self-image concerns 

can better explain people's behavior in the dictator game with an exit option. These motives have 

so far only been studied in isolation with regard to this question, which is problematic as these 

motives could be correlated, which would distort the estimated effect of any given motive. Our 

results showed that in contrast to previous studies that successfully used injunctive norms to 

explain behavior in this game, personal norms (i.e., self-image) could not explain behavior in the 



  22  

 

dictator game with an exit option. However, we were able to solidify previous evidence 

regarding the importance of the guilt aversion motive. Significant interactions between the 

motives also highlighted the importance of accounting for both motives simultaneously. It is 

curious to see that injunctive norms (Krupka & Weber, 2013), but not personal norms, can 

explain behavior in this game. The fact that personal norms were not positively associated with 

the utility weights of an action in the dictator game with an exit option suggests that participants 

did not follow their personal norms. The results of the models that were fitted only on 

participants that did not take the exit option indicate that participants who took the exit option 

were the ones that did not follow their personal norms.   

Maybe people rationalize their personal norms ex-post to justify their egoistic behavior. 

There is a relatively recent but fast-growing literature showing that people motivate their beliefs 

in a self-serving manner. These so-called motivated beliefs are especially common in ambiguous 

situations (Dana et al., 2007). As argued by Gino et al. (2016), judgments of what is moral often 

possess some flexibility. A motivated Bayesian could exploit this flexibility to pursue egoistic 

goals while still believing to adhere to moral standards (Gino et al., 2016). This is also in line 

with recent evidence by Bicchieri et al. (2023). By informing or not informing participants of an 

upcoming opportunity to lie before eliciting norms regarding lying, they test whether knowledge 

of the upcoming opportunity to lie affects participants' norms. They found that learning about the 

upcoming opportunity to lie affects descriptive norms (i.e., empirical expectations of what others 

will do) but not injunctive norms.   

Next to theoretical insights, the first manuscript also provides actionable insights for 

fundraising. It adds to the literature which shows that people avoid situations in which they are 

asked to donate money (Andreoni et al., 2017). Also, in line with previous literature, it shows 
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that people are willing to incur costs to do so. To avoid such inefficiencies, fundraisers could 

give people an easy way to avoid these asks, as too insistent fundraising can also have adverse 

effects on the organization itself (Adena & Huck, 2020). By providing people with an easy way 

to avoid the ask, fundraisers can identify the people that are most willing to donate. Kamdar et al. 

(2015) did this by including a “don’t ask me again” option in a mail fundraiser and showed that 

this condition raised more money than the control condition that did not have such an opt-out 

option.   

Discussing the implications of insights obtained from the lab on real-world behavior 

naturally brings us to the discussion of the second manuscript of this dissertation. The starting 

point of the second manuscript was an incongruence between how donation decisions are tested 

in the lab and how donation decisions are made in the real world. While participants in 

experiments often only evaluate one project when asked to donate (separate evaluation), in the 

real world, people often evaluate multiple projects or charities when deciding whom to donate 

(joint evaluation). Garinther et al. (2022) showed that the compassion fade effect reverses when 

going from a separate to a joint evaluation context. Using donation data from a domain where 

people are in a joint evaluation context when deciding whether to donate (crowdfunding), I 

replicated the results of Garinther et al. (2022) with real-world donation data.   

Although the second manuscript is based on observational data, I tried to go beyond 

correlational analyses. In contrast to economics, where drawing causal conclusions from 

observational data has a long history, this is still largely taboo in psychological research (Grosz 

et al., 2020). As argued by Diener et al. (2022), this is unfortunate because a research program is 

most successful when experiments are not the sole source of valid information but rather are 

integrated with other methods. This debate also ties back to the discussion mentioned in the 
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introduction about the extent to which laboratory results generalize to naturally occurring 

situations (Levitt & List, 2007a). Replicating effects that were causally identified in lab 

experiments allows us to directly address the generalizability of lab results. As argued by 

Harrison and List (2004), combining lab experiments with field data allows for sharper and more 

convincing inferences. As highlighted by my discovery of a concave relationship between the 

number of people on a project profile picture (i.e., perceived victim group size) and the amount 

of funds raised by a project, field data can also reveal phenomena that lab experiments have 

missed. In this case, lab studies might have been underpowered to detect this effect because the 

nonlinear effect is small in magnitude.   

In the third manuscript, we also identified a concave relationship but between the weekly 

COVID-19-related death numbers and the amount of voluntary labor provided by volunteers. We 

were able to replicate previous cross-sectional evidence of the positive association between the 

severity of a catastrophe and the amount of volunteering in a longitudinal sample. But in contrast 

to previous results, the association we found was concave. We attribute this to the risk entailed 

with volunteering during the COVID-19 pandemic. While this is plausible, we are limited in 

attributing observed behavior to specific motives due to the study's observational nature. This is 

especially the case given that there are many motives that can explain volunteering above and 

beyond those used to explain giving money (Clary et al., 1998). The proposed negative effect of 

the risk of volunteering on the provided amount of voluntary work connects to laboratory studies 

that show that participants donate less when there is a greater risk that their donation will have 

less impact (Brock et al., 2013). Tying back to the first manuscript of this dissertation, Exley 

(2016) showed that people exploit risk in a self-serving manner. She showed that when 

participants faced tradeoffs between money for themselves and the charity, they acted more 
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averse to charity risk and less averse to self-risk. While I don’t think that the risk of volunteering 

was actively used as an excuse not to volunteer in the context of the third study of this 

dissertation, future research could investigate whether volunteers also exploit excuses or engage 

in motivated reasoning to avoid volunteering opportunities.    

In conclusion, this dissertation adds to the literature by testing how prosocial behavior is 

affected by changes in the context in which it is carried out. In the first manuscript, we pitched 

two motives against each other that can potentially explain the context-induced behavior change 

(i.e., adding an exit option to the dictator game). In the second manuscript, I showed that the 

reversal of the compassion fade effect when going from a separate to a joint evaluation context 

extends to online giving behavior (i.e., crowdfunding). And in the third manuscript, we showed 

that the severity of a catastrophe (i.e., the COVID-19 pandemic) affects the amount of 

catastrophe-related voluntary labor provided during the catastrophe (i.e., the COVID-19 

pandemic).  
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Abstract 
People sometimes avoid situations that allow for sharing with others even 

if this behavior involves some costs. Because social preference theory cannot 
explain this behavior, the concepts of guilt aversion and self-image concerns 
have been proposed as motivational explanations. However, current evidence 
does allow to conclude which concept is more important. To test both 
concepts rigorously against each other, we conduct an experimental study 
using dictator games with and without an exit option. We operationalized 
guilt by eliciting second-order beliefs and self-image concerns by eliciting 
personal norms. The study used a between-subjects design, wherein one 
condition the recipients in the dictator game were not informed about the 
type of game they were playing, thereby ruling out guilt aversion as a driving 
motivation for the dictators and leaving selfimage concerns as the probable 
explanation for taking the exit option. The results show that whereas 
dictators in the informed condition, where guilt was possible by design, were 
willing to give up more money to avoid the game, they on average also gave 
more conditional on playing the game than dictators in the not-informed 
condition. But due to the increase in avoidance, guilt aversion did not increase 
aggregate giving. Guilt aversion thus both drives people out of sharing 
situations but also propels them to give once the situation can no longer be 
avoided. Mixed logit models also suggest that people avoid sharing situations 
to avoid guilt and not to preserve their self-image. 

Keywords: dictator game; exit option; personal norms; self-image; guilt 
Declarations of interest: none 

1 Introduction 
Past research illustrating that people share resources with others and follow 
fairness principles challenged the view of purely selfish human beings. However, 
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more recent work has shown that people’s apparent prosocial behavior is less 
social than previously thought. A variety of recent field and lab experiments have 
shown that people are willing to pay a cost to avoid situations that allow for 
prosocial behavior. For instance, Andreoni et al. (2017) observed that some 
people took a detour to avoid solicitors that were positioned at one or both of the 
entrances of a mall. In cold weather, however, this was no longer observed 
(Trachtman et al., 2015), showing that people are sensitive to the costs of avoiding 
a situation that allows for sharing (hereafter also referred to as a ”sharing 
situation”). A field experiment by DellaVigna et al. (2012) provided evidence that 
people also avoid solicitors when they are at home: Residents who were informed 
with a flyer about the time solicitors would stop by answered the door less often 
than residents who did not get this heads-up. This suggests that residents who got 
the heads-up made sure that they were not at home when the solicitors planned 
to visit. Adena and Huck (2019) provided evidence that such avoidance can also 
have an adverse long-term impact on businesses that partner with charities for 
fundraising. They found that opera customers who faced more insistent online 
fundraising bought fewer opera tickets in the next season. People even avoided 
recycling machines that allowed them to donate the returned deposit (Knutsson 
et al., 2013). The present work aims to explain why people avoid sharing 
situations. 

Lab experiments that allowed participants to avoid a sharing situation also 
found that avoidance is widespread, and that egoism is far more prevalent than 
the results from studies that do not allow for avoidance suggest. Many of these 
studies used the dictator game, where two people are paired and one of them, 
called the “dictator”, gets an endowment that they may split with the other person, 
called the recipient. The recipient has no say in the game, hence the game’s name. 
Avoidance of this game is made possible by adding an “exit” option. This allows 
dictators to avoid the game (Lazear et al., 2012) or to prevent the implementation 
of the game (Dana et al., 2006). Dana et al. (2006) o↵ered dictators the exit option 
after they decided how to allocate $10 in the dictator game, but before the game 
had been implemented and before the recipients were informed about the game. 
Dictators were o↵ered $9 if they chose to exit the game. If the dictator chose to 
exit, the recipient was not informed about the game (i.e., they did not know that 
they were part of the game) and remained empty-handed. In their first study, 
almost one-third of the participants chose to exit (Dana et al., 2006). This resulted 
in a stark increase in egoistic behavior since almost all of those dictators had 
initially decided to give something to the recipient. Lazear et al. (2012) reported 
a similar detrimental e↵ect of the option to avoid the game on aggregate giving. 
They estimated that one-third of the participants would share the endowment 
when the dictator game could not be avoided but would avoid the game and hence 
share nothing when the exit option was available. Lazear et al. (2012) called this 
phenomenon reluctant sharing. 

Reluctant sharers share when they are in a situation that cannot be avoided 
and that allows for sharing. However, when given the opportunity, they avoid the 
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sharing situation or are even willing to incur a cost to revoke the sharing decision 
they made when avoidance was not possible. Broberg et al. (2007) showed that 
the costs of being in a sharing situation where exiting is not possible are high. To 
exit the game, participants were on average willing to forego 18% of the dictator 
game endowment. In sum, studies from the field and from the lab show that a 
significant proportion of people prefer to avoid sharing situations and give 
nothing but feel compelled to give once they face the sharing situation and have 
the possibility to give money. Cain et al. (2014) referred to this behavior as “giving 
in.” Cain et al. (2014) estimated that up to half of what has traditionally been 
thought of as unconditional giving (in lab studies) is giving in. 

The notion of giving in implies that people sometimes fail to follow their true 
underlying preferences when making a decision. This implication is reinforced by 
observations that people who exit the dictator game neither comply with the 
selfishness axiom (when they exit the game at cost) nor seem to truly care about 
the welfare of the recipient. A pure egoist should play the game and keep the 
whole endowment (assuming the exit option yields a lower endowment than the 
dictator game), whereas someone who cares about the recipient should play the 
game and give something to the recipient. The exit option should not be chosen 
since it is a dominated option in this simple egoism–altruism framework. Indeed, 
distributional models of social preferences, which describe preferences in terms 
of the distribution of payo↵s to the involved parties, cannot explain this behavior 
(see the online appendix of Krupka and Weber (2013) for a detailed account). 
Therefore, understanding why people avoid sharing situations also furthers an 
understanding of why people give in the first place. Although avoidance of sharing 
situations is widespread and can have negative long-term consequences (Adena 
and Huck, 2019), the causes of this behavior are not well understood. Our study 
was intended to close this gap. 

In the following, we briefly discuss the two motives that have been commonly 
suggested to explain why people take the exit option (see section 2 for a detailed 
account): guilt aversion and self-image concerns. Both motives can explain why 
people avoid situations that allow for sharing and give only if the situation cannot 
be escaped. In general, the concept of guilt aversion implies that people share 
because they want to avoid feeling guilty (Dana et al., 2006). In behavioral 
economics, guilt is often modeled based on awareness of another person’s 
expectations (Battigalli and Dufwenberg, 2007). Not meeting those expectations 
may lead to feelings of guilt. The exit option o↵ers a way to avoid these 
expectations because in this case, the recipient is not even aware that they could 
have been part of a dictator game. Thus, by exiting, the dictator can avoid feelings 
of guilt, since the prerequisites for experiencing guilt are not met when the exit 
option is chosen. However, if an exit option is not available, the recipient is 
informed about the game, and the prerequisites for experiencing guilt are thus 
met. This may lead people to give to avoid feeling guilty. In line with this 
explanation, Dana et al. (2006) found that when dictators were aware that 
recipients in the dictator game would not be informed about the game at all 
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(irrespective of whether the dictator played the game or exited), significantly 
fewer of them took the exit option, presumably because now the exit option lost 
its appeal because the prerequisites for experiencing guilt were also not met if 
dictators decided to play the game. 

According to the second explanation, people take the exit option because it 
o↵ers a relatively cheap way of maintaining one’s self-image of being a moral 
person. Following a Bayesian signaling model, Grossman and van der Weele 
(2017) conjectured that “the people who opt out of dictator games may have 
initially contributed mainly because of image concerns” (p. 206). This explanation 
suggests that people consider exiting the dictator game as more morally 
appropriate than playing the game and giving very little. Krupka and Weber 
(2013) provided supporting evidence by focusing on the influence of injunctive 
norms (i.e., focusing on what people believe others expect from them) on exiting. 
They showed that taking the exit option is seen as more socially appropriate than 
playing the dictator game and keeping most of the endowment. This makes the 
exit option very attractive for people who care about their moral self-image 
because exiting yields a similar payo↵ to playing the game and keeping most of 
the endowment but eliminates a potential threat to the self-image. A model based 
on the social appropriateness and the payo↵ of a given action provided a good 
explanation of the data from the dictator game with an exit option (Krupka and 
Weber, 2013). 

It can be seen from the above that both motives can explain sharing behavior 
in standard dictator games and can also explain the avoidance of sharing 
situations when an exit option is available. However, the explanatory power of 
these motives has not been tested in combination. This is an important 
shortcoming since these motives might be correlated, meaning that people that 
are more guilt averse are also more susceptible to self-image concerns. If this is 
the case, the explanatory power of a single motive could be overstated if one does 
not control for the other motive. In this study, we set out to address this issue by 
elicitating both motives. This allows us to test which of the two motives, self-image 
concerns or guilt aversion, has more explanatory power in regard to the behavior 
in the dictator game and the dictator game with an exit option. 

The remainder of this paper is organized as follows: Section 2 presents the 
theory and Section 3 the experimental design. The results are presented and 
discussed in Section 4, and Section 5 concludes. 

2 Theory 

2.1 Guilt aversion 
Several studies have shown that some people are sensitive to the recipient’s 
expectations in economic games such as the dictator game (Balafoutas and 
Fornwagner, 2017; Balafoutas and Sutter, 2017). This finding has also been 
confirmed in a fundraising context (Edwards and List, 2014). In the framework of 
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behavioral economics, not meeting those expectations leads to feelings of guilt 
(Battigalli and Dufwenberg, 2007; Charness and Dufwenberg, 2006; Hauge, 2016). 
To avoid feeling guilty, a guilt averse decision maker tries to live up to others’ 
expectations. This operationalization, which relies solely on expectations, di↵ers 
from those used in other disciplines (e.g., in psychology; Tangney et al., 2007). 
Although defining guilt by relying solely on the expectations of others might seem 
narrow, it allows for parsimonious and testable models. In the dictator game, guilt 
(aversion) usually drives people to give more. However, if an exit option is 
present, guilt aversion can have the opposite e↵ect and drive people out of the 
sharing situation (Dana et al., 2006). Within the framework of psychological game 
theory, Dana et al. (2006) used guilt aversion to explain why participants took the 
exit option. In contrast to classic game theory, preferences in psychological game 
theory depend on both material gains/losses and a person’s own or others’ beliefs 
(Battigalli and Dufwenberg, 2020). Dana et al. (2006) adapted Battigalli and 
Dufwenberg’s (2009) utility model such that the utility of a given option for the 
dictator depends not only on the payo↵ of the option but also on the perceived 
expectations of the recipient. The utility of a given action ak is then given by: 

 u(ak) = ⇡ (ak) + ↵max(µ m,0), (1) 

where ⇡ (ak) is the monetary payo↵ produced by the selected action ak, is the value 
the individual places on this payo↵, µ is the amount the dictator thinks the 
recipient expects the dictator to give (second-order beliefs), and m is the amount 
the dictator gives. The parameter ↵ is used to represent the individual dictator’s 
sensitivity to the receiver’s expectations. If ↵ < 0, the dictator experiences 
disutility from not meeting the recipient’s expectations and is thus guilt averse. 
The weights and ↵ can be estimated using conditional logit (McFadden, 1973) on 
equation (1). Following this model, the dictator will adjust their behavior to the 
recipient’s expectations if ↵ is not 0. When the dictator is guilt averse, the utility 
will be higher if the recipient has no expectations of receiving something, since 
this will eliminate the term weighted by ↵ (which in this case would be negative). 
And this is exactly what the exit option o↵ers: Recipients will not be informed 
about the game if the dictator exits and thus cannot form expectations about how 
much money they will get. 

According to Dana et al. (2006), dictators choose the exit option to avoid being 
mentally confronted with the recipient’s expectations. In contrast to our design, 
which is based on Lazear et al. (2012), dictators in Dana et al. (2006) faced a 
surprise exit option that was introduced only after they had already played the 
dictator game, but before it was implemented. In contrast, in our study dictators 
faced an upfront exit option, allowing them to completely forego playing the game. 
Whether participants face an upfront or surprise exit option should have no 
influence on the e↵ect of guilt (aversion). We opted to use this design since it has 
not yet been tested with regard to the guilt motive and since it is more reflective 
of real-life situations. To test the guilt aversion model, Dana et al. (2006) 
conducted a second study. They added a private condition where the recipients 
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were never informed about the game and thus were unable to form expectations. 
As predicted by the model, significantly fewer dictators (who were aware the 
recipients were not informed) exited in this “not-informed” condition. This 
indicates that dictators may feel guilty about not giving if the recipient is able to 
form expectations. This evidence suggests that one reason dictators take the exit 
option is to avoid guilt. We call this the guilt aversion motive. 

2.2 Self-Image Concerns 
Some authors have argued that self-image concerns can explain why some 
dictators take the exit option (Grossman and van der Weele, 2017; Tonin and 
Vlassopoulos, 2013). Having moral traits is considered the most important part of 
one’s self-image, as shown by Strohminger and Nichols (2014). In the words of the 
authors: “The self is not so much the sum of cognitive faculties as it is an 
expression of moral sensibility; remove its foothold on that world, and watch the 
person disappear with it” (p. 169). For self-image concerns to explain why people 
take the exit option, taking the exit option should be deemed more appropriate 
than playing the game and keeping the whole endowment. If this is the case, taking 
the exit option results in a higher self-image than playing the game and keeping 
the whole endowment, but the payo↵ of both actions is the same. Indeed, a study 
by Krupka and Weber (2013) showed that taking the exit option was more socially 
appropriate than playing the game and keeping less than $3 (given a $10 
endowment). Krupka and Weber (2013) elicited the injunctive social norm, that 
is, what one ought to do/what most others approve/disapprove of (Cialdini et al., 
1990). They did this by letting participants rate the social appropriateness of all 
possible even-dollar allocations in a dictator game on a 4point scale of “very 
socially inappropriate” to “very socially appropriate.” The task was designed as a 
coordination game: When the participant’s rating of a randomly chosen allocation 
corresponded to the modal response, the participant got a reward, ensuring the 
incentive compatibility of the elicitation mechanism. In addition, participants also 
rated the option to exit the game. In contrast to Krupka and Weber (2013), we 
used personal norms instead of injunctive norms as another means to explain why 
the dictator game is avoided. Personal norms di↵er from injunctive norms in that 
they depend less on socially recognized beliefs about what one ought to do and 
more on one’s own personal belief about what one ought to do (Burks and Krupka, 
2012). While the enforcement of injunctive norms depends on others, the 
enforcement of personal norms does not (Anderson and Dunning, 2014). Given 
the private setting of the dictator game, we therefore argue that personal norms 
are more likely to influence behavior in the dictator game than injunctive norms. 
Schwartz (1977) defined personal norms as “self-expectations for specific action 
in particular situations that are constructed by the individual” (p. 227). According 
to Schwartz (1977), personal norms create feelings of moral obligation. Since 
violation of personal norms results in a negative self-view (Elster, 2007; Fehr and 
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Schurtenberger, 2018), we used conforming to one’s personal norm as a proxy for 
acting in accordance with one’s self-image. 

For eliciting personal norms we used the same method as Krupka and Weber 
(2013), but instead of asking for the participants’ social appropriateness rating 
(i.e., what they thought most others think is the appropriate thing to do), we 
elicited how personally appropriate participants thought each action to be. That 
is, participants evaluated all possible actions according to their own personal 
norms. This was done without incentivization since one cannot easily incentivize 
personal beliefs. 

Krupka and Weber (2013) used their norm data to explain the results of 
Lazear et al. (2012). The utility function proposed by Krupka and Weber (2013) 
assumes that subjects get utility from their own payo↵, ⇡ (ak) as well as from 
conforming with the injunctive norm, N(ak), where 0 is the weight given to 
adhering to the injunctive social norm of action k, N(ak), 

u(ak) = V (⇡ (ak)) + N(ak). 

Krupka and Weber’s (2013) results show that the injunctive social norm was 
more in favor of taking the exit option than playing the game and sharing less than 
$3. Therefore, an individual who cares about adhering to social norms ( 0) and 
would share less than $3 in the dictator game can increase their utility by taking 
the exit option. By imposing a linear restriction on V () : V (⇡ ) = ⇡ , the weights 
given to monetary payo↵ and social appropriateness can be estimated using 
conditional logit on the following equation: 

 u(ak) = ⇡ (ak) + N(ak). (2) 

As explained above, we used personal instead of injunctive norms, and we 
used the parameter as a proxy for self-image. Why can this utility function explain 
taking the exit option? Because the exit option yields a high payo↵ while at the 
same time being relatively socially appropriate, allowing participants to maintain 
their self-image (Krupka and Weber, 2013). The results of Krupka and Weber 
(2013) thus imply that the exit option is especially attractive for people who care 
about their payo↵ as well as their self-image. 

2.3 Combining the motives 
As shown above, both guilt aversion (Dana et al., 2006) and self-image concerns 
(Grossman and van der Weele, 2017; Krupka and Weber, 2013) have been 
proposed to explain exiting the dictator game. Evidence from the private 
condition of Dana et al. (2006) suggests that guilt aversion is a powerful motive 
since almost no one exited when the dictator game was private from the 
beginning. However, there are also studies that have shown that exiting occurs 
when guilt is not at play, leaving self-image concerns as the likely explanation 
(Tonin and Vlassopoulos, 2013) Thus, although both motives have supporting 
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evidence, the motives have never been tested in combination. As already 
mentioned, this is a shortcoming since the two motives could be correlated which 
would result in a possible over- or understatement of the considered motive at 
the cost of the not considered motive. The primary goal of this study was to find 
out which of these two motives, guilt aversion or self-image concerns, has a higher 
explanatory power in the decision to play or exit a dictator game. By combining 
the already introduced utility functions and fitting them with conditional logit 
models (McFadden, 1973), we can test whether guilt aversion or self-image 
concerns matter more in the decision to play or exit the game: 

 u(ak) = ⇡ (ak) + ↵max(µ m,0) + N(ak) (3) 

2.4 Hypotheses 
Instead of giving participants a simple choice of playing or not playing the dictator 
game (Lazear et al., 2012), we measured dictators’ valuation of playing the game 
with the multiple price list (MPL) mechanism (Andersen et al., 2006). Broberg et 
al. (2007) did this for the sequential exiting paradigm (Dana et al., 2006) and 
found that dictators on average were willing to give up 18% of their endowment 
to avoid the implementation of the dictator game. This method had not been used 
yet for the upfront exiting design introduced by Lazear et al. (2012). This method 
makes it possible to measure how strongly dictators want to play or exit the game 
and to relate this to guilt aversion and self-image concerns. It is thus a more 
nuanced measure than a simple play/exit decision. The lower the exit reservation 
price determined with this method, the lower the probability that the game will 
have to be played. 

Our first hypothesis addresses the e↵ect of guilt aversion of a person in the 
dictator role when a recipient’s expectations cannot be escaped, that is, when 
there is no exit option. In this case, the only way a guilt averse dictator can avoid 
feeling guilty is by meeting their second-order beliefs about the recipient’s 
expectations. Since second-order beliefs are by design only possible in the 
informed condition, we should see higher aggregate giving in this condition if 
dictators are guilt averse. 

Hypothesis 1: In the standard dictator game, aggregate giving is higher in the 
informed condition than in the not-informed condition. 

It is important to note that this and the following hypothesis are not comparing 
the explanatory power of guilt-aversion and self-image concerns. It is rather a 
replication of the findings of Dana et al. (2006) with a dictator game with an exit 
option that is 1) implemented with a multiple price list and 2) introduced ex-ante 
and not ex-post. 

If an exit option is available, dictators can exit the game to avoid feeling guilty, 
because in this case the recipient is not informed about the game and there are 
thus no expectations one could not meet. Our second hypothesis addresses the 
theory that people take the exit option to avoid guilt (Dana et al., 2006). Following 
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Dana et al. (2006), we also implemented an informed and a not-informed 
condition (see section 3 for more details). Because guilt is ruled out by design in 
the not-informed condition, this benefit of the exit option is unique to the 
informed condition. We therefore expect that participants in the informed 
condition are willing to give up more money to take the exit option than 
participants in the not-informed condition. 

Hypothesis 2: The average reservation price for exiting the game is lower in the 
informed than in the not-informed condition (i.e., people are willing to pay more to 
exit the game in the informed than in the not-informed condition). 

The next two hypotheses allow us to test which motive has a higher 
explanatory power with regard to taking the exit option. To do this, we make use 
of the exit reservation price. The coe cients of model (3) will tell us how important 
a motive is in explaining behavior in the dictator game with an exit option as a 
whole, not just with regard to the decision of whether to exit the game. Because 
the exit reservation price influences the probability that one has to play the game 
(i.e., the lower the reservation price for exiting the game, the less likely one is to 
play the game), we can test whether these motives influence the decision to exit 
the game by letting them interact with the exit reservation price. If these motives 
lead people to take the exit option, the e↵ect of these motives on the behavior in 
the game should be strongest for people who want to exit the game (i.e., people 
with a low reservation price). The interaction allows us to test this hypothesis. If 
guilt aversion drives people to take the exit option, we expect that the lower the 
exit reservation price, the stronger the e↵ect of guilt aversion is (i.e., the lower ↵ 
is). Thus for people with a low exit reservation price, the e↵ect of guilt aversion 
on the utility of an action should be stronger than for people with a high exit 
reservation price. Note that we should only observe this in the informed condition 
since the prerequisites for experiencing guilt are by design not met in the not-
informed condition. 

Hypothesis 3: There is a positive interaction between guilt aversion and the 
exit reservation price in the informed condition. 

We also use the exit reservation price to test how important the self-image 
motive is for taking the exit option. As stated above, we argue that self-image 
enforces the norm-following behavior in a private setting such as ours 
(anonymous online dictator game). Considering that in Krupka and Weber (2013) 
taking the exit option was rated more socially appropriate than playing the game 
and giving very little, we should see that the more money participants are willing 
to forego to exit the game (i.e., the lower the reservation price), the more utility 
they should get from following their personal norms and thus maintaining a 
positive self-image. Given our setting, this means that we expect that the lower the 
exit reservation price, the stronger the e↵ect of self-image is (i.e., the higher is). 
Thus for people with a low exit reservation price, the utility weight of self-image 
should be larger than for people with a high exit reservation price. 

Hypothesis 4: There is a negative interaction between self-image and the exit 
reservation price. 
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Although our methodology draws heavily from behavioral economics, the 
measured motives originated in psychology. We therefore also used a method that 
is common in psychology to measure those two motives, the Test of SelfConscious 
A↵ect–3 (TOSCA-3) guilt and shame proneness questionnaire (Tangney et al., 
2000). This measure is more trait-based than our other measures since it measures 
general guilt and shame proneness (Tangney et al., 1992). Shame is very closely 
associated with self-image since it arises when people evaluate a 

 

Table 1: Procedure of the experiment in chronological order. 

threat to their self (Daniels and Robinson, 2019). The definition of guilt as used in 
behavioral economics is very specific in that it relies solely on second-order 
beliefs. Psychologists traditionally consider guilt in a broader sense (Tangney et 
al., 2007) and use questionnaires such as the TOSCA-3 to measure guilt proneness. 
A study by Bellemare et al. (2019) showed that the economic method of measuring 
guilt (second-order beliefs) and the psychological method (TOSCA-3 in this 
example) correlate at about 0.3. Previous research that used the TOSCA3 
questionnaire found that guilt proneness, but not shame proneness, correlated 
with prosocial behavior (Bracht and Regner, 2013). Including the TOSCA-3 guilt 
and shame measures in the mixed-logit models gave us a second way of testing 
whether guilt aversion or self-image concerns matter more in the decision to take 
the exit option. The next section describes the measures in more detail. 

3 Methods 

3.1 Experimental Design 
We used a between-subjects design with two conditions (informed and 
notinformed) and two measurement time points (T1 and T2) to answer our 
research question. The only di↵erence between the two conditions was that in the 
not-informed condition, recipients were not informed about the dictator game, 

Procedure 
T1 

DictatorGameInstructions&ComprehensionQuestionwithFeedback 
DictatorGame 
Second-orderbeliefselicitation 
Demographicinformationcollected 
Instructionsonpersonalnormratings,comprehensionquestionswithfeedback,personalnormartings 
TOSCA-3questionnaire 
Breakofsevendays 

T2 
DictatorGamewithMPLexitoption 
Payment(Oneofthetwogamesrandomlychosenforbonuspayment+bonusfromsecond-orderbeliefs) 
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regardless of whether dictators played the game, and dictators were aware of this 
stipulation. Specifically, in the not-informed condition, dictators were told: 
“Importantly, Individual B will never find out about the game and about how much 
money (points) you decided to give to him/her. Thus, in case that you decided to 
give something to Individual B, Individual B will only be informed that the money 
(points) comes from an experiment on Prolific, without further details.” In 
contrast, dictators in the informed condition read the following: “Importantly, 
Individual B will be informed about his/her role (as recipient) in the game and 
about how much money (how many points) you decided to give to him/her.” A 
similar di↵erence in instructions occurred in the personal norm elicitation and the 
dictator game with an exit option. Apart from this, the procedure in both 
conditions was the same. The full instructions can be found in the Appendix 2. No 
deception was used at any time. We used two measurement time points to avoid 
spillovers from the belief elicitations on the behavior in the dictator game with an 
exit option. We chose to separate the two measurement time points by at least one 
week because this is in the range of what has been done in similar studies (G¨odker 
et al., 2021; Amelio and Zimmermann, 2023). 

3.2 Procedures 
Participants playing the role of the dictator were randomly assigned to one of the 
two between-subjects conditions. The only di↵erence between the conditions was 
the instructions regarding whether the recipient was informed or not, as 
mentioned above. Thus the procedure described here was the same for both 
conditions. At T1, participants first played a dictator game with an endowment of 
£5, which could be allocated in the form of 10 points. After participants read the 
instructions but before they played the game, we asked them a comprehension 
question regarding the between-subjects manipulation. 3  After answering the 
comprehension question, we gave participants feedback to make sure that all 
participants understood the design. Participants then played the dictator game. 
After this, second-order beliefs were elicited. This was done in an incentivized 
way: dictators got a bonus of £0.5 if they correctly predicted the expectation of the 
recipient. Since recipients in the not-informed condition were not informed about 
the game, eliciting second-order beliefs in this way would not make sense. To 
circumvent this, we told participants in the not-informed condition to predict 
what they thought an informed recipient would expect in the game. 

Participants then filled in demographic information (enrolled in university, 
age, sex). After this, we collected participants’ personal norms regarding the 

                                                           
2 https://osf.io/hx2kf/?view_only=27ac2bf64d1d4ef992071382bfa8b118 
3 Participants had to state whether the statement “Individual B will be informed about the game 

and about how much I decided to allocate to him/her” was true or false. In both conditions, 95% of 
participants answered the comprehension question correctly. Participants were aware that we would 
ask a comprehension question. We expected that this would lead participants to pay more attention 
to the instructions. 

https://osf.io/hx2kf/?view_only=27ac2bf64d1d4ef992071382bfa8b118


 

12 

dictator game with an exit option. Following the mechanism proposed by Krupka 
and Weber (2013), participants rated the appropriateness of all options available 
in the game. Specifically, participants were instructed to “base this rating on what 
you think is the right thing to do according to your personal opinion.” They could 
do this on a 4-point scale: “very inappropriate” [ 1], “inappropriate” [ 1/3], 
“appropriate” [1/3], and “very appropriate” [1]. The corresponding numerical 
values used in the analysis (shown in the brackets) were not shown to the 
participants. Before participants completed this task, we asked two 
comprehension questions in the same way as in the dictator game.4 As the last task 
of part 1, participants filled in the TOSCA-3 questionnaire. 

After a break of at least seven days, participants could start with the second 
part of the study. We did this to avoid spillover e↵ects from the belief elicitations 
and from the dictator game on the behavior in the dictator game with an exit 
option at T2. In the second part, participants played a dictator game with a MPL 
(Andersen et al., 2006) exit option. The multiple price list was implemented as 
follows: Participants playing the role of the dictator were presented with 24 rows 
each containing the choice of (A) to play the game or (B) to opt out of the game for 
x points, where x = 0.5 * row number. Participants only had to indicate their 
switching point (i.e., at which value of x they preferred x points for exiting the 
game to playing the game). Consistency was enforced (i.e., multiple switching 
points were not possible). The switching point is equivalent to the reservation 
price for taking the exit option. After participants revealed their switching point, 
one row was randomly chosen and the preferred alternative in this row was 
implemented. Thus, the lower the switching point (reservation price), the less 
likely it was that the game had to be played. If playing the game was the preferred 
option in the randomly chosen row, participants played a dictator game just as 
they did in part 1. If opting out was the preferred option, participants received 0.5 
* chosen row number points and did not play the game. Participants playing the 
role of the recipient were informed about the game only if the game had been 
played in the informed condition. Participants were aware from the beginning 
that only one of the two dictator games would be randomly implemented and 
determine their bonus payment. 

Participants in the role of the receiver first had to specify how much they 
would expect to receive in a dictator game. We used these first-order beliefs to 
incentivize the second-order belief elicitation from the dictators in the informed 
condition. As all receivers were paired with one dictator, they then received the 
amount the dictator allocated to them. Receivers in the informed condition were 
told that this money was allocated to them via a dictator game. As instructed to 
the dictators in the not-informed condition, receivers in the not-informed 
condition were not informed about where the money came from. 

                                                           
4 In the informed condition, 75% of participants answered both questions correctly and the rest only 

one question correctly. In the not-informed condition, 88% of the participants an- 
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3.3 Participants 
We recruited 299 participants on academic Prolific for the dictator role. A total of 
281 participants took part at both measurement time points (of which 147 (52%) 
were in the not-informed condition). We excluded participants who completed 
only the first part. Participants received a £3 show-up fee plus a variable bonus 
between £0 and £5.5 for completing both parts of the study. 

We pre-screened for participants who currently lived in the United States and 
had U.S. nationality. This was done to increase the comparability of the personal 
norm data with Krupka and Weber’s (2013) injunctive norm data. Participants 
ranged in age from 19 to 76 years, with a mean age of 38 years (SD = 12.5). Forty-
two participants (15%) were enrolled at a university at the time 

 
swered both questions correctly, 9% only one question correctly, and 3% failed both questions. 
of taking part in the study. The sample consisted of 115 females, 161 males, and 5 
participants who did not fit into either of these categories or preferred not to say. 

In addition to the participants in the dictator role, a total of 207 recipients (for 
the dictator games) were also recruited on academic Prolific. They received a £0.2 
show-up fee and a mean bonus payment of £1.64 (depending on the decisions of 
the dictators). 

4 Results 

4.1 Motive Elicitation 
We first report the results of the elicitations of the di↵erent motives. Fig. 1A plots 
the distribution of second-order beliefs about the recipients’ expectations (what 
the dictators thought the recipients expected them to give) per condition. As 
expected, these distributions look very similar and there is no 
significant mean di↵erence between conditions (M informed = 3.5, M not-informed = 3.2), 
t(278.6) = 0.82, p = .411. This was expected because also in the not-informed 
condition, participants were asked to guess the expectation of a recipient who was 
informed about the game. Since there is no significant di↵erence in second-order 
beliefs between the two conditions, any di↵erence in guilt aversion between 
conditions in our models should reflect di↵erences in the underlying mental 
processes, that is, letting one’s behavior be influenced by these beliefs or not. 

Fig. 1B shows the mean personal norm rating (personal appropriateness 
rating) per action per condition. The inverse U-shaped distribution is similar to 
the distribution of injunctive norm ratings in Krupka and Weber (2013) (see Fig. 
1C for a comparison). As in Krupka and Weber (2013), the 50:50 split was 
perceived as most appropriate, and it was more appropriate to exit the game than 
to play the game and give nothing. A noteworthy di↵erence between our data and 
the data from Krupka and Weber (2013) is that the range of our data is smaller 
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(i.e., especially the spread of the mean ratings between giving 0 points and giving 
5 points is more pronounced in Krupka and Weber, 2013). This might be because 
we ran our study online. A study by K¨onig-Kersting (2021) found the same 
decreased range as compared to Krupka and Weber (2013). The reduced range in 
the norm ratings might be a reason why in our case, in contrast to Krupka and 
Weber (2013), norms do not do a good job in explaining behavior in the dictator 
game with an exit option (reported later). Looking at how the norm ratings di↵er 
between the two conditions, we see that there are no significant di↵erences except 
for the decision to give nothing to the recipient, which was seen as more 
appropriate than in the not-informed condition. 

 

Figure 1: (A) Distribution of second-order beliefs. Dashed vertical lines represent 
the means, with the p value from a t test. (B) Mean personal norm ratings with 
95% confidence intervals. (C) Mean norm rating comparison with data from 
Krupka and Weber (2013). 

4.2 Dictator Game Without an Exit Option (T1) 
In the dictator game without an exit option (T1), participants in the informed 
condition gave significantly more (M = 3.3 points) than participants in the not-
informed condition (M = 2.0 points), t(276.82) = 4.82, p < .001. This is consistent 
with hypothesis 1, namely, that guilt aversion leads to more giving if no exit option 
is available. As seen in Fig. 2A, more participants chose the 50:50 split in the 
informed condition, and fewer participants chose to keep the whole endowment 
for themselves. In line with the results of Dana et al. (2006), the mean di↵erence 
in giving indicates that guilt aversion leads to more prosocial allocation decisions, 
since the only di↵erence between the two conditions was that the prerequisites 
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for experiencing guilt (recipients were informed about the choice of the dictator) 
were met in the informed but not in the not-informed condition. 

Table 2 shows the results of the estimated mixed-logit models for the behavior 
in the dictator game. All predictors are standardized to make comparisons 
between predictors meaningful. We fitted mixed-logit models because they allow 
for individual heterogeneity in preferences. When describing the results we focus 
on models that account for both motives and the payo↵ of an action (i.e., models 3 
and 4 for the informed and models 7 and 8 for the not-informed condition). These 
are also the models that have the lowest Bayesian information criterion (BIC) 
values. The coe cients of the models represent the estimated 

 

 

Figure 2: (A) Points given in the dictator game without an exit option (T1). (B) 
Points given in the dictator game with an exit option (T2). Vertical dashed bars 
represent the average points given by condition, with p values from t tests. 

utility weights of the corresponding utility specification [i.e., equations (1), (2), 
and (3)]. The results reveal that the payo↵ of an alternative was the most 
important choice predictor since it has the highest utility weight. Guilt has a 
negative utility weight, which is in line with the guilt-aversion motive. Guilt had a 
larger negative e↵ect on utility in the informed than in the not-informed condition. 
Although we can by design rule out guilt in the not-informed condition (because 
recipients were not informed about the game), guilt still had some e↵ect on the 
choices in this condition. But the magnitude is considerably smaller, which is also 
evident in the fact that guilt was correlated with personal norms only in the 
informed condition. This is also reflected in the BIC: Only in the informed 
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condition does the model with the guilt * self-image interaction have a lower BIC 
than the model without the interaction. The self-image coe cient is positive and 
significant in all models. Participants thus on average get positive utility from 
choosing an action that aligns with their personal norms. There is heterogeneity 
in preferences since in most models the variation in the random parameters is 
significant. Finally, the interaction between guilt and self-image is positive but 
only significant in the informed condition. It thus seems important to account for 
both motives if both motives can be present by design. Indeed, the significant 
negative e↵ect of guilt on the utility of an action vanishes in the not-informed 
condition once we account for the interaction of guilt and self-image. 

Table 2: Mixed-Logit Models of Behavior in the Dictator Game 

Guilt * self-
image 

 Informed condition   Not-informed 
condition  

  

 
0.925⇤ 

   

0.127 
    (0.417)    (0.209) 
SD Payo↵ 0.989⇤ 0.446 0.001 0.041 0.785 0.884 0.203 0.196 

 (0.461) (0.693) (0.780) (0.833) (0.517) (0.453) (1.796) (1.699) 
SD Guilt 2.059⇤

⇤  2.133⇤⇤ 3.296⇤

⇤ 
1.875⇤

⇤⇤  1.005⇤ 1.045⇤ 

 (0.656)  (0.670) (1.053) (0.538)  (0.442) (0.453) 
SD Self-
image  1.267⇤

⇤ 
2.451⇤⇤⇤ 3.012⇤

⇤⇤  1.904⇤

⇤⇤ 
1.987⇤

⇤⇤ 
2.156⇤

⇤ 
  (0.477) (0.599) (0.770)  (0.527) (0.568) (0.672) 
Observatio
ns 134 134 134 134 147 147 147 147 
Log 
Likelihood 268.4

64 228.2
91 203.949 199.95

2 262.34
9 216.9

15 210.31
0 210.1

10 
Bayesian 
Inf. Crit. 556.51

9 476.17
4 437.284 434.18

9 544.65
9 453.79

1 450.56
3 455.15

3 
Note: Note: The random coe cients follow a normal distribution. BIC = Bayesian information 
criterion. ⇤p < .05; ⇤⇤p < .01; ⇤⇤⇤p < .001 

4.3 Dictator Game With an MPL Exit Option (T2) 
We now turn to the dictator game with an MPL exit option. Fig. 3 plots the 
distribution of the exit reservation prices per condition. Participants in the 
informed condition were on average willing to exit the game for 6.4 points and 
were thus willing to forego 36% of the endowment they could potentially keep in 
the dictator game. Participants in the not-informed condition were on average 
willing to exit the game for 7.8 points and were thus willing to forego 22% of the 
potential endowment in the dictator game. As predicted by hypothesis 2, the mean 
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exit reservation price was significantly lower in the informed condition, t(272.25) 
= 3.21, p = .001, meaning that participants in this condition were more willing to 
exit the game compared to participants in the not-informed condition. As a buying 
price was randomly drawn from a uniform distribution, more participants ended 
up with the exit option in the informed condition (75 participants, 56%) than in 
the not-informed condition (57 participants, 39%), 2(1) = 7.64, p = .006. Given that 
the only di↵erence between the two conditions was that the prerequisites for 
experiencing guilt were met only in the informed condition, this di↵erence in exit 
reservation prices and resulting exit frequency indicates that people exit the 
dictator game to avoid feeling guilty (which is in line with Dana et al., 2006). 

If participants indeed took the exit option to avoid guilt, the correlation 
between the points given in the dictator game at T1 and the reservation price of 
exiting the game at T2 should be moderated by the condition. This is because, 

 

Figure 3: Exit option reservation price (in points) by condition. 

as we proposed in hypothesis 1, guilt aversion likely drives giving if no exit option 
is available. But this should be the case only in the informed condition, since by 
design, guilt should have no influence in the not-informed condition. And indeed 
we find that the amount given in the dictator game at T1 was negatively correlated 
with the exit reservation price, but only for the informed condition (Table 3, 
model 1). Thus, the more participants in the informed condition gave in the 
dictator game at T1, the lower was their reservation price for exiting the game at 
T2 (i.e., the more money they were willing to forego for not having to play the 
game). This suggests that participants in the informed condition gave not because 
they wanted to but because to avoid feeling guilty, they had to give once they were 
in the sharing situation. This is consistent with Cain et al.’s (2014) account of 
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giving in. Since we see this behavior only in the informed condition, guilt 
(aversion) is the likely driving force behind it. 

Only 30.6% of participants in the informed and 44.9% in the not-informed 
condition had exit reservation prices that are consistent with conventional selfish 
or social preferences (i.e., exit reservation price dictator game endowment). This 
di↵erence is significant, 2(1) = 5.49, p = .02. 

Fig. 2B shows the distribution of the chosen actions in the dictator game with 
an exit option. The distribution of the points given looks very similar to that in the 
dictator game without an exit option. Conditional on playing the game, 
participants in the informed condition on average gave significantly more (M = 2.7 
points) to the recipient than participants in the not-informed condition (M = 1.8 
points), t(126.76) = 2.21, p = .03. As in the dictator game without an exit option, 
more participants kept the whole endowment for themselves in the not-informed 
condition, whereas participants in the informed Table 3: Regression Analyses 
  Dependent variable  

Reservation price Points given in DG Points 
given in 
DG 

 

 

with exit option (T2) with exit 
option (T2) 
(exiting 
coded as 
0) 

Informed 
condition 0.087 0.187 0.226 
 (0.663) (0.377) (0.3

48) 
DG points 
given (T1) 
* informed 
condition  

0.012 0.239⇤ 

 (0.187) (0.109) (0.0
98) 

Constant 8.002 0.313 0.111 
 (0.387) (0.208) (0.2

03) 
Observatio
ns 

281 149 281 
R2 
Adjusted 
R2 
Residual 
Std. Error 3.459 (df = 277) 

   
 

1.816 (df 
= 277) 

F Statistic 8.559   
Note: DG = Dictator game. ⇤p < .05; ⇤⇤p < .01; ⇤⇤⇤p < .001 

condition more often went for the 50:50 split. 
Results of the mixed-logit models used to fit the data from the dictator game 

with an exit option are shown in Table 4. Again, all predictors were standardized 
to make comparisons between predictors meaningful. We again focus on models 
that account for both motives and the payo↵ of an action (models 3 and 4 for the 
informed and models 7 and 8 for the not-informed condition). These are also the 
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models that have the lowest BIC values. In contrast to the standard dictator game 
(T1), guilt now has a larger utility weight than self-image. The (absolute) utility 
weight of guilt was even higher than that of the payo↵ of an action. This may seem 
strange at first, but it is in line with the fact that participants were willing to give 
up a significant amount of money to avoid guilt (i.e., to avoid playing the game). 
The utility weight of guilt is significant in all models, whereas the self-image 
predictor fails to reach significance in any model. These models show that for the 
dictator game with an exit option, avoiding guilt was even more important than 
the payo↵ of a given action, whereas self-image had an e↵ect only via the 
interaction with guilt. Regarding the importance of accounting for both motives 
simultaneously, we see that the interaction between self-image and guilt is now 
significantly positive in both conditions. 

Participants for whom the game was implemented behaved very similarly to 
participants in the dictator game in the first session, r(147) = 0.77, p < .001. The 
strength of the correlation did not di↵er between conditions (see model 2 in Table 
3). However, when we code the exit option as giving zero points, the correlation 
drops to r(279) = .40, p < .001. Using this coding, a multiple regression revealed 
that the correlation between the two games was significantly weaker in the 
informed condition (see model 3 in Table 3). In our view, these results have 
implications for the external validity of the dictator game, since outside of the lab, 
situations that allow for prosocial behavior can often be avoided. We therefore 
assume that the external validity of the dictator game with an exit option is higher 
than that of the dictator game without an exit option. 

Although participants for whom the game was implemented behaved similarly 
to participants in the first game, the exit option left recipients significantly worse 
o↵, since they were left empty-handed when the dictator exited. Whereas in the 
standard dictator game, recipients in the informed condition received 3.3 points 
on average, in the dictator game with an exit option they received on average 2.14 
points less, t(133) = 9.77, p < .001. This drop is less pronounced in the not-
informed condition, where recipients on average received 2.03 points in the 
standard dictator game and 0.93 points less in the dictator game with an exit 
option, t(146) = 5.48, p < .001. So whereas recipients in the informed condition 
were significantly better o↵ when there was no exit option, this was no longer the 
case once the exit option was present, t(277.23) = 0.26, p = .79. This suggests that 
guilt has no e↵ect on aggregate giving when avoiding the sharing situation is 
possible: Guilt leads people to give more if they enter the game (intensive margin), 
but this is o↵set by more people avoiding the game (extensive margin). In 
consequence, guilt had an overall negative e↵ect on aggregate welfare, since 
participants in the informed condition were leaving significantly more money on 
the table (lower exit reservation price) than participants in the not-informed 
condition. 

Table 4: Mixed-Logit Models of Behavior in the Dictator Game With an Exit Option 
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Self-image 

 Informed 
condition   Not-informed 

condition  
 

0.318 0.210 
 

0.548 

 

0.169 0.071 0.278 
  (0.194) (0.309) (0.373)  (0.138) (0.201) (0.234) 
Guilt * Self-
image    0.963⇤    0.662⇤ 

    (0.425)    (0.282) 
SD Payo↵ 0.002 0.172 0.028 0.124 0.403 0.009 0.081 0.081 
 (0.201) (0.782) (0.953) (1.278) (0.321) (0.478) (0.880) (1.201) 
SD Guilt 2.962⇤⇤  3.787⇤⇤

⇤ 3.792⇤⇤ 2.851⇤⇤

⇤  3.120⇤⇤

⇤ 3.357⇤⇤

⇤ 
 (1.003)  (1.150) (1.346) (0.829)  (0.880) (0.996) 
SD Self-
image  1.369⇤⇤ 2.501⇤⇤

⇤ 
2.665⇤⇤⇤  0.725⇤ 1.309⇤⇤

⇤ 
1.420⇤⇤

⇤ 
  (0.454) (0.594) (0.732)  (0.315) (0.380) (0.397) 
Observation
s 

134 134 134 134 147 147 147 147 
Log 
Likelihood 

311.76
2 

321.63
5 

295.82
4 

292.004 322.26
3 

337.41
9 

316.44
1 

312.56
5 

Bayesian 
Inf. Crit. 

643.116 662.861 621.036 618.293 664.487 694.799 662.824 660.063 
Note: The random coe cients follow a normal distribution. BIC = Bayesian information criterion. ⇤p < 
.05; ⇤⇤p < .01; ⇤⇤⇤p < .001 

The models in Table 4 tell us how well the motives can explain behavior in the 
dictator game with an exit option as a whole, not just with regard to the decision 
of whether to exit the game. Because the exit reservation price influences the 
probability that a participant has to play the game, we can test whether these 
motives influence the decision to exit the game by letting them interact with the 
exit reservation price. If guilt (aversion) and self-image concerns lead participants 
to exit the dictator game, the e↵ect of these motives should interact with the exit 
reservation price. For the guilt motive we thus expect that the more guilt averse a 
person is, the lower the exit reservation price should be (since a low exit 
reservation price increases the probability of exiting; hypothesis 2). For the self-
image motive, we expect that the more important a positive self-image is to a 
person, the lower the exit reservation price should be (hypothesis 3). We 
incorporate the exit reservation price into the model by assuming that the 
variation in coe cients of guilt and personal norm across individuals is influenced 
by the exit reservation price of an individual5 (see Table 

                                                           
5 For example, for guilt guilt,i = 1 + ⇡⇤ reservationprice + ⌘i where ⌘i ⇠ N(0,1); see Sarrias and 

Daziano (2017) section 3.4. 
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5). 

Table 5: Mixed-Logit Models of Behavior in the Dictator Game With Exit 
Option Reservation Price 

 

 
Self-image 0.226 1.324⇤ 0.984 0.015 0.883 0.653 
 (0.385) (0.615) (0.659) (0.339) (0.535) (0.563) 
Self-image.reservation price 0.088 0.247⇤⇤ 0.227⇤ 0.023 0.131⇤ 0.113 
 (0.057) (0.091) (0.095) (0.039) (0.065) (0.068) 
Guilt * Self-image   0.622   0.445⇤ 

   (0.362)   (0.221) 

 0.002 0.355 0.304 0.308 0.568 0.010 0.547 0.556 
 (0.213) (0.464) (0.641) (0.638) (0.317) (0.475) (0.431) (0.452) 
 Guilt 2.392⇤⇤ 
 (0.825) (0.893) (0.954) (0.586) (0.592) (0.670) 

 
Note: The random coe cients follow a normal distribution. BIC = Bayesian information criterion. 
Guilt.reservation price and Self-image.reservation price represent the e↵ect of the reservation price 

on the mean of these random parameters. ⇤p < .05; ⇤⇤p < .01; ⇤⇤⇤p < .001 Again, all predictors 
are standardized to make comparisons between predic- 

tors meaningful and we focus on the models where both motives are present 
(these are the models with the lowest BIC values). Incorporating the exit 
reservation price starkly increases the (absolute) utility weight of guilt. The exit 
reservation price can explain some of the heterogeneity of the guilt predictor, 
which is evident in the decreased standard deviation of that predictor and the 
significant interaction between guilt and the exit reservation price. This positive 
interaction indicates that the more guilt averse a participant was, the lower was 

Informed co ndition Not-informed condition 
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their exit reservation price, which confirms hypothesis 3. The utility weights of 
the self-image predictor turn negative, but only significantly so for model (3). Self-
image interacts with the exit reservation price, but the interaction was not as 
strong as it was for guilt and the exit reservation price. Consistent with this, the 
drop in heterogeneity in self-image is only subtle. In contrast to hypothesis 4, the 
interaction between the exit reservation price and self-image was positive. 
Participants who cared about their self-image were thus more likely to play the 
game than to take the exit option (because they on average had a higher exit 
reservation price). Finally, we see that the interaction between self-image and 
guilt is positive and significant in the not-informed condition. Models that account 
for both motives also fit the data best according to the BIC. 

The results on guilt (aversion) are quite consistent: Participants were less 
likely to take actions that (would) make them feel guilty. In the dictator game, this 
led to more giving, but also to greater avoidance of the game when avoidance was 
possible. Results for the self-image motive are less consistent. When no exit option 
was present (i.e., dictator game at T1), participants took actions that led to a 
positive self-image. But this behavior was no longer observed once the exit option 
was available. This suggests that participants who took the exit option cared less 
about their self-image than participants who played the game. To test this we 
fitted the models in Table 4 only for those who did not take the exit option, and 
indeed the self-image predictor now had a positive and significant utility weight 
(see Table A1 in the appendix). Thus, instead of being concerned about their self-
image, people who took the exit option seem to have cared less about their self-
image than people who played the game. 

Table 6: Guilt and Shame Sensitivity 
 

 Informed condition Not-informed condition 
  Game  

 DG DG exit DG DG exit 

 (1) (2) (3) (4) 
Payo↵ 4.065⇤⇤⇤ 0.581⇤⇤⇤ 3.532⇤⇤⇤ 1.009⇤⇤⇤ 

 (0.622) (0.165) (0.528) (0.193) 

Guilt 0.290 5.260 0.378 2.927 
 (4.650) (5.131) (1.903) (3.470) 

Self-image 5.195⇤ 1.181 0.366 0.774 
 (2.118) (1.494) (1.516) (1.147) 

Guilt * Self-image 0.937⇤ 0.880⇤ 0.133 0.697⇤ 
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 (0.426) (0.414) (0.208) (0.288) 

Guilt.guilt score 0.513 1.892 0.078 0.417 
 (1.090) (1.278) (0.436) (0.806) 

Self-image.shame score 0.543 0.203 0.732 0.320 
 (0.572) (0.428) (0.470) (0.339) 

SD Payo↵ 0.024 0.138 0.030 0.165 
 (0.884) (1.115) (1.551) (0.899) 

SD Guilt 3.433⇤⇤ 3.797⇤⇤ 1.111⇤ 3.243⇤⇤⇤ 
 (1.170) (1.289) (0.454) (0.969) 

SD Self-image 2.953⇤⇤⇤ 2.610⇤⇤⇤ 2.065⇤⇤ 1.455⇤⇤⇤ 

 
(0.757) (0.701) (0.670) (0.405) 

Observations 134 134 147 147 

Log Likelihood 199.453 290.546 208.748 311.981 
Bayesian Inf. Crit. 442.986 625.173 462.411 668.877 
Note: DG = dictator game; DG exit = DG with exit option; BIC = Bayesian information criterion. The 
random coe cients follow a normal distribution. Guilt.guilt score and Self-image.shame score represent 
the e↵ect of the guilt sensitivity and shame sensitivity on the mean of these random parameters. ⇤p < 
.05; ⇤⇤p < .01; ⇤⇤⇤p < .001 

The results of the models where we included guilt and shame proneness as 
measured with the TOSCA-3 are shown in Table 6. The guilt and shame subscales 
have Cronbach’s alphas of 0.76 and 0.78, respectively. When incorporating the 
guilt and shame score into the logit models, neither guilt nor shame sensitivity 
significantly a↵ected choice behavior. In contrast to Bellemare et al. (2019), we 
found no correlation between the economic (second-order beliefs) and 
psychological (TOSCA-3 guilt score) ways of measuring guilt, r(279) = 0.04, p = 
.52. 

5 Discussion and Conclusion 
Past studies showed that both guilt aversion Dana et al. (2006) and self-image 
concerns (Grossman and van der Weele, 2017; Tonin and Vlassopoulos, 2013) can 
explain why participants choose the exit option in a dictator game. However, no 
study so far elicited both motives and pitched the explaining power of the two 
motives against each other. This is problematic, as the two motives could be 
correlated, which could potentially lead to an overestimation of any given motive. 
Using the dictator game and a between-subjects design where by design, guilt 
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should occur in only one condition, we therefore set out to test whether guilt 
aversion or self-image concerns can better explain why some people avoid sharing 
situations. Our results show that in the dictator game with an exit option, guilt has 
a larger e↵ect on an action’s utility than self-image. Both predictors are moderated 
by the exit reservation price. As predicted, the interaction is positive for the guilt 
motive. Thus, the more guilt averse participants were, the more money they were 
willing to give up to avoid the game (lower exit reservation price). This is 
consistent with the reasoning that people take the exit option to avoid guilt. In 
contrast to our hypothesis, the interaction between the utility weight of a positive 
self-image and the exit reservation price is also positive. Thus, the less 
participants wanted to avoid the game (higher exit reservation price), the more 
utility they got from a positive self-image. The results concerning the self-image 
motive in the dictator game with an exit option o↵er an interesting contrast to 
previous studies that used injunctive norms to explain behavior in this game. In 
contrast to Krupka and Weber (2013) who used injunctive norms to explain 
behavior in the dictator game with an exit option, personal norms cannot explain 
behavior in this game in our study. 

Coming back to the question of whether people share because they think it is 
the right thing to do (personal norm/self-image) or because to avoid feeling guilty 
they must do so (guilt aversion), our results suggest that a large share of people 
only give because guilt aversion compels them to do so. People seemed to be 
willing to give up a lot of money to avoid the sharing situation (dictator game in 
our case) and this willingness to give up money was correlated with how guilt 
averse they were in the dictator game. Regarding the importance of accounting 
for both motives simultaneously, we saw that this is indeed important, as (1) 
models that accounted for both motives fit the data best (lowest BIC values) and 
(2) the two motives were often correlated. 

Given that guilt aversion leads people to give up money to avoid the dictator 
game (via a low exit reservation price), and given that guilt does not lead to more 
aggregate sharing once we account for this increased avoidance, we conclude that 
guilt as a means to boost prosocial behavior should be used with caution. It should 
be used only if the guilt-inducing situation cannot be avoided or the costs of 
avoidance are very low. Otherwise, the overall e↵ect of guilt on welfare is likely 
negative because avoidance in this case can lead to welfare-decreasing activities. 
This also has practical implications. For instance, charities should account for the 
fact that using guilt to attract donations (e.g., Basil et al., 2006) could potentially 
backfire owing to increased avoidance. Past research has already shown that 
people do not like being asked for donations (Andreoni et al., 2017; Adena and 
Huck, 2019). Our results suggest that this effect should be even stronger when 
fundraisers deliberately use guilt to catalyze giving. Moreover, recent research in 
organizational psychology has proposed encouraging guilt responses after 
employees’ failure to generate benefits for employees and organizations (e.g., 
Bohns and Flynn, 2013). According to our results, this strategy may su↵er from 
the possibility that guilt drives employees to also avoid situations in which 
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prosocial behavior is possible. In line with this, future research could examine 
whether employees also engage in harmful behavior to avoid potentially guilt-
inducing situations. 

The di↵erential impact of guilt (aversion) on the extensive and intensive 
margins also has important implications for the external validity of social 
preference games. Since avoidance of these games is often not possible in the lab, 
guilt leads to more giving. However, in the real world, avoidance is (often) 
possible, and the people who gave because of guilt (aversion) in the lab will likely 
avoid situations that allow for sharing to avoid guilt outside of the lab. Social 
preference games that do not allow for sorting thus overestimate prosociality. 
This might explain why some studies (e.g., Galizzi and Navarro-Martinez, 2019) 
find poor external validity for social preference games. The results of Cappelen et 
al. (2017) support this claim: Only in the condition where by design guilt was not 
possible did the behavior in the game correlate significantly with charitable giving 
outside of the lab. Future research could test whether o↵ering participants an exit 
option in the lab improves the external validity of social preference measures such 
as the dictator game. 

It is interesting to see that personal norms cannot explain why people take the 
exit option, but injunctive norms can (Krupka and Weber, 2013). This is surprising 
because the enforcement of injunctive norms, but not personal norms, depends 
on other people who observe norm violation (Anderson and Dunning, 2014). 
Maybe people have internalized the injunctive norms, such that enforcement no 
longer depends on others observing the behavior (Gross and Vostroknutov, 
2022). The di↵erent explanatory power of personal and injunctive norms on 
behavior in the dictator game with an exit option is congruent with the results of 
Baˇsi´c and Verrina (2020) who showed that personal norms and injunctive norms 
measure di↵erent things and do not have to align on an individual basis. This 
suggests that people who take the exit option think that most others think this is 
an appropriate thing to do (results of Krupka and Weber, 2013), but they 
themselves think it is rather inappropriate (our results). Future research could 
test this by following Baˇsi´c and Verrina (2020) and eliciting both personal and 
injunctive norms. 

Our study su↵ers from similar limitations to those of previous studies that 
used a dictator game with an exit option. The main limitation is that one cannot 
rule out that participants exited the game for motives other than guilt aversion 
and self-image concerns. As summarized nicely by Exley and Kessler (2021), it 
could be that participants (1) may have had a preference to avoid interpersonal 
trade-o↵s, (2) were so inattentive that they randomly chose options, and/or (3) 
were so confused that they did not understand the value of taking the exit option 
or not. We tried to circumvent the second and third possibilities by highlighting 
to participants that we would ask comprehension questions and by providing 
feedback on those questions, but we cannot rule out that participants preferred 
the exit option because it allowed them to avoid interpersonal trade-o↵s.  
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Abstract 

Research has shown that people are more likely to donate money to help a single victim rather 

than a group of victims. However, recent studies have been able to reverse this compassion 

fade e ect by presenting people with multiple donation appeals with di erent victim group sizes 

(joint evaluation) instead of just one donation appeal (separate evaluation). The reversal of this 

e ect when people evaluate multiple donation requests at once has important implications for 

fundraising. This study tests whether this e ect can be replicated in the field by using data from 

GoFundMe, the world’s largest crowdfunding platform. When browsing projects on GoFundMe, 

people see multiple projects displayed at once, placing them in a joint evaluation context. Using 

the project campaign category and description to control for confounding, I find that there is 

indeed a positive e ect of the perceived victim group size on the amount of funds raised by a 

project.  



 COMPASSION FOR ALL 3 

 

Compassion for all: Real-world online donations contradict compassion fade Introduction 

Online fundraising has become increasingly popular, as it provides access to a huge 

donor pool at very low costs (Hart, 2002). The promises of online fundraising have been 

successfully exploited by crowdfunding sites such as GoFundMe.com that allow people to set 

up crowdfunding campaigns on their online platform with only a few clicks. The $15 billion that 

has been collectively raised since 2010 on GoFundMe (GoFundMe, 2022), which is the largest 

donation-based crowdfunding website, speaks for the success of these platforms. Although the 

amount of funds raised on GoFundMe is impressive, most campaigns fall short of their 

fundraising targets (Kenworthy & Igra, 2022). This low success rate might be explained by the 

fact that traditional strategies intended to boost donations (e.g., Ruehle et al., 2021) might not 

work or even backfire on such platforms. This is because in contrast to more traditional means 

of fundraising, such as mail solicitation where potential donors often receive only one donation 

request at a time, potential donors on crowdfunding platforms can choose from a large number 

of projects to donate to. As noted by Erlandsson (2021), whether people evaluate one option 

separately or multiple options jointly has been very influential for research on judgment and 

decision making. For example, Erlandsson (2021) quotes evidence that shows that emotional 

reactions are more predictive of attitudes toward policies in separate evaluations (Ritov & 

Baron, 2011), while e ciency-related attributes are more predictive in joint evaluations 

(Bazerman et al., 2011; Caviola et al., 2014). This evidence led Erlandsson (2021) to test seven 

helping e ects (i.e., strategies that fundraisers can use to boost donations) both when people 

evaluated multiple donation requests at once (joint evaluation) and when they only evaluated 

one donation request (separate evaluation). 

Erlandsson (2021) found that potential donors indeed prefer projects with di erent 

attributes depending on whether they only evaluate one project or multiple projects at once. 

For example, while research using separate evaluation found that donors prefer projects with a 

single identified victim to projects with multiple unidentified victims (Lee & Feeley, 2016), 

Erlandsson (2021) was able to reverse this e ect in the joint evaluation condition. This outcome 
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is in line with another recent experimental study by Garinther et al. (2022). In contrast to 

previous studies that used a separate evaluation design, Garinther et al. (2022) found that 

people donated more to donation requests depicting larger victim groups than to donation 

requests depicting smaller victim groups when participants evaluated multiple donation 

requests at once. According to Garinther et al. (2022), it is the comparison of multiple donation 

requests with di erent depicted group sizes that leads to the positive e ect of depicted group 

size on giving. This result has important consequences for fundraising, since studies have 

traditionally concluded that larger victim groups attract smaller donations (see Butts et al. 

(2019) for a meta-analysis). 

This study examines whether fundraisers that use crowdfunding can leverage the results 

of Erlandsson (2021) and Garinther et al. (2022) by manipulating the perceived victim group 

size. In lab studies that test the e ect of victim group size on giving, the perceived victim group 

size (i.e., how many people are depicted on the picture) usually corresponds with the real 

victim group size (i.e., the size of the group that will receive the donations) e.g., Garinther et al. 

(2022). However, in real-life donation requests, there is usually no direct correspondence 

between the size of the depicted victim group (e.g., a poor child from Sudan) and the size of the 

group that benefits from the donation (poor Sudanese children, in this example).1 Thus, in this 

work, I attempt to test whether fundraisers can raise more funds by manipulating the size of 

the perceived victim group in a joint evaluation context (i.e., crowdfunding). 

To test this hypothesis, I estimate the e ect of the depicted victim group size on giving in 

a real-world setting where people usually see multiple donation requests at once. I use data from 

more than 60,000 crowdfunding projects from GoFundMe, the world’s largest social fundraising 

platform. When browsing fundraising projects on GoFundMe.com, people see multiple 

fundraising projects displayed in a grid (see Figure A1 in the appendix), which places them into a 

joint evaluation framework. According to Erlandsson (2021) and Garinther et al. (2022), we should 
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thus observe a positive e ect of the number of persons depicted on a project’s project profile 

picture on the funds acquired by the project. 

Given the observational setting, I first need to identify the e ect of the perceived victim 

group size on the funds raised. To identify this e ect, I need to account for all confounders 

between the number of people depicted on a project profile picture and the amount of funds 

raised. The topic of a fundraising project is such a confounder. Whether the funds are raised for 

a sick child or a college football team likely influences both how many people are depicted on 

the profile picture and how much people will donate to the project. Fortunately, fundraising 

projects on GoFundMe must be assigned to one of 18 predefined categories (e.g., "medical", 

"sports"). Indeed, the category of a project correlates with both the amount of funds raised and 

the number of persons depicted on a project profile picture (see Figure 1). 

To assess how robustly the category of a project controls for confounding, I also use the 

campaign description text to additionally control for the topic of a project. The campaign 

description is free text provided on the project’s profile page that fundraisers can use to 

describe their project. Campaign descriptions have been shown to influence the success of 

crowdfunding projects (Kuo et al., 2022). I use document embeddings (Le & Mikolov, 2014; 

Reimers & Gurevych, 2019) and topic models (Blei, 2012) to encode this text into numbers that 

can then be used as controls. 

Controlling for the category and the campaign description allows me to identify the e 

ect of the perceived victim group size on donations for projects that belong to the same 

category and have similar campaign descriptions. This places us close to an experimental design 

where we could vary the number of people depicted on the profile project picture while 

keeping the description of the project constant. 

I use regression models and double machine learning (Chernozhukov et al., 2017) as a 

robustness check to estimate the e ect of the number of people on the profile picture on 
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Figure 1 

Mean number of persons on the project profile picture by project category. Error bars represent 

95% confidence intervals. Figure A) with all projects, Figure B) only with projects that have at 

least one person on the project profile picture. 

the amount of funds raised. Double machine learning (Chernozhukov et al., 2017) uses o -the-

shelf machine learning algorithms to estimate causal e ects in the presence of potentially high-

dimensional confounders. Double machine learning allows us to control for confounders (e.g., 

document embeddings) without making strong assumptions about the functional form of our 

model. 

In contrast to the majority of the extant research that has mostly found a negative e ect 

on the victim group size on funds raised (Butts et al., 2019), I find no such negative e ect, or 

even a positive e ect, of the perceived victim group size on the amount of funds raised by 

crowdfunding projects. In contrast to past findings and in line with recent evidence from 

laboratory studies, it thus seems beneficial to increase the perceived victim group size in 

settings where potential donors evaluate multiple fundraisers at once. Literature review 

E ect of victim group size on donations 

There are two well-known e ects of victim group size on donations, namely, the 

identifiable victim e ect (Jenni & Loewenstein, 1997) and the compassion fade e ect (Västfjäll et 

al., 2014). For both e ects, the e ect of the victim group size on the funds raised is negative. The 

identifiable victim e ect refers to the tendency of individuals to provide more help to specific, 

identifiable victims than to anonymous (statistical) victims (Jenni & Loewenstein, 1997). For 

example, Kogut and Ritov (2005a) found that when asked to help sick children who need costly 

life-saving treatment, participants were more willing to contribute to a single child identified by 

age, name, and picture than to a single unidentified child or a group of unidentified children. 

While this e ect results in people donating less to larger victim groups, it mainly operates, as the 
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name implies, through the identification of the victims (Lee & Feeley, 2016). Indeed, a meta-

analysis by Lee and Feeley (2016) found that this e ect only works for a single victim and not for 

a group of victims. This finding is in line with the results of Kogut and Ritov (2005a) and Kogut 

and Ritov (2005b), who found that people donated more to a single identified victim than to a 

nonidentified victim, while there was no significant di erence between donations made to a 

group of identified victims and those made to a group of nonidentified victims. 

In contrast to the identifiable victim e ect, the compassion fade e ect specifies a 

negative e ect of the depicted victim group size on willingness to donate that is directly caused 

by the size of the victim group. As mentioned by Butts et al. (2019), the compassion fade e ect 

has also been referred to as compassion fatigue (Figley, 1995), compassion collapse (Cameron, 

2017), and psychic numbing (Slovic, 2007). Butts et al. (2019) also highlighted that it is 

important to note that compassion here refers to compassionate behavior (e.g., donating) and 

not to the emotion of feeling compassion. Butts et al. (2019) analyzed 41 studies in a meta-

analysis and found that victim group size negatively a ected both helping intent and behavior 

(e.g., donations). They also found that anticipated positive a ect and perceived impact, which 

were negatively associated with victim group size, mediated this e ect. 

One prominent explanation of the compassion fade e ect is that it is caused by 

numeracy limitations and biases in the basic a ective processing underlying the decision to help 

(Hamilton & Sherman, 1996; Slovic, 2007). Butts et al. (2019) called this the a ective bias 

perspective. This explanation is related to the identifiable victim e ect; it postulates that a single 

victim is depicted in more detail (i.e., with more information) than are groups, which elicits 

stronger emotional reactions (Hamilton & Sherman, 1996). In contrast to a single victim, a 

group of victims constrains people’s capacity for attention and imagery, which results in a 

fragmented representation of the victims and thus a weaker a ective response (Dickert & Slovic, 

2009; Kogut & Ritov, 2005a). 

The other prominent explanation postulates that people expect the needs of large 

groups to be potentially overwhelming and therefore engage in emotion regulation to prevent 
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themselves from experiencing these overwhelming emotions (Cameron & Payne, 2011). 

According to this explanation, people regulate their emotions to maximize their personal goals 

while minimizing potential costs that may seem overwhelming (Butts et al., 2019). Butts et al. 

(2019) called this the motivated choice perspective and noted that this explanation aligns with 

the cost-reward model of helping (Dovidio et al., 1991) and past work on empathy avoidance 

(Shaw et al., 1994). The abovementioned work demonstrated that potential donors regulate 

their emotions to avoid feelings that will compel them to help when helping is foreseen as 

being too costly. 

To explain the reversion of the identifiable victim e ect in joint evaluation, Erlandsson 

(2021) referred to X. Li and Hsee (2019), who posited that attributes in decision situations can 

di er in both justifiability (whether people think the attribute should a ect decisions) and in 

evaluability (how easily the attribute in itself can be understood). Erlandsson (2021) noted that 

the size of the victim group is a prime example of an attribute with a high level of justifiability 

(most people would agree that helping more people is better than helping fewer) but a low 

level of evaluability (without any comparison, it is di cult to judge whether four victims are 

few or many). However, evaluability is higher in joint evaluations than in separate evaluations 

(Erlandsson, 2021; Hsee, 1996). Hsee (1996) noted that there might be a greater level of 

uncertainty in judging the value of a hard-to-evaluate attribute (e.g., victim group size) in 

separate evaluations than in joint evaluations. Therefore, these factors could have less impact 

in separate evaluations than in joint evaluations (Hsee, 1996). In line with this, Hsee, Zhang, 

Wang, et al. (2013) showed that willingness to donate when one could save 200 rather than 100 

polar bears was twice as high in joint evaluation, while there was no di erence in separate 

evaluation. 

While the evidence for the compassion fade e ect is substantial (Butts et al., 2019), this 

evidence rests on some limitations. Mainly, as mentioned by Garinther et al. (2022), only a few 

studies have used designs that required participants to jointly evaluate donation requests with 

di erent victim group sizes. The meta-analysis from Butts et al. (2019) explicitly excluded such 
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studies. The authors acknowledged this shortcoming by stating that designs with "separate 

evaluations do not adequately reflect the realistic settings in which people make donation 

decisions" (p. 27). This leads to the second limitation, namely, to the best of my knowledge, this 

e ect has never been tested using real-world donation data. 

Regarding the first limitation, the few studies that have used joint evaluations to study 

the compassion fade e ect have found inconsistent results (Butts et al., 2019). As mentioned by 

Garinther et al. (2022), only one of the studies replicated the compassion fade e ect (Västfjäll et 

al., 2014, study 2). The other studies either found comparable donations to di erent victim 

group sizes (Kogut & Ritov, 2005b) or were even able to reverse the compassion fade e ect 

(Hsee, Zhang, Lu, et al., 2013; Kogut & Ritov, 2005b). 

Garinther et al. (2022) took the existing inconsistencies in the design and results of these 

studies as motivation to systematically study the compassion fade e ect in joint evaluation 

conditions. Over multiple studies, the authors showed that when subjects saw multiple 

donation requests at once, either simultaneously or sequentially, they donated more to larger 

victim groups. 

This finding has important practical implications since it contradicts the compassion fade 

e ect literature in a setting that "better mirror[s] real charitable giving contexts" (Butts et al., 

2019, p. 27). Thus, in contrast to the majority of the extant literature on the relationship 

between victim group size and donations (Butts et al., 2019), fundraisers whose solicitations are 

evaluated jointly with other solicitations can potentially attract more donations by increasing 

the (perceived) victim group size. If this recommendation is externally valid, we should observe 

the following: 

Hypothesis 1: There is a positive e ect of perceived victim group size (i.e., number of 

persons on the project profile picture) on the amount of funds raised by the project. 
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Success Factors of Donation based Crowdfunding Campaigns 

To understand what drives a crowdfunding campaign’s success we need to understand 

what motivates people to give to those campaigns and how crowdfunding campaigns can tap 

into these motivations. This short review largely draws on two excellent reviews by van 

Teunenbroek and Dalla Chiesa (2022) and van Teunenbroek et al. (2022). van Teunenbroek and 

Dalla Chiesa (2022) summarise motives that lead people to donate to crowdufunding 

campaigns. Many of the mechanisms that a ect charitable giving in traditional contexts are also 

likely to play a role in crowdfunding campaigns 

(van Teunenbroek et al., 2022). Among these are altruism (Fehr & Fischbacher, 2003), the joy of 

giving (i.e., warm glow Andreoni, 1990) (i.e., warm glow) and solicitation (van Teunenbroek & 

Hasanefendic, 2023). van Teunenbroek and Dalla Chiesa (2022) also mention feeling part of a 

community as a motive. Project backers cannot only donate, but also comment on the project 

and share it on social media. Thus, by donating, donors can become part of a community 

(Josefy et al., 2017). The narrative of a project, communicated for example through the project 

description, can also motivate donors to contribute (van Teunenbroek & Dalla Chiesa, 2022). 

For example, Wang et al. (2022) found that a guilt evoking project description positively 

influenced the willingness to donate. Campaign pictures also influence potential donors. As 

mentioned by van Teunenbroek and Dalla Chiesa (2022), Rhue and Robert (2018) found that 

campaigns that depict people with happy facial expressions raised more money than campaigns 

depicting people with neutral facial expressions. van Teunenbroek and Dalla Chiesa (2022) note 

that the crowdfunding environment is characterized by high uncertainty because there exists 

information asymmetry between the donors and the project initiators. According to van 

Teunenbroek and Dalla Chiesa (2022), people use quality signals to guide their behavior in such 

situations (van Teunenbroek et al., 2020). Therefore, the perceived quality of a project is 

positively related to its funding success (Mollick, 2014). Similarly, the number of campaign 

updates is also positively related to campaign success (Mollick, 2014). As mentioned by van 

Teunenbroek and Dalla Chiesa (2022), the perceived credibility of the project initiator also 
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feeds into the perceived quality of a project. For example, Hörisch (2015) found that projects 

initiated by an o cially recognized non-profit organization tend to be more successful. With 

crowdfunding being an inherently online-based fundraising channel, social media plays an 

important role. Sharing a project on social media increases its visibility and therefore solicits 

potential donors (Bhati & McDonnell, 2020; Priante et al., 2022). Unsurprisingly, the number of 

social media shares is positively related to a project’s success (Kubo et al., 2021). 

van Teunenbroek et al. (2022) conducted a literature review about mechanisms that 

a ect giving via philanthropic crowdfunding. Based on the review, they developed a conceptual 

model that specifies how these mechanisms mediate the e ect of crowdfunding features (e.g., 

project description) on giving behavior. The crowdfunding features they study are the project 

creator, social information, project description and rewards. A few of the mediating 

mechanisms were already mentioned above, namely the perceived credibility of the project 

initiator, the perceived quality of the project, the emotional reaction elicited by the projects as 

well as the identification with a community. van Teunenbroek et al. (2022) also specify the 

strength of the tie a donor has with the project initiator as a mechanism. I do not summarize 

the reward-specific mechanisms since the crowdfunding platform studied in this study is not 

reward-based. Knowing how crowdfunding campaign factors a ect the success of a campaign, 

we can now go on to discuss the identification strategy that we use to identify the e ect of the 

perceived victim group size on the amount of funds raised by a project. 

Methods Data and Identification Strategy 

I use data downloaded from GoFundMe to test the compassion fade e ect in a real-life 

donation setting. Data from GoFundMe have been successfully used by researchers to study 

nonexperimenter solicited charitable contributions in a real-world setting (Sisco & Weber, 

2019). In March 2022, I downloaded more than 60,000 fundraising projects from four countries 

(the US, the UK, Australia and Canada). When visiting GoFundMe.com, people see a grid of 

fundraising projects (see Figure A1 in the appendix). This grid displays the most important 



 COMPASSION FOR ALL 13 

 

information for each project. One can see the location of the project, the project profile picture, 

the title of the project and the first few words of the description, the target amount to be 

raised, the funds already raised and when the last donation was made. Fundraising progress is 

visualized by a green progress bar. Although projects on GoFundMe have a target amount, 

GoFundMe follows a direct donation structure (van Teunenbroek et al., 2022) that allows 

initiators to keep the donated money, regardless of whether the target was reached or not. 

Raising more than the target amount is also possible. By clicking on a project from the project 

overview page, one is forwarded to the profile page of the project. On this page, project 

creators have the opportunity to display more photos and videos and to provide a detailed 

textual description of the project. 

From the project overview page and the profile page, I download the data that I need to test 

hypothesis 1 (see Table 1). Each project belongs to a category (see Figure 1), and up to 1,000 

projects per category can be downloaded. 

My identification strategy relies on the backdoor criterion. A set of variables Z satisfies 

the backdoor criterion relative to an ordered pair of variables (x, y) if (1) Z blocks every path 

between x and y that contains an arrow into x and (2) no node in Z is a descendant of x. Given 

our treatment variable (number of persons on a project profile picture) and our dependent 

variable (amount of funds raised), I assume that the topic of a fundraising campaign, which I 

measure with the campaign description text and the campaign category, satisfies the backdoor 

criterion. As already mentioned, the topic of a campaign likely influences both how many 

people are shown on the project profile picture and how much people will donate to the 

project. The directed acyclic graph (DAG) (Rohrer, 2018) that visualizes this assumption is 

shown in Figure 2. We can directly condition on the category of a campaign since each 

campaign is assigned to a category. To control for the campaign description text, I use natural 

language processing (NLP) methods to convert the text data to a numerical representation. 

There is a relatively new but growing stream of literature on using textual data as controls in 
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statistical models (Keith et al., 2020). As mentioned by (Keith et al., 2020), there exist multiple 

ways of measuring confounders from text, such as lexicons, supervised classifiers, topic models 

and embeddings. As I want to control for the overall topic of a project, I use the latter two 

methods. These methods inductively learn confounding factors to (ideally) account for all 

known and unknown aspects of the text (Keith et al., 2020). Topic models are generative 

probabilistic models that represent text as a mixture of latent topics (Roberts et al., 2014). 

Embeddings represent text as low-dimensional, dense vectors that encode the meaning of text. 

These numerical text representations are then used in place of the confounder (topic of the 

campaign) in a causal adjustment method (e.g., linear regression) (Keith et al., 2020). As our 

identification strategy crucially depends on our ability to measure the confounders from text, I 

use multiple text representation methods. Namely, I use topic models (Roberts et al., 2014) and 

two state-of-the-art document embedding techniques (Le & Mikolov, 2014; Reimers & 

Gurevych, 2019). This approach allows us to see how sensitive our estimates are to di erent text 

representations. I describe these methods in more detail below. 

 

Figure 2 

Directed acyclic graph (DAG) showing how I use the campaign category and campaign 

description to control for confounding between the number of persons on a project profile 

picture and the amount of funds raised by the project. 
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Control variables 

As just mentioned, I use use the category of a fundraising project and the project 

description to identify the e ect of the perceived victim group size on the amount of funds 

raised (i.e., to control for confounding). However, there are other variables that, although they 

are not confounders, can increase the precision of the estimate of interest (Cinelli et al., 2022). 

The section on the "success factors of donation based crowdfunding campaigns" motivates and 

informs the selection of these variables. Although the e ects of these variables on campaign 

success were already discussed, I still briefly state the reason for inclusion when presenting the 

control variables. I include the total photos of a fundraising project, the number of updates 

posted and the length of the project description as control variables because studies have 

found that better documented projects raise more money (Wu et al., 2022). I also control for 

whether the fundraiser is organized by an organization or by people, whether it is a team 

fundraiser or not, and how many people are organizing the fundraiser. I include these controls 

because these variables likely a ect the sharing of the fundraiser, which increases the visibility 

of the fundraiser and thus likely also the amount of funds raised (Kubo et al., 2021). For the 

same reason I also created variables that control for whether the fundraiser was organized for 

anyone or not and if so whether it was organized for another person or to benefit an 

organization. I use the state-of-the-art named entity recognition model "ner-english" provided 

by the flair Python library to do this (Akbik et al., 2018). 

To control for the popularity of the fundraiser, I include the number of times the 

fundraiser was shared on social media, the number of hearts (i.e., likes) the fundraiser collected 

and the number of comments that were made on the fundraiser project page as control 

variables. All of these variables likely a ect the visibility of the fundraiser, which in turn should a 

ect the amount of funds raised. For the same reason, I also control for the page position of the 

fundraiser in the category project overview page, as projects that appear on top of the page 

should receive more attention. Many of these control variables are also included to ensure that 
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I control for the number of people who directly visit a fundraising project without browsing 

other projects beforehand. This approach is crucial since my hypothesis rests on the 

assumption that potential donors are in a joint evaluation context when they decide on which 

project they should donate to. Controlling for variables that a ect the number of people who 

directly visit a fundraising project without browsing other projects before or after should 

ensure that donations that were made in a separate evaluation context do not a ect the results. 

The target amount is also included as a control as it has been shown to be associated with 

campaign success (Mollick, 2014). For reasons that are obvious I also control for the days that 

passed since the project launched. 

Finally, I also control for the emotions displayed by the people who are depicted on the 

project profile photo. I do this because the facial expressions of victims have been shown to a 

ect giving behavior (Rhue & Robert, 2018; Small & Verrochi, 2009). Since this approach is only 

possible for projects that depict at least one face on the project profile page, I fit all models 

once without controlling for depicted facial emotions and once with controlling for depicted 

facial emotions. 

When thinking about which controls to include, one must make sure that no "bad" 

controls are included (Cinelli et al., 2022). Colliders are an example of such bad controls. 

Conditioning on a collider, i.e., a common e ect of the exposure and outcome, leads to a 

noncausal association between the exposure and the outcome (Cinelli et al., 2022; Hünermund 

et al., 2021). In my case, what I call the "social" variables (number of social media shares, 

number of comments and number of campaign hearts) could potentially be such collider 

variables. People could share the fundraiser on social media, like or comment because they are 

depicted on the fundraiser’s project profile picture. Making a donation could also lead people 

to do these same things, which could make these variables serve as colliders between the 
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number of people depicted on the project profile picture and the amount of funds raised. I 

therefore also fit the regression models without these three variables as controls (see 

appendix). However, I think that including these variables for the reasons stated above is more 

important, which is why these variables are included by default. However, the results for the 

models without these variables are very similar to those with these variables. In fact, the e ect 

of the number of persons on the project profile picture is even stronger when not controlling 

for these variables. Because the estimated e ects of these control variables are unlikely to have 

a causal interpretation, I follow previously made recommendations to not report them 

(Hünermund & Louw, 2020; Westreich & Greenland, 2013). 

Natural Language Processing Methods 

Embeddings embed text into a dense numerical space. There exist several methods to 

do this. These methods can roughly be divided into contextualized and noncontextualized 

methods. Word2vec (Mikolov et al., 2013) is a popular method used to obtain 

noncontextualized embeddings. Word2vec encodes words into numerical vectors by predicting 

a target word by its context words (or vice versa) with a shallow neural network. This prediction 

task is only a means to an end to obtain the weights of the neural network that are then used 

as the numerical vectors that represent a given target word. Using such a prediction task to 

obtain numerical representations has the advantage that words that are used in similar 

contexts end up having similar numerical representations 

(Camacho-Collados & Pilehvar, 2018). This process builds on the distributional hypothesis, 

which assumes that words that occur in similar contexts have similar meanings (Firth, 1957). 

After training word2vec on a (preferably large) corpus, one ends up with a vector of typically 

approximately 100-300 dimensions for each word of the corpus. To obtain a document vector, 

one can use the mean of all the word vectors that make up a document (Lau & Baldwin, 2016). 

Although word2vec uses the context of words to compute the word vectors, it does not assign 

di erent representations to the same word used in di erent contexts. For example, the word 
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bank has the same numerical representation regardless of whether it is used in a financial 

context or not. 

Contextualized models such as BERT (Devlin et al., 2018) alleviate this shortcoming by 

producing context-dependent embeddings for each word. These methods thus produce one 

word embedding for each unique word and each unique context the word appears in (Liu et al., 

2020). Due to this approach, among other things, these models have achieved groundbreaking 

results in natural language understanding tasks (Rogers et al., 2020). Since BERT produces one 

embedding per word, we also need a way to aggregate those embeddings over the course of a 

document. I use Sentence BERT (SBERT) to do this (Reimers & Gurevych, 2019). Similar to 

averaging the word2vec embeddings per document, SBERT adds a pooling operation (mean) to 

the output of BERT to derive a fixed-sized document embedding. While contextualized models 

objectively perform better in most areas, they are not without limitations. First, because these 

models are very memory intensive, there is a limit to the length of text they can process. 

Second, since these methods are pretrained, they might fail to capture peculiarities of the text 

data at hand. I therefore use both of these methods to obtain embeddings of the project 

descriptions since word2vec can be trained on the data at hand and does not have a text length 

limit. 

In addition to embeddings, I also use topic models to operationalize the topic of a 

campaign. Topic models are a popular method to detect latent topics in a collection of texts 

(Roberts et al., 2014). Topic models treat each document as a mixture of topics and each topic 

as a mixture of words. Latent Dirichlet allocation (LDA) is a popular method for fitting such topic 

models. I use the implementation provided by Roberts et al. (2014) to fit the topic model and 

use the method developed by Mimno and Lee (2014) to decide on the number of topics per 

topic model. 

As evidenced by this short presentation of di erent methods for encoding the topic of a 

campaign from its campaign description text, these methods have di ering strengths and 

weaknesses. For example, while the strength of embeddings is that they promise to encode all 
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aspects of a text (e.g., meaning, a ect, topic), their high level of dimensionality could complicate 

inference. The reverse is true for topic models; they only encode the topic(s) of the text but are 

often lower in dimension (i.e., number of topics) than embeddings. By using these di erent 

methods with di ering strengths and weaknesses, we can verify how sensitive our estimates are 

to the type of text encoding. 

Inference Methods 

To estimate the e ect of the number of persons on a campaign profile picture, I mainly 

rely on regression models and use double machine learning to assess the robustness of the 

results. I use double machine learning (Chernozhukov et al., 2017) as a robustness check 

because it allows us to control for confounders in a flexible (i.e., nonlinear) way. 

Double machine learning can be illustrated with a partially linear model in the following form: 

Y = D◊0 + g0(X)+’, E(’ | D,X) = 0, (1) 

D = m0(X)+ V, E(V | X) = 0, (2) 

where Y is the outcome variable (i.e., the amount of funds raised by a project) and D is 

the treatment variable (i.e., the number of persons on a projects profile picture). The 

(potentially) high-dimensional vector X contains the confounding and control variables, and ’ 

and V are stochastic errors. Equation (1) is the equation of interest, and ◊0 is the main 

regression coe cient that we would like to infer. Assuming that D is conditionally 

exogenous, ◊0 has the interpretation of a structural or causal parameter. Equation (2) keeps 

track of confounding, i.e., the dependence of D on covariates. These covariates X a ect the 

treatment variable D via the function m0(X) and the outcome variable via the function g0(X). 

Applying machine learning methods directly to Equations (1) and (2) may have a very 
high level of bias, which is caused by the regularization properties of machine learning 
algorithms (Bach et al., 2021; Chernozhukov et al., 2017). Double machine learning uses 
orthogonalization to overcome this regularization bias. To illustrate this, we rewrite the 
abovementioned PLR model in the following residualized form: 
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W = V ◊0 +’, E(’ | D,X) = 0, (3) 

W = (Y ≠ l0(X)), 
l0(X) = E(Y | X) = 0, (4) 

V = (D ≠ m0(X)), m0(X) = E(D | X) = 0, (5) 

Given identification, double machine learning then estimates l0 and m0 by ˆl0 and mˆ0 by 

solving the two problems of predicting Y and D using X. These prediction problems can be solved 

by using any o -the-shelf machine learning method. This gives us the following estimated 

residuals: 

Wˆ = Y ≠ˆl0(X), (6) 

Vˆ = D ≠ mˆ0(X). (7) 

To avoid overfitting, these residuals are of a cross-validated form. We can then finally 

estimate ◊0 by regressing the residual Wˆ on Vˆ. Conventional inference is used for this final 

regression estimator. Double machine learning uses a method-of-moments estimator for ◊0 

with a Neyman-orthogonal score function. This approach ensures that the moment condition 

used to identify and estimate ◊0 is insensitive to small perturbations of the nuisance functions 

(i.e., ˆl0(X) and mˆ0(X)) estimated by the machine learning models. Although this ensures some 

robustness, a good approximation of the nuisance functions is still crucial. I therefore use three 

di erent machine learning algorithms, namely, regression trees (Therneau et al., 2015), random 

forests (Breiman, 2001) and XGBoost (T. Chen & Guestrin, 2016). I refer interested readers to 

Chernozhukov et al. (2017) for a detailed treatment of double machine learning. 

To ensure that the machine learning methods can well approximate the nuisance 

functions, I train the methods via random search (Bergstra & Bengio, 2012) for 20 iterations 
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each. To set the tuning space of the hyperparameters, I rely on the current advice from the 

literature (Bischl et al., 2023). 

Person and facial emotion detection 

Given the large number of project profile pictures, it is not feasible to detect the 

number of persons in a project profile picture and the facial expressions shown by these people 

by hand. I therefore rely on machine learning algorithms for this task. The state-of-the-art 

algorithms for these tasks are as good or even better than human raters while being 

significantly faster. To detect the number of persons in a project profile picture, I use a Faster R-

CNN model (Ren et al., 2015) that was pretrained to detect persons in the COCO dataset (Lin et 

al., 2014). I use the mmdetection Python library (K. Chen et al., 2019) to implement the model. 

More information regarding this model is provided in the appendix. 

To detect the facial emotions expressed by the people on the project profile picture, I 

use a model that is considered state of the art in facial expression detection at the time of 

performing the analysis (Savchenko, 2021). I use the hsemotion Python library to detect 

expressed facial emotions with this model. For each detected face, this model returns the 

probability that this face shows emotion x for a total of seven emotions (angry, disgust, fear, 

happiness, sadness, surprise, and neutral). To obtain one value per project profile picture, I take 

the mean per emotion when multiple faces are detected. 

Fitted models and preprocessing 

To ensure that the results are not driven by outliers, I follow previous literature that 

used data from GoFundMe (Sisco & Weber, 2019) and removed projects that raised more than 

the mean plus 3 standard deviations per country. The analyses conducted on the full sample are 

reported in the appendix. The results for the models with outliers are similar to those without 
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outliers but tend to have larger standard errors. To account for heteroscedasticity, 

heteroskedasticity-consistent standard errors (HC1) are used. To ensure comparability to 

Garinther et al. (2022), I run the analysis once for all projects and once only for projects that 

have twelve or fewer people on the project profile picture. This approach also increases the 

comparability with other studies; M.-R. Li and Yin (2022) found that in studies that showed 

participants pictures of beneficiaries, showing eight beneficiaries was the most frequent 

approach. Since studies conducted in the lab usually have at least one person in the solicitation 

picture, I also run the analysis for all projects and only for projects with at least one person in 

the project profile picture. 

Results Descriptive Results 

The data without outliers contain a total of 64,024 fundraising projects without any 

missing data in the variables listed in Table 1. This table also contains summary statistics for all 

of these variables. On average, these projects raised $4,390, with a standard deviation of 

$11,586. There are on average 2.6 persons depicted on the project profile picture, with a 

standard deviation of 5.5 persons. The majority of the projects (59.5%) have at least one person 

on the project profile picture. Only a few projects (4.8%) have more than twelve persons on the 

project profile picture. The majority of projects are thus comparable to the experimental 

literature with regard to the number of persons shown on the donation request (M.-R. Li & Yin, 

2022). 

The subset of projects with at least one detected face on the project profile picture 

contains 29,446 projects (Table 2). The mean facial emotions by project profile picture are 

mostly happy and neutral. The appendix shows the values given in Tables 1 and 2 for the full 

sample (i.e., with outliers). As I consider projects that raised more than the mean plus three 

standard deviations per country as outliers, 824 (1.27%) of the projects were excluded from the 

sample with all projects, and 464 (1.56%) projects were excluded from the sample where at 

least one face was detected on the project profile page. 
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E ect of perceived victim group size on funds raised 

Figure 3 shows the e ect of the number of persons on a project’s profile picture on the 

amount of funds raised by a project. For each country, text control method and subset of data, 

four models are fitted (three double machine learning models and one regression model). I first 

present the results that consider all projects (top row for each country panel). For projects in 

Australia, the number of people on the picture has no significant e ect on the amount of funds 

raised. For Canada, there is a small but significant e ect for most of the models. For the UK, 

most models indicate that there is no significant e ect. For US-based projects, most models 

indicate a positive e ect; however, compared to the Table 1 

Variable NotNA Mean Median Sd Min Max 
Number of persons on campaign picture 64024 2.596 1 5.46 0 84 
At least one person on campaign picture 64024      
... No 25927 40.5%     
... Yes 38097 59.5%     
Max. 12 people on campaign picture 64024      
... No 3060 4.8%     
... Yes 60964 95.2%     
Amount raised 64024 4389.74 768.416 11585.774 0 137690 
Target amount 64024 11344.629 3475.118 35071.549 0.695 1108890 
Created x days ago 64024 63.625 45 78.796 1 3089 
Length of description (words) 64024 205.693 152 208.625 0 8256 
Total updates of campaign 64024 0.634 0 2.303 0 117 
Total photos of campaign 64024 1.846 1 3.254 0 218 
Number of social media shares 64024 95.81 11 305.226 0 18445 
Number of campaign hearts 64024 46.253 17 164.025 0 21028 
Number of comments 64024 1.901 0 9.252 0 1074 
Organized by 64024      
... an organization 3590 5.6%     
... a person 60434 94.4%     
Number of people organizing 64024 1.117 1 1.464 0 138 
Team fundraiser 64024      
... No 58913 92%     
... Yes 5111 8%     
Organized for 64024      
... not organized for anyone 50801 79.3%     
... an organization 4785 7.5%     
... a person 8438 13.2%     
Country 64024      
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Summary Statistics of all projects without outliers 

 
Table 2 

... Australia 16114 25.2%     

... Canada 14574 22.8%     

... UK 17004 26.6%     

... USA 16332 25.5%     

Variable NotNA Mean Median Sd Min Max 
Number of persons on campaign picture 29446 4.533 2 6.754 0 80 
At least one person on campaign picture 29446      
... No 811 2.8%     
... Yes 28635 97.2%     
Max. 12 people on campaign picture 29446      
... No 2536 8.6%     
... Yes 26910 91.4%     
Mean facial emotion: angry 29446 0.062 0.019 0.113 0 0.99 
Mean facial emotion: disgust 29446 0.048 0.015 0.096 0 0.981 
Mean facial emotion: fear 29446 0.025 0.003 0.064 0 0.964 
Mean facial emotion: happy 29446 0.559 0.608 0.371 0 1 
Mean facial emotion: sad 29446 0.063 0.021 0.108 0 0.98 
Mean facial emotion: surprise 29446 0.047 0.011 0.09 0 0.965 
Mean facial emotion: neutral 29446 0.195 0.119 0.212 0 0.972 
Amount raised 29446 3405.149 997.359 6919.25 0 72677 
Target amount 29446 11562.584 3890.6 32217.524 0.695 800865 
Created x days ago 29446 60.297 42 80.774 1 3089 
Length of description (words) 29446 223.752 168 220.584 1 8256 
Total updates of campaign 29446 0.69 0 2.413 0 117 
Total photos of campaign 29446 1.878 1 3.424 0 218 
Number of social media shares 29446 132.291 36 351.934 0 16599 
Number of campaign hearts 29446 57.962 24 115.497 0 4972 
Number of comments 29446 2.39 1 5.691 0 214 
Organized by 29446      
... an organization 1229 4.2%     
... a person 28217 95.8%     
Number of people organizing 29446 1.132 1 1.273 0 105 
Team fundraiser 29446      
... No 26871 91.3%     
... Yes 2575 8.7%     
Organized for 29446      
... not organized for anyone 22742 77.2%     
... an organization 1612 5.5%     
... a person 5092 17.3%     
Country 29446      
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Summary Statistics of projects with at least one detected face without outliers 

 
other countries, there is more variance in the estimates between the di erent models. In 

contrast to the double machine learning results, the regression results indicate no positive e ect 

in all but the topic model estimate. 

Restricting the analysis to projects that show no more than twelve people on the project 

profile picture increases the e ect of the number of people on the picture on the amount of 

funds raised across all countries. For most countries and models, the estimates show that an 

additional person on the project profile picture leads to an increase in the amount of funds 

raised of approximately $25. The models presented in the last two rows for each country only 

consider projects with at least one person on the project profile picture, namely, once for all 

projects where this condition is met and once further restricted to those with a maximum of 

twelve people on the picture. The results are very similar to those models where all projects are 

considered. Overall, these results suggest that there is a small, but not consistent, e ect of the 

number of persons on the project profile picture on the amount of funds raised. The positive e 

ect is most consistent for the subset of projects with at most twelve people on the project 

profile picture. Most importantly, not one of the estimates of the 256 fitted models shown in 

Figure 3 indicates a significant negative e ect of the number of persons on the project profile 

picture on the amount of funds raised. 

Figure 4 shows the same analysis as that shown in Figure 3, but it includes models that 

also account for the facial emotion expressed by the people on the project profile picture. The 

results are very similar to the results reported in Figure 3. The models that consider all projects 

within this subsample mostly indicate no significant e ect, except for projects posted in the US, 

where the majority of models indicate a positive e ect. As in Figure 3, the e ects become larger 

when further restricting the sample to projects with a maximum of twelve people on the 

... Australia 6826 23.2%     

... Canada 6397 21.7%     

... UK 6989 23.7%     

... USA 9234 31.4%     
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project profile picture. Most models still indicate no e ect for projects posted in Australia and 

Canada. However, for the UK, there is now a consistent positive e ect and a mostly consistent 

positive e ect for the US. 

The fact that models with projects that have at most twelve people on them show 
larger e ects could indicate a nonlinear (i.e., concave) e ect of the number of people on a 

project profile picture on the amount of funds raised. I therefore also fit the models shown in 

Figures 3 and 4 with a quadratic e ect of the number of persons on a project’s profile picture. I 

only use ordinary least squares regression to fit these models because the results of the 

regression and double machine learning estimates are very similar. 

Figure 5 shows the results of the same models as those fitted in Figure 3, but it includes 

an additional quadratic term for the number of persons on a project profile picture. In the 

majority of the models, the quadratic term has a small but significant negative e ect. Compared 

to Figure 3, the linear e ect of the number of persons on the project profile picture seems to be 

larger. 

Looking at the models that also control for the emotions expressed by the people on the 

project profile picture (Figure 6), we see a similar result. In most of the models, the quadratic e 

ect is significantly negative. Except for projects from the UK, there is a significant positive linear 

e ect of the number of people on the project profile picture on the amount of funds raised. The 

e ect of an additional person on the project profile picture on the amount of funds raised is 

considerable (approximately $100 for projects in Australia and Canada and around $500 for 

projects in the US for models fitted on the subgroup of projects with a maximum of twelve 

people on the project profile picture). 

Looking at the results with regards to hypothesis 1, I thus find that the postulated 

positive e ect of the perceived victim group size (i.e., number of persons on the project profile 

picture) on the amount of funds raised by the project is mixed. I found the most consistent 

positive e ect for models that were fitted on the subset of projects with a maximum of twelve 

people on the project profile picture. In the estimates obtained with the double machine 
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learning estimators, projects in the UK and the US show the most consistent positive e ect. 

Interestingly, the e ect vanishes for projects from the UK in the models where a nonlinear e ect 

was included and the facial emotions were controlled for (Figure 6). However, all other models 

with this specification for the other three countries show a significant positive e ect of the 

number of people on the project profile picture on the amount of funds raised. I can thus 

confirm hypothesis 1 for all but projects from the UK. 

Discussion 

Crowdfunding has great promise both for individual and institutional fundraisers 

(Alexiou et al., 2020). However, most fundraising projects fail to reach their targets (Kenworthy 

& Igra, 2022). In this study I explored whether this lack of success could in part be explained by 

the di erent characteristics of crowdfunding and more traditional fundraising (e.g., mail 

solicitation). Among other things, crowdfunding platforms di er from more traditional means of 

fundraising in that potential donors are in a joint evaluation context, i.e., they can choose 

among a large number of projects to donate to. In contrast, traditional fundraising often occurs 

in a separate evaluation context, where potential donors often face only one donation request 

at a time. Importantly for fundraisers, laboratory studies have shown that the e ect of the 

victim group size on donations reverses when going from a separate to a joint evaluation 

context (Erlandsson, 2021; Garinther et al., 2022). In contrast to results obtained in a separate 

evaluation context, people in a joint evaluation context donate more to larger victim groups 

(Erlandsson, 2021; Garinther et al., 2022). Using data from over 60,000 GoFundMe 

crowdfunding projects from four countries, I tested whether this e ect generalizes to a real-

world setting (i.e., crowdfunding). I did this by testing the e ect of the number of people on a 

project’s profile picture (i.e., perceived victim group size) on the amount of funds raised by a 

project. Consistent with recent evidence from the lab that tested this e ect in a joint evaluation 

condition (Garinther et al., 2022), I found a mostly significant positive e ect of the number of 

people depicted on the project profile picture on the amount of funds raised by the project for 
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the subgroup of projects that is most similar to the stimuli used in the laboratory (i.e., 

maximum twelve people on the picture). The results of the models fitted on the full sample 

were more mixed, and only a few of them indicated a significant positive e ect. This discrepancy 

calls for more experimental studies that vary the range of victims beyond what has mostly been 

done in the literature (e.g., a maximum of twelve victims). 

Most of the models that include the quadratic e ect indicate a concave e ect of the 

perceived victim group size on the amount of funds raised. This has not yet been found in 

experimental studies. However, the nonlinear e ect is rather small; therefore, laboratory studies 

might lack the power to detect this e ect. This nonlinear e ect might indicate that even in a joint 

evaluation setting, people might be prone to a ective biases. The a ective bias perspective 

denotes that in separate evaluations, people’s numeracy limitations and biases in a ective 

processing (Hamilton & Sherman, 1996; Slovic, 2007) might be responsible for the compassion 

fade e ect (Butts et al., 2019). My results show that these biases could still a ect decision-

making in a joint evaluation setting but are trumped by attributes that have a high level of 

justifiability (i.e., victim group size) (Erlandsson, 2021). Thus, to attract more donations from 

people who are browsing projects on GoFundMe, it is still beneficial to include more rather 

than fewer people on the project profile picture. This advice is relative to the other projects 

that share the same category (e.g., medical, sports). As shown in Figure 1, the variance of the 

number of people depicted on the profile picture is rather small within projects that share the 

same category. My results hold for the typical range of depicted persons per category and do 

not necessarily extrapolate beyond that range. I thus advise people who want to raise money in 

a joint evaluation context to increase the victim group size by a sensible amount. For example, 

when raising money for a sick child, show the whole family (but not, e.g., the whole child’s 

school class) instead of only the child. Assuming that people use the (perceived) victim group 

size (high justifiability) (Erlandsson, 2021) to choose from among similar fundraising projects 

but are also a ected by a ective biases to some extent (Butts et al., 2019), having a marginally 
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higher victim size than that of other similar projects should be most e ective. The assumptions 

used to derive this advice are consistent with my results and with the evidence quoted by 

Erlandsson (2021) that shows that emotional reactions are more predictive of attitudes toward 

policies in separate evaluations (Ritov & Baron, 2011), while e ciency-related attributes are 

more predictive in joint evaluations (Bazerman et al., 2011; Caviola et al., 2014). Future 

research could test whether there are other fundraising related attributes that have di ering e 

ects depending on whether people evaluate them in a separate or joint evaluation context. For 

example, the overhead ratio is an e ciency-related attribute that is di cult to evaluate in 

separate evaluation and should thus receive more weight in a joint evaluation context. 

My results are not without limitations. First, as with any observational study aiming to 

draw causal conclusions, my results crucially depend on the identifying assumptions. I use the 

project category and the project description to control for confounders between the number of 

people shown on the project profile picture and the amount of funds raised. I also use a 

number of other control variables that should help with identifying the variance needed to 

draw causal conclusions. However, it is possible that I have omitted a confounder or included a 

bad control. While this possibility cannot be ruled out, the fact that the results are consistent 

with results from the laboratory and that the results also hold for the models without the 

(potentially) bad controls indicates that the results are hopefully not a ected by such a 

possibility. Second, I rely heavily on machine learning algorithms to conduct this study. While 

these algorithms are already very good, the field is developing rapidly. Methods that use text 

data to adjust for confounding are constantly evolving (Feder et al., 2022). While I use three di 

erent methods to control for the topic of a fundraiser (i.e., campaign description), these 

methods will soon be surpassed by newer and better methods. The third limitation concerns 

the data. While it covers countries from three di erent continents, my analysis is still restricted 

to a Western sample. Due to cultural di erences in how crowdfunding projects are set up (Cho & 

Kim, 2017), my results do not necessarily generalize to, e.g., more collectivist cultures (Nie et 

al., 2022). Future research could replicate my results in such cultures. 
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While experimental studies are immune to some of these limitations, there is only so 

much we can learn about real-world behavior from laboratory studies (Levitt & List, 2007). 

Experiments can provide evidence for a causal relationship between X and Y within the 

constraints of the experimental design, but they are often unable to shed light on the strength 

of an e ect in everyday natural settings (Diener et al., 2022). As argued by Diener et al. (2022), a 

research program is most successful when experiments are integrated with other methods 

rather than being considered the sole source of valid information. I follow this perspective and 

use evidence and theories derived from laboratory studies as the basis for this study to test 

whether those findings are generalizable to the field. Even though the results from these 

laboratory studies have direct and easy-to-implement implications for fundraisers, field studies 

that test whether these e ects are actually generalizable are still missing from the literature. 

This is in contrast to the broader fundraising literature, where field studies are not uncommon 

(e.g., Alston et al., 2021; Woods et al., 2023). The lack of evidence from field data applies to 

psychological research more generally (Diener et al., 2022; Grosz et al., 2020). I hope that this 

study helps to alleviate this shortcoming by showing the usefulness of observational field data 

to complement and extend findings from the laboratory. 

Notes 

1. Child sponsorships, such as those used by, e.g., World Vision International, are a notable exemption. 
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Only projects with persons 

Only projects with persons, Max. 12 people 



 COMPASSION FOR ALL 32 

 

All projects 

Max. 12 people 

Only projects with persons 

Only projects with persons, Max. 12 people 

Figure 3 

E ect of the number of persons on a project’s profile picture on the amount of funds raised. 

Error bars denote 95% confidence intervals. 

 
Figure 4 

E ect of the number of persons on a project’s profile picture on the amount of funds raised for 

models that control for the facial emotions expressed by the persons. Error bars denote 95% 

confidence intervals. 
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Only projects with persons 
Only projects with persons, Max. 12 people 

All projects 
Max. 12 people 

Only projects with persons 
Only projects with persons, Max. 12 people 

All projects 
Max. 12 people 

Only projects with persons 
Only projects with persons, Max. 12 people 

All projects 
Max. 12 people 

Only projects with persons 
Only projects with persons, Max. 12 people 

Figure 5 

Linear and nonlinear e ect of the number of persons on a project’s profile picture on the amount 

of funds raised. Error bars denote 95% confidence intervals. 
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projects 
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people 

All 

projects 

Max. 12 

people 

All 

projects 

Max. 12 

people 

All projects 

Max. 12 people 

Figure 6 

Linear and nonlinear e ect of the number of persons on a project’s profile picture on the amount 

of funds raised for models that do control for the facial emotions expressed by the persons. 

Error bars denote 95% confidence intervals. 
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Table A1 

Summary Statistics of all projects 

 
Table A2 

Variable NotNA Mean Median Sd Min Max 
Number of persons on campaign picture 64848 2.597 1 5.445 0 84 
At least one person on campaign picture 64848      
... No 26152 40.3%     
... Yes 38696 59.7%     
Max. 12 people on campaign picture 64848      
... No 3088 4.8%     
... Yes 61760 95.2%     
Amount raised 64848 6168.056 800 25684.513 0 1157925.116 
Target amount 64848 13094.568 3475.118 41662.061 0.695 1108890 
Created x days ago 64848 63.823 45 79.571 1 3089 
Length of description (words) 64848 207.501 153 210.819 0 8256 
Total updates of campaign 64848 0.657 0 2.382 0 117 
Total photos of campaign 64848 1.877 1 3.394 0 218 
Number of social media shares 64848 112.604 12 881.456 0 182965 
Number of campaign hearts 64848 55.907 17 268.53 0 23577 
Number of comments 64848 2.273 0 12.422 0 1074 
Organized by 64848      
... organized by an organization 3660 5.6%     
... organized by a person 61188 94.4%     
Number of people organizing 64848 1.122 1 1.475 0 138 
Team fundraiser 64848      
... No 59571 91.9%     
... Yes 5277 8.1%     
Organized for 64848      
... not organized for anyone 51221 79%     
... organized for an organization 4864 7.5%     
... organized for a person 8763 13.5%     
Country 64848      
... Australia 16325 25.2%     
... Canada 14757 22.8%     
... UK 17098 26.4%     
... USA 16668 25.7%     

Variable NotNA Mean Median Sd Min Max 
Number of persons on campaign picture 29910 4.516 2 6.716 0 80 
At least one person on campaign picture 29910      
... No 819 2.7%     
... Yes 29091 97.3%     
Max. 12 people on campaign picture 29910      
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Summary Statistics of projects with at least one detected face 

 

... No 2550 8.5%     

... Yes 27360 91.5%     
Mean facial emotion: angry 29910 0.062 0.019 0.113 0 0.99 
Mean facial emotion: disgust 29910 0.048 0.015 0.096 0 0.981 
Mean facial emotion: fear 29910 0.025 0.003 0.064 0 0.964 
Mean facial emotion: happy 29910 0.56 0.611 0.371 0 1 
Mean facial emotion: sad 29910 0.063 0.021 0.108 0 0.98 
Mean facial emotion: surprise 29910 0.047 0.011 0.09 0 0.965 
Mean facial emotion: neutral 29910 0.194 0.118 0.211 0 0.972 
Amount raised 29910 4714.578 1034.9 15801.836 0 787831 
Target amount 29910 12871.291 3890.6 36190.548 0.695 800865 
Created x days ago 29910 60.59 42 80.805 1 3089 
Length of description (words) 29910 225.428 169 221.303 1 8256 
Total updates of campaign 29910 0.723 0 2.495 0 117 
Total photos of campaign 29910 1.916 1 3.55 0 218 
Number of social media shares 29910 165.059 38 1238.569 0 182965 
Number of campaign hearts 29910 76.528 24 294.934 0 23577 
Number of comments 29910 3.117 1 12.7 0 720 
Organized by 29910      
... organized by an organization 1240 4.1%     
... organized by a person 28670 95.9%     
Number of people organizing 29910 1.14 1 1.302 0 105 
Team fundraiser 29910      
... No 27230 91%     
... Yes 2680 9%     
Organized for 29910      
... not organized for anyone 22901 76.6%     
... organized for an organization 1642 5.5%     
... organized for a person 5367 17.9%     
Country 29910      
... Australia 6965 23.3%     
... Canada 6486 21.7%     
... UK 7065 23.6%     
... USA 9394 31.4%     
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Results of models that do not control for the number of social media shares, number of 

comments and number of campaign hearts  
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Figure A1 

Project overview page for medical projects on GoFundMe.com. Identifying information blacked 

out. 
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Figure A2 

E ect of the number of persons on a project’s profile picture on the amount of funds raised in the 

full sample (i.e., with outliers). Error bars denote 95% confidence intervals. 
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Figure A3 

E ect of the number of persons on a project’s profile picture on the amount of funds raised for 

models that do control for the facial emotions expressed by the persons in the full sample (i.e., 

with outliers). Error bars denote 95% confidence intervals 
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Figure A4 

Linear and nonlinear e ect of the number of persons on a project’s profile picture on the amount 

of funds raised in the full sample (i.e., with outliers). Error bars denote 95% confidence intervals. 
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Figure A5 

Linear and nonlinear e ect of the number of persons on a project’s profile picture on the amount 

of funds raised for models that do control for the facial emotions expressed by the persons in 

the full sample (i.e., with outliers). Error bars denote 95% confidence intervals. 

 
Figure A6 

E ect of the number of persons on a project’s profile picture on the amount of funds raised for 

models that do not control for social media shares, number of comments and number of 

campaign hearts. Error bars denote 95% confidence intervals. 
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Figure A7 

Linear and nonlinear e ect of the number of persons on a project’s profile picture on the amount 

of funds raised for models that do not control for social media shares, number of comments and 

number of campaign hearts. Error bars denote 95% confidence intervals. 
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Figure A8 

E ect of the number of persons on a project’s profile picture on the amount of funds raised in the 

full sample (i.e., with outliers) for models that do not control for social media shares, number of 

comments and number of campaign hearts. Error bars denote 95% confidence intervals. 

 
Figure A9 

Linear and nonlinear e ect of the number of persons on a project’s profile picture on the amount 

of funds raised in the full sample (i.e., with outliers) for models that do not control for social 

media shares, number of comments and number of campaign hearts. Error bars denote 95% 

confidence intervals. 
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Abstract  

The COVID-19 pandemic affected the provision of voluntary work across the globe. We 

study informal volunteers who buy and deliver groceries for people in a high-risk group or in 

quarantine. Using data from a volunteering grocery delivering app in Switzerland that 

coordinated these volunteers, we are able to track volunteering during the pandemic. Combined 

with public health data on cases and deaths, we test how the severity of the pandemic affects the 

provision of voluntary work in the form of neighborhood grocery deliveries. We find a positive 

effect of the number of deaths on voluntary deliveries. However, in contrast to the literature 

studying the effect of the severity of the pandemic on giving, this effect is concave. We suggest 

that this concave effect is due to the signal of risk of infection implied by rising death rates, 

which is at odds with the signal of need to help others.   

Keywords  

informal volunteering, crisis, altruism, social solidarity, risk perception, volunteer 

coordination  

    
Introduction  

Catastrophes like earthquakes or pandemics can affect thousands of people, which can 

lead to a drastic increase in the demand for help. As catastrophes often occur unexpectedly, 

professional services might not be able to meet this demand for help (NHS, 2020), which often 

leads to volunteers joining the helping efforts. For example, survivors of an earthquake might 

join rescue efforts, and in the Covid-19 pandemic volunteers delivered groceries to people who 

had to self-isolate, as professional delivery services were not able to meet the demand 

(Meyersohn, 2020). While there are accounts showing that catastrophes lead to a wave of 



  5  

 

solidarity (Carlsen et al., 2020; Zaki, 2020), the jury is still out for how COVID-19 affected 

volunteering around the globe. While some spoke of a wave of solidarity that led to a surge in 

volunteering (UNRIC Brussels), other studies found that the pandemic led to a decrease in formal 

volunteering (Dederichs, 2022). While the effect of catastrophes like COVID-19 on helping 

behavior is still disputed, we know even less about how the severity of a catastrophe affects 

helping behavior. There is some evidence from cross-sectional studies showing that earthquake 

severity correlates with volunteer turnout (Iizuka & Aldrich, 2022). However, to the best of our 

knowledge, there is no evidence on how the severity of a long-lasting catastrophe like the Covid-

19 pandemic affects individual helping behavior in the form of informal volunteering. From a 

theory standpoint, it is not clear whether the evidence from these cross-sectional studies 

translates to a longitudinal setting. From a standpoint of practical relevance, lack of such 

evidence makes disaster management suboptimal, since officials cannot gauge how professional 

helping services are complemented by informal help as the catastrophe intensifies or diminishes.   

  
This work aims to provide such evidence by answering how the severity of the Covid-19 

pandemic (as measured by the case- and death numbers) affects informal volunteering6 (in the 

form of grocery food deliveries). To answer this research question, we use data on volunteer 

grocery food deliveries from a mobile application (app) that was designed to match people who 

need groceries delivered (i.e., because they had to self-isolate) with people who were willing to 

do so on a voluntary basis. The app launched in March 2020 as the first wave hit Switzerland and 

terminated its service in May 2021 as the need for this kind of help eventually subsided. Over 

                                                           
6 Based on Cnaan et al.  (1996), we broadly define volunteering as an activity that is performed to 

benefit others, is done out of free choice and is renumerated below the value of work provided. In contrast 
to formal volunteering, informal volunteering takes place outside of the organizational context (Brudney et 
al., 2019)  
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this time period, almost 27,000 people registered to do deliveries. The platform registered a total 

of 78,961 orders and 72,379 successful deliveries. We use fixed effects regression models to test 

how the weekly case- and death numbers relate to the number of weekly deliveries made by 

individuals. To identify the effect of the case- and death numbers on deliveries, we control for 

the number of orders placed and the number of other volunteers that are registered in a 

volunteer’s delivery area.   

We find that the death numbers have a concave (i.e., significant positive linear and 

negative quadratic) effect on the number of deliveries made. The case numbers show no 

consistent effect across the models. Thus, consistent with previous studies on how the severity of 

a catastrophe affects volunteering, the severity of the Covid-19 pandemic (i.e., number of deaths) 

seems to have had a positive effect on informal volunteering. However, previous studies reported 

a linear and not a concave effect (Izuka & Aldrich, 2022; Rotolo et al., 2015). We argue that the 

concavity of the effect is caused by the risk of getting infected when volunteers go out to deliver  

  
  

groceries. Our results are relevant both from a theoretical and from a practical point of view. 

First, we show that the evidence from cross-sectional studies translates only partially to a 

longitudinal setting. Second, we show that the risk that volunteering poses to one’s health seems 

to have a negative effect on informal volunteering. Third, our results are valuable for 

practitioners, as it allows for better planning on how volunteer helping services will complement 

professional helping efforts. As most orders were also delivered, our results also show that 

platform mediated matching of volunteers with volunteering opportunities is an effective and 

efficient way of volunteer management and might be a viable solution to deal with the problem 

of an oversupply of volunteers (Simsa et al., 2019). The following section gives a short overview 

of volunteering during the COVID-19 pandemic and then introduces the limited literature that 
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examines how the severity of a disaster affects prosocial behavior (e.g., volunteering and 

donating). Section 2 introduces the methods and data used, section 3 presents the results, and 

section 4 discusses how the study contributes to research on informal crisis volunteering.  

Volunteering during the COVID-19 pandemic  

Only few studies provide insights regarding who engaged in (in)formal volunteering 

during the pandemic. Mak and Fancourt (2021) found that older people were more likely to 

participate in neighborhood volunteering than younger people. They also found that people who 

lived in urban areas were less likely to engage in neighborhood volunteering. Regarding 

psychosocial factors, they found that people with a larger social network and with higher levels 

of social support were more likely to participate in all types of voluntary work. People with a 

diagnosed disability or illness had lower odds of volunteering in neighborhood support (Mak & 

Fancourt, 2021). According to a review by Mao et al. (2021) local knowledge, social trust and 

social networks were key dimensions associated with community organizing and volunteering.  

Volunteers were mostly women, middle-class, highly educated, and working-aged people. 

Similarly, Dederichs (2022) found that formal volunteering was more common among women, 

university graduates, elderly individuals, and those with high levels of self-rated health. These 

are characteristics that were also found to be positively related to volunteering before the 

pandemic (Wilson, 2012). Dederichs (2022) also investigated which socio-demographic 

characteristics are linked to formal volunteering in response to COVID-19. Being healthier, 

holding a university degree and being a woman was significantly positively associated with 

volunteering in response to Covid-19 (Dederichs, 2022). Already volunteering before the 

pandemic was the strongest predictor of volunteering in response to Covid-19 while age and 

whether children were present in the household had no significant effect.   



  8  

 

Regarding the activities the volunteers engaged in, a review by Mao et al. (2021) suggests 

that especially during the early days of the pandemic, food shopping and providing emotional 

support were the most common activities. In the later stages of the pandemic, there was a shift 

towards activities that address the wider impact of the pandemic on areas such as homelessness, 

mental health, and employment (Mao et al., 2021). Jones et al. (2020) report that neighborhood 

support, from giving food and medical prescription assistance to providing health information 

and raising morale through humour was common in the UK. Mao et al. (2021) report a shift from 

offline to online volunteering, as the circumstances imposed by Covid-19 made offline 

volunteering challenging.   

Studies that looked at how the amount of volunteering provided changed during the 

pandemic found that formal volunteering declined (Dederichs, 2022) and informal volunteering 

remained at a stable level (Cnaan et al., 2022). Mak and Fancourt (2021) report that older adults, 

people with more social support and people with higher education were doing more voluntary 

work during the pandemic than before. On the other hand, people living in urban areas were less 

likely to have increased their volunteering.  

Given this short overview of volunteering during the pandemic, we now move on to 

literature that studied how the severity of a catastrophe affects prosocial behavior.   

  

Prosocial behavior during catastrophes  

There is evidence showing an increase in volunteering following disasters such as floods 

(Harris et al., 2017), hurricanes (Michel, 2007), terrorist attacks (Beyerlein & Sikkink, 2008), 

and foreclosures (Rotolo et al., 2015). This research also showed that the individuals who 

volunteered in response to these disasters displayed characteristics that are mostly similar to 

those of regular volunteers. However, Rotolo and Berg (2011) find that volunteers who volunteer 
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for disaster relief tasks tend to be younger and less educated compared to volunteers who 

perform more general volunteering tasks. While there is evidence showing that disasters tend to 

lead to an increase in (disaster related) volunteering, the literature on how the severity of a 

disaster/crisis relates to the amount of volunteering during/after the crisis is very limited. To 

study the link between the severity of a crisis and volunteer turnout, Rotolo et al. (2015) used 

data from 120 U.S. metropolitan areas to assess the association between the foreclosure crisis and 

volunteering. They found that areas that experienced an increase in foreclosures also experienced 

an increase in volunteering rates. By using the variance in the severity of 57 disasters in Japan, 

Iizuka and Aldrich (2022) found that the number of deaths and missing persons as well as the 

size of the population affected by the disaster correlate most strongly with volunteer turnout.   

Because the literature on the effect of the severity of crises/disasters on people’s 

willingness to help in the form of volunteering is limited, we also make us of the donation 

literature to gain more insights into this relationship. While we acknowledge that the motives of 

volunteering and donating money differ in some ways, much of the literature deals with the 

concept of altruism as a motivation for both volunteering and donating money (Bekkers &  

Wiepking, 2011; J. Carpenter & Myers, 2010). This also holds true for the COVID-19 pandemic: 

Dury et al. (2022) found that altruism was the predominant motive for providing help during the 

first lockdown in Belgium, as 86.4% of the motives for providing help were linked to altruism.  

Adena and Harke (2022) conducted an experiment to estimate the impact of COVID-19 

severity on charitable donations using participants from England. They found that an additional 

1% of cases resulted in an increase in donations by 2 to 11 pence. The authors suggest that 

increased awareness about COVID-19, due to higher local severity, was responsible for this 

effect. This interpretation was supported by a positive correlation between media coverage about 
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the severity of COVID-19 and donations. Adding a COVID-19 reference to the donation request 

also increased donations. While Adena and Harke (2022) provide causal evidence that the 

severity of the COVID-19 pandemic positively affects donations, the study provides no insight 

into which psychological mechanism could be responsible for this effect. Because Adena and 

Harke (2022) attribute the effect to an increased awareness about COVID-19, empathy is a likely 

candidate. The increased awareness about COVID-19 and its negative effects on society could 

lead individuals to feel empathy with the victims of COVID-19, which would then lead to 

increased altruism reflected in the form of monetary donations or volunteering (a 

welldocumented link according to the empathy-altruism hypothesis (Batson et al., 1991)).   

This interpretation is in line with the reasoning of Zheng et al. (2021), who studied the 

effect of the severity of collective threats on people's donation intention. Zheng et al. (2021) 

studied whether collective threats, such as the COVID-19 pandemic, positively affect people's 

intention to donate. They used environmental pollution and the COVID-19 pandemic to examine 

this effect and found that the severity of a collective threat has a positive effect on people's 

intention to donate to others facing the same threat. They found that this effect is serially 

mediated by people's other-focused attention and empathy. These results generalize nicely to our 

setting, as the volunteers in our sample also helped people that face the same threat as them and 

because Swiss people tended to see the COVID-19 pandemic as a collective threat (Albrecht et 

al., 2021).   

While volunteering is a form of prosocial behavior and is likely motivated at least partly 

by similar motives (J. Carpenter & Myers, 2010), there is an important difference between 

donating and volunteering: the risk of the act of helping. A donation can be placed from the 

safety of one’s own home, while groceries cannot be delivered without getting into contact with 
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others, which means subjecting oneself to the risk of getting infected with COVID-19. The risk 

of becoming infected is especially high if one is in an enclosed space with many other people  

(Noorimotlagh et al., 2021). This is the situation one encounters when going grocery shopping. 

The risk of becoming infected in situations such as this has been communicated and emphasized 

repeatedly by public health officials7. Thus, in the case of voluntary grocery deliveries, the  

  
  

positive effect of the severity of the COVID-19 pandemic on prosocial behavior (i.e., voluntary 

grocery deliveries) stands in conflict with the effect of one’s own risk of becoming infected.   

There is ample evidence showing that volunteers were afraid of becoming infected due to 

their volunteering activities during the COVID-19 pandemic (Cervera-Gasch et al., 2020; 

Lazarus et al., 2021). This very likely had a negative effect on volunteering. Ding et al. (2021) 

showed that fear of getting infected negatively affected intentions to perform voluntary work, but 

only if it included social contact. This effect was mediated by the state anxiety people 

experienced during the pandemic. A study by Rosychuk et al. (2008) also shows that risk 

perception had a negative effect on the decision to volunteer during an influenza pandemic. This 

negative effect is amplified by the evidence that shows that COVID-19 risk perception and 

prosociality are correlated (Dryhurst et al., 2020). Thus, given that volunteering in our case 

involved social contact and that our sample is by definition made up of prosocial individuals (i.e., 

volunteers), the fear of getting infected likely had a negative effect on volunteering in our setting. 

Therefore, while the reviewed literature suggests that rising case and death numbers should lead 

to more deliveries, this effect might be diminished by the rising risk of making deliveries, 

                                                           
7 E.g., https://www.bag.admin.ch/bag/en/home/krankheiten/ausbrueche-

epidemienpandemien/aktuelle-ausbrueche-epidemien/novel-cov/so-schuetzen-wir-uns.html#490674923, 
accessed November 25, 2022  
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especially for prosocial individuals. Given that in earlier pandemics volunteers were willing to 

incur health risks for volunteering (Yonge et al., 2010), we don’t think that this effect will 

completely offset the assumed positive effect of the severity of the pandemic.  

Based on the reviewed literature that shows that the severity of disasters has a positive 

effect on prosocial behavior (i.e., volunteering), we hypothesize that the severity of the 

COVID19 pandemic, as measured by the case- and death numbers, had a positive effect on the 

amount of volunteering performed by individuals in our sample.  

H1: There is a positive effect of weekly case and death numbers on the number of 

deliveries made per week.  

A death from COVID-19 is more severe than simply contracting COVID-19 (i.e., a case). 

Given the literature that shows that the severity of disasters has a positive effect on prosocial 

behavior, we would therefore expect an increase in the death numbers to have a larger positive 

effect on volunteering than an equal increase in case numbers.   

H2: The effect of the number of deaths on the number of deliveries made is larger than 

the effect of the number of cases on the number of deliveries made.  

The reviewed literature also showed that the risk of getting infected with COVID-19 and 

the health impacts thereof negatively affect volunteering. We hypothesize that rising case- and 

death numbers will be perceived as a signal of the risk of volunteering and will therefore dampen 

the positive effect of the severity of the pandemic on volunteering. This hypothesis draws on the 

appraisal-tendency framework (Lerner & Keltner, 2000, 2001), which states that fear amplifies 

risk estimates. In the context of COVID-19, Harper et al. (2021) also found that fear of 

COVID19 and risk-perception were correlated. Thus, fear of not getting optimal treatment if one 

contracts COVID-19 likely amplifies the perceived risk of contracting COVID-19. As this fear is 

arguably higher when case- and death numbers are high and the health care system operates at or 
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even over capacity, this amplification is stronger when case- and death numbers are high.  The 

positive effect of threat severity on protective behavior (e.g., staying at home) is also formalized 

in theories like the health belief model (Janz & Becker, 1984) and the protection motivation 

theory (Rogers, 1975). These theories posit that the likelihood and magnitude of potential 

outcomes (e.g., likelihood of contracting COVID-19, magnitude of adverse health outcomes) 

affect protective behavior (Brewer et al., 2007). The positive association between protective 

health behavior and both the perceived likelihood of contracting a disease and its expected 

severity was demonstrated by meta-analyses (Brewer et al., 2007; C. J. Carpenter, 2010; Floyd et 

al., 2000). Transferred to our setting, these theories suggest that protective behavior (e.g., staying 

at home) increases as rising case- and death numbers lead to an increase in the likelihood and 

magnitude of adverse outcomes (i.e., potentially severe illness due to COVID-19). Based on 

these theories and evidence, we expect a concave effect of the case and death numbers on the 

number of deliveries made.  

H3: The effect of the case and death numbers on the number of deliveries made is 

concave.  

Of course, the case- and death numbers can only influence people’s decision to volunteer 

if individuals are aware of those numbers. In a representative sample from Switzerland (collected 

in June 2020), half of the respondents knew the absolute number of COVID-19-related deaths, 

and a third of the respondents correctly stated the 7-day incidence rate (Albrecht et al., 2021). 

Combined with the broad covering of these numbers on the news, we are thus confident that this 

was the case.  

In what follows, we present the data that allow us to test these hypotheses.  

  

Methods  
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The ‘Amigos’ platform and data  

Before describing the platform and data, we shortly provide some background about the 

Swiss context. According to the Swiss Volunteering Survey (Lamprecht et al., 2020), 39% of the 

population aged 15 and above engage in formal voluntary work through clubs and organizations, 

while 46% participate in informal voluntary work by serving as caretakers, assisting others, or 

supporting events and projects outside the scope of clubs and organizations. As Switzerland is a 

welfare state, individuals that suffered a loss of income due to the pandemic were supported by 

the government. Switzerland’s federal insurance programs that address sickness, unemployment, 

accidents, and old age work effectively and provide generous levels of benefits (Armingeon et 

al., 2021). Trust in others and especially in neighbors is high in Switzerland (Ortiz-Ospina &  

Roser, 2016).   

The Amigos platform was launched as a cross-sector collaboration between Switzerland’s 

largest retailer (Migros) and Pro Senectute, Switzerland’s largest nonprofit for elderly people. 

The purpose of Pro Senectute is to maintain and enhance the well-being of the elderly in 

Switzerland. It does this by providing services for elderly both trough professionals and through 

volunteers. The Amigos platform allowed people who belonged to a risk group or who currently 

had to self-isolate to place grocery orders. These orders could then be delivered by volunteers 

who themselves signed up on the platform to do these deliveries. When volunteers signed up, 

they had to specify the geographical radius from which they wanted to be notified when an order 

was placed (Figure 1 left). Once the volunteers signed up, they saw a list of orders that were 

placed and are still open for delivery (Figure 1 right). Each item in the list shows the date and 

time window in which the order should be delivered and the zip code of the delivery address. It 

also shows how many items should be bought, how many shopping bags are (approximately) 

needed to carry the groceries, and the rating of the person who placed the order.  
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Figure 1 Left: When signing up, volunteers had to specify the radius from which they wanted to receive 
order notifications. Right: After signing up, volunteers see a list of open orders that they can choose to 
deliver.  

  

Deliveries happened on a voluntary basis, but the person who placed the order could tip 

the delivery person via the app or in person. The volunteers were thus able to receive some form 

of remuneration, but the platform capped the maximum tip. The cap was first set to five Swiss 

francs. However, the operators of the platform noticed that almost all deliveries were tipped to 

the full five Swiss francs. Because of this ceiling effect, they decided to raise the cap to first 

seven and then nine Swiss francs. This remuneration is much below the remuneration paid by 

for-profit actors for similar services (e.g., Uber Eats) and much below the opportunity cost of 

volunteering (Wallrodt & Thieme, 2022). Therefore, by using the definition of volunteering by 

Cnaan et al. (1996), delivering groceries still qualifies as voluntary work. Migros provided us 

with an anonymized version of the data they collected.   
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Data  

The data contain the date and status of each order (i.e., if the order has been successfully 

delivered and if yes by whom). For people who signed up to do deliveries, we have data on their 

age and sex. We also know the size of their delivery area (the zip codes they received 

notifications from when an order was placed). We augmented the Amigos data with COVID-19 

case- and death number data provided by the Swiss Federal Office of Public Health. We first 

calculated the seven-day rolling average for both death and case numbers for each day before 

taking the mean of the resulting averages for each week. To control for the number of orders 

placed in a person’s delivery area, we summed all orders that were placed in the person’s 

delivery area in a given week. We use the number of deliveries made in a given week by a person 

as the dependent variable. This gives us an unbalanced panel data frame with a total of 26,960 

individuals with up to 57 observations (i.e., weeks) per individual. A descriptive table of the data 

can be found in table 1 and will be discussed in more detail in the results section.   

  

  
Figure 2 Depiction of the assumed causal relationship between the variables. Dotted lines represent 

indirect effects of the case- and death numbers on the number of deliveries made by a volunteer. Solid 
lines represent the direct effects that we isolate with the regression models.   
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Regression Models  

To identify the effect of the case- and death numbers on the number of deliveries made by 

a volunteer, we need to control for the number of orders that were placed in a volunteer’s 

delivery area. This is to control for the indirect paths of the case- and death numbers on the 

number of deliveries made that is mediated by the number of orders in a volunteer’s delivery 

area. The same applies to the number of other delivery persons that are in a volunteer’s delivery 

area (see Fig. 2). By doing this, we can estimate the direct effect of the case- and death numbers 

on the number of deliveries made by a volunteer. There is one caveat to our identification 

strategy: raising case numbers also means that more volunteers will become infected, rendering 

them unable to make deliveries. We would mistake the reduction in deliveries caused by this as a 

reduction in the willingness to do these deliveries. It might thus be that we slightly underestimate 

the effect of case numbers on deliveries if it is positive or overestimate the effect if it is negative. 

However, we believe that this bias is small, as the proportion of people who were infected in a 

given week was still rather small.  

We use fixed effects regression models to estimate this direct effect by predicting the 

number of deliveries a volunteer made in a given week. The advantage of the fixed effects 

estimator is that it controls for unobserved heterogeneity on the level of volunteers that is 

constant over time (e.g., risk perception, trait empathy). As our dependent variable (DV) is the 

number of deliveries a volunteer made in a given week, we assume that the DV follows a Poisson 

distribution and thus use Poisson regression models. The Poisson model assumes that the mean 

and variance are the same, an assumption that is often violated. We nevertheless adhere to the 

Poisson model because it is more robust than models that incorporate an additional parameter to 

allow for over- or underdispersion (i.e., the negative binomial model) (Blackburn, 2015).  
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For the reasons mentioned above, all regression models control for the number of orders 

placed in the person’s delivery area, the number of other delivery persons in the person’s 

delivery area, and the interaction between these two. We run three model specifications: the first 

model uses case- and death numbers as independent variables, the second model only the death 

numbers and the third model only the case numbers. We run each of these models once with 

case- and death numbers that were aggregated over Switzerland and once with the local numbers.  

With local, we mean that we used the case- and death numbers of a volunteer’s delivery area. 

These numbers were available on a cantonal level. If a volunteer’s delivery areas spanned 

multiple cantons, we used the weighted average (weighted by the number of delivery areas in 

each canton) of the canton’s case and death numbers. The models with the local case and death 

numbers also allow us to use time fixed effects in addition to individual fixed effects. These time 

fixed effects control for time specific shocks that affected all individuals (e.g., lockdowns). All 

regression models use Driscoll and Kraay (1998) standard errors, which are robust to 

heteroscedasticity, serial correlation, and cross-sectional dependence. The lag of the Driscoll and 

Kraay (1998) standard errors is based on Newey and West (1987). We use the coefficients from 

the linear effects of the case- and death numbers from the fixed effects models to test hypotheses 

1 and 2 and the quadratic effects of these predictors to test hypothesis 3.   

  
Results  

Descriptive Results  

Over the period the platform was in use, 26,960 volunteers signed up to deliver groceries. 

As seen in Figure 3 A), most of those signups happened during the early pandemic, i.e., while the 

first wave hit Switzerland. Figure 3 A) also shows that most of the volunteers who signed up did 

not end up delivering a single order. Only 7,569 volunteers who signed up also ended up making 
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a delivery. These volunteers made a total of 72,379 deliveries. Figure 3 B) shows the weekly 

orders and deliveries. The figure reveals that most of the placed orders were also delivered. The 

largest relative mismatch between orders and deliveries could be observed in the summer, where 

both case- and death numbers were relatively low. Figures 3 C) and D) show the average weekly 

case and death numbers, respectively. The pattern of the weekly average number of deaths 

corresponds better to the number of deliveries than the pattern of the weekly average number of 

cases.  

  
Figure 3 A) Number of volunteer signups per week. The color represents whether the volunteers who 
signed up ended up delivering at least one order or not. B) Number of orders and deliveries per week. C) 
Number of COVID-19 cases per week. D) Number of COVID-19 deaths per week.  

  

Figure 4 A) shows the distribution of the total deliveries per person. Of those who made 

at least one delivery, most made no more than ten deliveries in total. However, the upper part of 

Figure 4 A) shows that some people ended up making hundreds of deliveries. Figure 4 B) 

visualizes the total number of deliveries made by people who made a given number of deliveries. 

This makes people who made many deliveries more visible because their count is now scaled by 

the total number of deliveries made by the given group of people who made the same number of 
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total deliveries. Figure 4 B) shows that there are some people who ended up making many 

deliveries. To ensure that our results are not driven by these people, we exclude volunteers who 

ended up making more than 34.3 deliveries (mean + 2 SD). This removed a total of 384 people 

from our dataset (1.4%). While this is a small subgroup, it was responsible for almost half of all 

deliveries (35,310 deliveries, 48.7%). We report all results where these outliers are included in 

the appendix. Overall, the results are very similar for the models with and without outliers. A 

person who signed up on the platform ended up making 1.39 (Median = 0, SD = 3.99) deliveries 

on average. The subgroup of people who made at least one delivery on average ended up making  

5.16 deliveries (Median = 2, SD = 6.29).  

  

Figure 4 A) Histogram of the total number of deliveries made per person. Because some volunteers made 
a lot of deliveries, we zoomed into the distribution in the lower part of the figure as indicated by the grey 
shading in the upper part of the figure. B) Distribution of the total number of deliveries made by bins that 
represent volunteers who made a given number of total deliveries.  

  

Table 1 lists summary statistics of the volunteer’s individual characteristics, delivery 

characteristics and delivery area characteristics. The table is facetted by whether the volunteers 
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ended up making at least one delivery or not. This allows us to see whether these two groups 

differ in substantial ways in any of the characteristics. The mean age of those who made at least 

one delivery was slightly lower than the mean age of those who did not make any deliveries. 

Although the difference is small, it is statistically significant. The distribution of sex was not 

significantly different between the group of people who made at least one delivery and those who 

did not. Those who ended up making at least one delivery on average received a tip of 5.44 Swiss 

Francs. Although most of the differences between the two groups are small in magnitude, they 

are still statistically significant due to the large N. Table 5 in the appendix reports the same 

results but grouped by outlier status. The nonoutlier group on average received a tip of 5.44 

Swiss Francs, the outlier group received a slightly larger tip of 5.71 Swiss Francs on average. 

The two groups were also relatively similar with regard to the other characteristics reported in 

table 5. However, two notable differences emerged. First, the outlier group on average had a 

larger number of delivery areas (16.20) than nonoutliers (8.56). Second, volunteers from the 

outlier group on average signed up earlier (3.39 weeks after platform launch) than volunteers 

from the nonoutlier group (7.38 weeks after platform launch). Both factors likely contributed to 

the larger number of deliveries made by the volunteers in the outlier group.   
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Table 1 Descriptive Statistics  
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Regression model results  

Table 2 reports the estimated regression models. Looking at the coefficients of the case 

and death numbers, we see that the effects of the death numbers are more consistent across the 

models than the effects of the case numbers. The case numbers have a significant negative effect 

in the models with the aggregated case- and death numbers (models 1 & 3). But the significance 

of this effect vanishes once time fixed effects are introduced (model 4) or even turns significantly 

positive when the effect of the death numbers is not accounted for (model 6). A similar pattern 

holds for the effect of the squared case numbers that we used to check for the nonlinearity of the 

effect. The effect of the squared case numbers is positive (models 1 & 3) but again vanishes in 

the models with the local case- and death numbers (models 4 & 6). In contrast to the number of 

cases, the effects of the number of deaths are consistent across all models. Across all models 

(models 1, 2, 4 & 5), the number of deaths has a positive effect on the number of deliveries made 

per week. The sign of the squared death numbers is negative across all models  

(models 1, 2, 4 & 5), indicating a concave effect.  

The fact that testing capacities increased over time (Federal Office of Public Health 

FOPH, 2022) could explain why the effect of the number of deaths is robust to the inclusion of 

time fixed effects, while the case numbers are not. In large part due to the increased testing 

capacity, case numbers were generally much higher in later stages of the pandemic than they 

were, e.g., in the first wave (Wu et al., 2020). Only the models with the time fixed effects control 

for this. We thus think that the negative effect of the case numbers on the number of deliveries 

made in the models with the aggregated case- and death numbers is an artifact of that. Because 

deaths are thus a more consistent measure of the severity of the pandemic, past research similar 

to ours opted to only use death numbers as a predictor (Fridman et al., 2022). However, for the 

sake of transparency, we opted to use both case- and death numbers.  
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The effect of a one-unit increase in the death numbers on the rate of deliveries depends on 

the value of the death numbers because of the exponential form of the Poisson model and 

because of the quadratic term. We therefore calculate the ratio of the expected rates of delivery 

for two consecutive case- or death numbers. The formula to do this is the following:  

 !  = +("!#""($%#&)),  

where -& represents the coefficient of the linear effect and -$ reflects the coefficient of the 

quadratic effect. Notice that this ratio still depends on the value of x because of the quadratic 

term. A one-unit increase in the local death numbers when going from one to two local deaths 

(values close to the median) changes the rate of delivery by a factor of ~1.07 when using the 

coefficients from model (5) in Table 2. The effect for the same model but with lagged values 

(table 3) is slightly larger (~1.09). The values for the models where the case numbers are also 

included are very similar. Because of the quadratic effect of the death numbers, this factor 

gradually declines until an increase in the number of deaths leads to a decrease in the ratio of 

expected deliveries (see figure 5). This happens at around 11 local deaths for the model with the 

lagged deaths and at around 13 deaths for the models without lag.   

Table 2 Regression Models  
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Looking at our hypotheses, we can only partially confirm hypothesis 1. Only the number 

of deaths, but not the number of cases, had a consistent positive effect on the number of 

deliveries made in all models. We can hence confirm hypothesis 2, namely, that the number of 

deaths has a larger effect on the number of deliveries made than the number of cases. Because 

only the effect of the number of deaths is concave, we can partially confirm hypothesis 3. The 

models discussed so far used the case- and death numbers of the week in which the deliveries 

were also made. However, it might be that the volunteers need some time to adapt their 

behavior to a change in case- and death numbers. We therefore fitted the same models with 

case- and death numbers lagged by one week. These models are presented in Table 3.  

Table 3 Regression Models with lag of one week  
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The fit statistics are better for the models with the lagged case- and death numbers. This 

supports the conjecture that volunteers need some time to react to changes in case- and death 

numbers. Because the results are very similar to those reported in table 2 (which is to be expected 

since the case and death numbers are autocorrelated), we will not repeat them here and refer the 

reader to Table 3. This also means that the conclusion regarding our hypotheses remains 

unchanged.   

Since gauging the nonlinearity of an effect from regression coefficients is difficult, we 

plotted the effect of the case- and death numbers in Figure 5. We do this only for the models with 

the local case and death numbers since we believe that these models are more robust. We also 

only plot the coefficients from models where both the linear and the nonlinear term were 

significant, this drops all case number coefficients. Plots for all regression models where both 

effects were significant are reported in the appendix for completeness. Figure 5 shows the 

concave effect of the number of deaths on the number of deliveries made that even turns slightly 
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negative at the far end of the spectrum. However, as indicated by the boxplot on the top of the 

figure, the effect was positive for most of the time.   

  

Figure 5 Plot of the combined linear and nonlinear effect of the local death numbers on the number of 
deliveries made as reported in Table 2 and 3. The box plot on the top of the figure visualizes the  

distribution of the weekly local death numbers. The y-axis has no numbered scale because the fixed effects 
models do not have an intercept.  

Finally, looking at the coefficients of the control variables, we see that across all models, 

the number of other delivery persons in a volunteer’s delivery area is negatively associated with 

the number of deliveries made per week. This is expected, as more delivery persons in a delivery 

area means that there are more people who can potentially claim an open delivery order. 

Unsurprisingly, the number of orders placed in a volunteer’s delivery area is positively 

associated with the number of deliveries made per week across all models. The interaction 

between the last two reported variables is significantly negative across all models. Thus, the 

more other delivery persons there were in a volunteer’s delivery area, the smaller the effect of an 

additional order. Overall, the signs of these control variables are all what one expects.  

  

Discussion and Conclusion  

In this work we tried to answer how the severity of the COVID-19 pandemic affected the 

provision of voluntary labor in the form of grocery food deliveries. By using fixed effects 

regression models, we found that the severity of the COVID-19 pandemic (i.e., the number of 
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deaths) has a positive (but concave) effect on the amount of informal volunteer work provided by 

a given individual. The positive effect of the severity of the pandemic on the amount of 

volunteering is consistent with earlier, although cross-sectional, literature (e.g., Iizuka and 

Aldrich (2022)). However, past studies that investigated how the severity of the COVID-19 

pandemic affected giving found a positive linear, and not concave, effect of COVID-19 severity 

on giving (Adena & Harke, 2022; Zheng et al., 2021). We assume that the rising risk of getting 

infected that is caused- and signaled by rising case- and death numbers is most likely to be 

responsible for the concavity of this effect. However, it is curious that we only find a concave 

effect for the death and not the case numbers, since cases and not deaths cause infections. It 

could be that higher death numbers signaled a higher risk of negative health events when 

contracting COVID-19. This would be in line with the introduced literature that shows that fear 

amplifies risk perception (Lerner & Keltner, 2000, 2001). Evidence from the Health Belief 

Model could also explain why only the death numbers had a concave effect. A meta-analysis 

found that that the perceived severity had a larger effect on protective health behaviors than the 

perceived susceptibility (C. J. Carpenter, 2010). It could be that rising death numbers and news 

about hospitals reaching capacity made the severity of contracting COVID-19 more salient. As 

rising case numbers likely only have an effect on perceived susceptibility, the positive effect of 

rising death numbers on protective health behaviors would be higher than the one of rising case 

numbers.   

A reason why we find different results for case and death numbers might be that people 

were more motivated to volunteer at the beginning of the pandemic. Indeed, most deliveries were 

made in the early parts of the pandemic. During that time, the death-to-case ratio was 

considerably higher than in the second period with many deliveries (winter 2020/2021). The 
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models with the time fixed effects control for this, and the fact that the negative effect of the case 

numbers vanishes in these models is in line with this conjecture.   

There are also other mechanisms that could lead to the observed concave effect, e.g., 

compassion fade (Butts et al., 2019), and our data again do not allow us to rule out one or the 

other. However, the widespread media coverage about the risks of COVID-19 (Silini, 2020), the 

correlation between prosociality and risk perception (Dryhurst et al., 2020), and the fact that risk 

perception negatively influenced the decision to volunteer in past pandemics (Rosychuk et al., 

2008) all point to risk perception being the most plausible explanation. The fact that studies that 

looked at how the severity of the pandemic affected giving did not find a nonlinear effect (e.g., 

Adena & Harke, 2021) also speaks for risk perception, as compassion fade should affect both 

giving and volunteering in the same way. This interpretation is also in line with the finding of 

Mak and Fancourt (2021) that people with a diagnosed disability or illness had lower odds of 

volunteering in neighborhood support during the COVID-19 pandemic (preexisting conditions 

are a risk factor for severe COVID-19 outcomes, Jordan et al., 2020). Finally, risk perception has 

been found to play a role in an earlier survey study conducted on a sample of the population 

studied here. Trautwein et al. (2020) studied under which conditions volunteers were satisfied 

with their COVID-19 volunteering mediated by platforms such as Amigos. They found that the 

perceived susceptibility to a COVID-19 infection moderated the relationship between the 

evaluation of the crisis-policy measures implemented by the platform and satisfaction with the 

volunteering experience.  

Regarding the implications for practice, our study provides evidence that online platforms 

such as Amigos are an effective and efficient way of matching spontaneous volunteers with 

people who need help, as more than 90% of the orders that were placed were also delivered. 

Thus, such platforms prove to be an effective way to address some of the challenges associated 
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with informal volunteering in emergencies and disasters (Daddoust et al., 2021; Whittaker et al., 

2015). For example, such platforms might be a viable solution to deal with the problem of an 

oversupply of volunteers (Simsa et al., 2019). By taking care of the matching before volunteers 

arrive on site, oversupply is by design not possible. This reduces disappointment on the side of 

the volunteers and at the same time strengthens confidence in asking for help by beneficiaries. 

While matching in our case was quite easy because the type of activity was quite simple, it is 

easy to imagine the use of such platforms in other cases. For example, after a flooding, a 

platform might match people whose homes have been demolished with people who are willing to 

help with cleanup/rebuilding. The people affected could list the activities to be performed, the 

expected duration and the number of volunteers needed, and the platform could facilitate 

matching based on these criteria. Schmidt and Albert (2022) provide proof of the feasibility of 

such a paradigm where volunteers self-assign to tasks from an ordered list of recommendations. 

Betke (2018) lays out in detail how such a platform might work and how it could be successfully 

integrated into existing structures. In a very recent event, Swiss citizens signed up on online 

platforms that matched Ukrainian refugees with people who were willing to temporarily host 

these refugees in their homes (Brelie, 2022). By providing low-barrier access to helping 

opportunities, platforms like Amigos could also be an effective tool to counteract the decline in 

formal volunteering seen in the early stages of the pandemic (Dederichs, 2022). While it might 

have been true in the past that spontaneous volunteers cannot be actively “harvested” 

(KoolenMaas et al., 2022), our results show that app-mediated active harvesting (i.e., recruiting) 

of spontaneous volunteers can be done with great success. Such apps can thus be a valuable tool 

to manage the different types of volunteer resources (Koolen-Maas et al., 2022).   

To mitigate the negative effect of the risk of volunteering, such platforms should provide 

volunteers with information on how to minimize the risk caused by volunteering (e.g., wearing 
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masks). Indeed, in an earlier study conducted on a sample of individuals that used the Amigos 

platform to volunteer, Trautwein et al. (2021) found that the evaluation of the platforms’ 

crisispolicy measures (e.g., supply of health information) had a positive impact on COVID-19 

volunteering satisfaction. This is in line with the findings of Rosychuk et al. (2008).    

Given the nature of our dataset covering only one task and one country might limit the 

generalizability of our findings. However, delivering groceries was the most frequent informal 

volunteering task during the pandemic in other countries (e.g., Mao et al., 2021), and there is no 

reason to expect that our proposed underlying mechanism that drives our results should radically 

differ across countries. As our research concerns behavior during a pandemic/crisis, it is not clear 

whether or how these findings generalize to normal times. Generally, our study supports existing 

studies that emphasize the use of technology to improve volunteer matching in normal times 

(Chui & Chan, 2019). The fact that the demographic profile of COVID-19 volunteers resembled 

that of people who volunteer during normal times (Mak & Fancourt, 2021) promises at least 

cautious transferability. This also alleviates concerns regarding a selection bias of our sample. 

However, we acknowledge that there could still be selection bias, as we do not know how the 

group of people who signed up on the platform compares to the group of people who did not. It is 

possible that the group who signed up could have been more prosocial and/or less risk averse 

than the group of people who did not sign up. While not ruling out selection, the fact that the 

platform was designed and advertised by two of the most well-known organizations in 

Switzerland should have ensured that the platform was known by many people. Last, we did not 

consider the amount of media coverage of the service, which could have influenced the number 

of volunteers that signed up on the platform and the number of deliveries made by these 

volunteers.   
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Table 4 Descriptive statistics table with outliers  
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Table 5 Comparing outliers with nonoutliers  
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Table 6 Regression table with outliers  
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Table 7 Regression table with outliers and lag of one week  

  
  

  



  44  

 

  

Figure 6 Plot of the combined linear and nonlinear effect of the aggregated death and case numbers on 
the number of deliveries made as reported in Table 2 and 3. Only models where both the linear and  

nonlinear effect is significant are shown. The box plot on the top of the figure visualizes the distribution of 
the weekly death and case numbers. The y-axis has no numbered scale because the fixed effects models do 

not have an intercept.  
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