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Abstract

Understanding the motions of atoms in a chemical system is core to chemistry.
The dynamic motions of chemical events can occur at different time scales, rang-
ing from a bond formation which occurs at the femtosecond timescale, or a dis-
placement of a protein β-sheet which occurs over nanoseconds. Experimental
characterization of such events at the atomistic level, especially in a condensed
phase, requires refined temporal and spatial resolutions which still remains a chal-
lenge. Molecular Dynamic simulations can bring molecular-level insight into the
dynamics and energetics of chemical processes for systems ranging from small
molecules to proteins in the condensed phase.

The first part of the thesis emphasizes the chemical background of the conducted
studies and the theoretical basis of the applied methods. In Chapter 3, the en-
ergetics and solvent distributions for the NH3+MeCl and Pyr+MeBr reactions
were investigated in explicit solvent (water, methanol, acetonitrile, benzene, cy-
clohexane) by means of reactive molecular dynamics simulations. In Chapter 4,
The structural dynamics and vibrational spectroscopy of S-nitrosylation in the
condensed phase are investigated for the methyl-capped cysteine model system
and for myoglobin using conventional point charge and physically more realistic
multipolar force fields for the -SNO group. In Chapter 5, the structural dynamics
and hydration of the S-Nitrosylated KRAS protein with and without GDP bind-
ing are studied in the condensed phase. The detailed abstracts of each study are
provided in their respective chapters. Finally, conclusions are drawn in Chapter
6.
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Chapter 1

Introduction

1.1 Solvent Effects on Chemical Reactions and
Proteins

Most chemical reactions are carried out in the liquid phase, and, in the majority
of these reactions, reactants and reagents are dissolved in a suitable medium to
progress the reaction.1 Although solvent-induced effects, such as modulation of
reaction rates2 and spectroscopic responses of solutes3, are frequently observed
and discussed, identification of the underlying atomistic mechanisms of such ef-
fects is less studied. Solvents regulate chemical reactions in diverse manners.
They can change the relative stabilization of the reactant, transition, and prod-
uct state, exhibit entropic effects that can alter free energy barriers of reactions,
or directly participate in the reaction steps and divert the reaction pathway.4

Organic solvents, broadly speaking, can be divided into two categories based on
their polarity; polar and apolar. The relative static permittivity, or dielectric
constant, of a solvent molecule, is usually proportional to its polarity.5 Solvent
molecules that are able to donate protons, usually via hydrogen bonding, are
called protic polar solvents whereas solvents that do not have any hydrogen atoms
bonded to an electronegative atom such as O, N, and F called aprotic polar sol-
vents. The nature of the solvent determines the type of solute it can dissolve or
the level of influence it can have on the progression of the chemical reaction. The
stepwise SN1 mechanism reaction rate is known to significantly increase in protic
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Chapter 1. Introduction

polar solvents whereas the concerted SN2 mechanism has higher rates in aprotic
polar solvents.6

Solvent effects arise from a complex interplay between both enthalpic and en-
tropic effects as a chemical reaction progress.7 The dynamics of the solute and
solvent should be considered jointly to characterize these effects accurately. Any
variation in solute induces changes in the solvent that in return influences the
reactant dynamics.8 Therefore, coupling between degrees of freedom of the so-
lutes and solvent should be taken into account. Solvent molecules can collectively
reorganize themselves around the solute throughout the different stages of a re-
action. These collective motions of the solvent molecules can be required for the
system to surmount the activation barrier, and observing the solvent distribu-
tions around the solute can provide valuable insights to quantify or qualify the
underlying atomistic mechanisms. Solvent–solvent interactions also contribute
to the free energy of the reaction. A solvent can be highly structured e.g. wa-
ter with strong directional hydrogen bonds can form an intermolecular network,
or weakly structured e.g. hydrocarbons with weak non-directional dispersion
forces.9 Changes in solvent distributions around the solute, i.e reordering of non-
bulk solvent molecules, are reflected directly in solvent–solvent energetics. In this
context, solvent effects on the menshutkin reactions are investigated in Chapter 3.

Solute–solvent interactions are of vital importance in biochemical research as
well. Tertiary structure stability of biomacromolecules such as proteins and en-
zymes depends on the interactions with water, both in the exterior and inte-
rior of the structure7, and water molecules evidently mediate protein folding.10

Protein–ligand binding is commonly discussed in the terms of replacement of wa-
ter molecules in the binding site by the ligand, although some water molecules
might be retained in the binding site.10 The stabilizing role of water to balance
dipoles in proteins is still an ongoing discussion. However, accounting for electro-
static interactions around the protein is challenging due to inherent heterogeneous
characteristics. The interior of a protein is usually non-polar whereas surround-
ing water molecules are highly polar. The charges on the protein residues not
only interact with solvent molecules but also with each other. The charge–charge
interactions on the protein are usually screened by the solvent. In general, the
electrostatic energies of the proteins are significantly affected by charge–charge
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Chapter 1. Introduction

and charge–solvent interactions.11 In this context, the water structure around
the specific regions of the myoglobin and KRAS proteins have been discussed in
Chapter 4 and 5.

1.2 Post-translational Modifications

The central dogma of molecular biology was one of the major milestones in bio-
chemical research. It was an explanation for how the genetic information flows
within a biological system and is generally referred to as “DNA makes RNA, and
RNA makes protein”.12 It was first stated by Francis Crick as “the transfer of
information from nucleic acid to nucleic acid, or from nucleic acid to protein may
be possible, but transfer from protein to protein, or from protein to nucleic acid is
impossible.”13. The information in this context means the precise determination
of sequential information. It can be the sequence of bases in a nucleic acid or of
amino acids in a protein.

In more detail, protein synthesis is a tightly controlled and complex process that
occurs within cells. The first part of the central dogma (DNA makes RNA) is
called transcription.14 The process is initiated when the RNA polymerase enzyme
binds to the region of a gene called the promoter, and breaks the hydrogen bonds
between the complementary DNA nucleotides, unwinding the DNA. The enzyme
adds RNA nucleotides that are complementary to one of the DNA strands and
then the sugar-phosphate backbone is formed. Finally, hydrogen bonds in the
DNA-RNA helix break and the messenger RNA (mRNA) strand is released.15 If
a cell is eukaryotic, additional processes such as capping, splicing and polyadeny-
lation may occur.16 After transcription is completed mRNA is exported to the
cytoplasm where ribosome organelle reside.17

The second part of the central dogma (RNA makes protein) is called translation.18

There are four RNA nucleobases but 20 amino acids, which means a nucleobase
cannot code for a single amino acid residue. So, RNA bases are actually read off
as groups of three during the translation. Each of these groups is called codons.19

The genetic code consists of 64 different codons, and one type of amino acid can
be encoded by more than one codon. The coding region of the mRNA ranges
from the start codon (AUG) to one of the three stop codons (UAG, UGA, and
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Chapter 1. Introduction

UAA) which neither of encodes an amino acid residue.19 The region between
the 5′ end of mRNA to the start codon (AUG) is called the untranslated region
(UTR) and does not affect the amino acid sequence of the protein. However, the
UTR is still a critical region of mRNA since it contains a ribosome binding site.20

The translation proceeds in three stages.21 In the initiation stage, a small sub-
unit of the ribosome binds to the UTR and proceeds to scan in the 5′ to 3′

direction until encounters the start codon. Then the large subunit of the ribo-
some is attached to the start codon, and transfer RNA (tRNA) binds to the P
site on the ribosome. In the elongation stage, amino acids are brought to the
ribosome by tRNA. Each codon on mRNA matched with a tRNA that contains
complementary anti-codon and hence carries the corresponding amino acid.22 In
the termination stage, the ribosome releases the polypeptide chain, which will be
folded into a protein, when the stop codon is encountered. Modifications that
occur after this point are called post-translational modifications.

Post-translational modifications (PTM) are typically a covalent and enzymatic
modification of proteins at one or more sites23, which can alter the physiochemi-
cal properties of the proteins and lead to structural, local hydration, and activity
changes around the target site and binding partners.24 They can impact the pro-
tein function both allosterically by the means of conformational changes induced
at the functional site, or orthosterically via direct recognition by protein domains
or through interference with binding.25 The PTMs, which can be both reversible
and irreversible, are precisely targeted and regulated by both spatial and tempo-
ral arrangements.

Protein PTM can be divided into two main groups. The first group classifies
the covalent addition of a chemical group to the side chains of the amino acid
residues. The attached chemical group is usually an electrophilic fragment of a
cosubstrate and the modified side chain act as a nucleophile due electron-rich
character.26 15 out of 20 common amino acid side chains can be subject to this
group of PTMs whereas no side chain modifications of Leu, Ile, Val, Ala, or
Phe are known.23 The second group classifies the cleavage of peptide backbones
by proteases or autocatalytic cleavage. Backbone modifications can govern both
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Chapter 1. Introduction

the local and global conformation of the protein, to promote well-defined three-
dimensional structures even in short peptides.27 Backbone PTMs can range from
small chemical modifications such as methylation of amide nitrogen28 to signifi-
cant alterations to the backbone29

The most common types of covalent side chain modifications are nitrosylation,
phosphorylation, acylation, alkylation, glycosylation, and oxidation.26 Protein ki-
nase B is activated only after phosphorylation of Ser and Thr residues, and only
then is able to regulate cell survival.30 S-Palmitoylation, acylation type PTM, is
involved in membrane anchoring of modified forms of Ras.31 Further, mono- and
polyubiquitylation modifications by ubiquitin, a protein with a weight of 8-kDa,
is even known to unfold proteins.32 The common chemical groups for alkyla-
tion are methyl, and C15 or C20 isoprenyl33 which are introduce hydrophobicity
to the nearby environment to different levels depending on their size. Cysteine
oxidation leads to protein aggregation via covalent cross-linking or hydrophobic
interactions.34 Lastly, S-nitrosylation, which is the PTM investigated in this the-
sis, is explained in detail in Chapters 4 and 5.

1.3 PTM Detection by IR Spectroscopy

Detection of post-transitional modification is the first step to understanding its
structure and its effect on function and regulation. Although Mass-spectroscopy
is the main experimental method to detect the PTMs, a wide range of detec-
tion techniques has been proposed and applied. Detection techniques can be
divided into two sub-groups. The direct detection techniques address the PTMs
adducts directly whereas indirect methods usually break the covalent bond be-
tween the protein and modification, then capture the signals of the adduct part.
Indirect methods such as Immunoprecipitation35, biotin-switch technique36, and
Enzyme-Linked immunosorbent Assay (ELISA)37 are robust methods but may
have drawbacks and limitations in the terms of selectivity and reproducibility.38

Indirect methods usually require multi-step sequential manipulation before final
analysis hence decreasing chemoselectivity in each step can result in lower se-
lectivity.39 Direct methods such as erasable single-molecule blotting (eSiMBlot)
or organophosphine probes are subject to similar selectivity problems as indirect
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methods too, or in the case of phenylmercury can have limited applicability due
to toxicity.39

As explained in the previous section, PTMs are the covalent modification of
proteins. IR spectroscopy, which is one of the most direct methods to study
bonds as it reports directly on the bond themselves, is a viable alternative to
the aforementioned experimental methods to detect the PTMs on the proteins.40

Inherently, the nature of a bond is sensitive to its surrounding local environment.
The frequency, intensity, line shape, and number of vibrational absorptions of a
given bond can be related to its local structure, environment, and dynamics.41

Characterization of a modification by IR spectroscopy can also provide valuable
information about the modification-induced effects on the local environment42,
and it is used to investigate the molecular mechanism of protein reactions to pro-
tein folding and unfolding as well.43

Conformationally sensitive vibrations within the peptide backbone of the protein
are the amide I (1600 – 1700 cm1 ), amide II (1510 – 1580 cm1), and amide III
(1200 – 1350 cm1) bands which are common features in a protein IR spectrum,
see Figure 1.1. The amide bands were used as site-specific structural and en-
vironmental reporters.44 The amide I bands mainly arise from C=O stretching
vibration and are directly related to the backbone conformations. The amide
I has a high extinction coefficient, the distinct spectral signature of secondary
structures. The amide II bond results from N-H bending vibration and the C-N
stretching vibration. Lastly, amide III is a complex band that arises from a mix-
ture of several motions. As one of the drawbacks of IR spectroscopy, vibrational
couplings and the spectral overlap between the amide bands and the signal of
the modification can entangle the results, especially if the motion arises from the
modification adducts have a low extension coefficient.
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Figure 1.1: Infrared Spectrum of Myoglobin.45 Peaks corresponds to amide I, amide
II and amide II bands are labelled.
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Chapter 2

Theoretical Background

2.1 Quantum Mechanical Methods

The Schrödinger equation is the fundamental equation of quantum mechanics that
governs the wavefunction (Ψ) of a quantum mechanical system. The wavefunc-
tions can describe, and be directly correlated with the energetics and structure of a
system. For many chemical systems, it is adequate to solve the time-independent
Schrödinger equation:

Ĥ|Ψ⟩ = E|Ψ⟩ (2.1)

where Ĥ is the Hamiltonian operator for a system of nuclei and electrons and
E is the energy eigenvalue. Although, the Schrödinger equation can be solved
analytically for a single-electron system such as the hydrogen atom, for multi-
electron systems the Hamiltonian is too complicated to solve exactly.

Ĥ =
n∑

i=1
− ℏ2

2mi

∇2
i + U(r) (2.2)

where ∇i is the gradient operator and U(r) is the potential energy of the system.
The main difficulty to in solving the Hamiltonian lies in the potential energy
term which depends on the geometrical position of correlated electrons and nu-
clei. Consequently, approximations are needed for the multi-electron systems to
solve the Schrödinger equation. The Born-Oppenheimer approximation46 helps
to separate the electron and nuclei motions. The approximation is based on the
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Chapter 2. Theoretical Background

fact that the nuclei moves more slowly compared to the electrons due to a three
orders of magnitude heavier mass. Thus, the nuclei is approximated as being
stationary. Therefore, the kinetic energy of the nuclei is neglected and repulsion
among the nuclei is considered constant.

2.1.1 Hartree-Fock Theory

The Hartree-Fock (HF) theory is one of the pivotal methods to solve the Schrödinger
equation for multi-electron systems. The HF approximation neglects the inter-
action between each individual electron, and instead considers the interaction of
one electron to the average field created by the remaining electrons. Hence, it
represents the N electron wave function as the product of the orthogonal wave
function of the individual electrons which is known as the Hartree Product,

ΨHP (x1,x2, ...,xN) = χ1(x1)χ2(x2) · · · χN(xN) (2.3)

where χi(xi) is the spin orbital of electron i which is a spatial orbital multiplied
by a spin function. However, the Hartree Product (Eq. 2.3) does not satisfy
the anti-symmetry principle. The wave function of identical fermions, electrons
are fermionic particles with spin of 0.5, must be anti-symmetric with respect to
an interchange between two fermions. The Slatter Determinants (SDs) can be
used to construct a wave function of N electrons which satisfy anti-symmetry
principle,

ΨSD = |χ1χ2 . . . χN⟩ = 1√
N !

∣∣∣∣∣∣∣∣∣∣∣∣∣

χ1(x1) χ2(x1) . . . χN(x1)
χ1(x2) χ2(x2) . . . χN(x2)

... ... . . . ...
χ1(xN) χ2(xN) . . . χN(xN)

∣∣∣∣∣∣∣∣∣∣∣∣∣
(2.4)

A single Slater determinant is used as an approximation to the wave function.
The variational principle, which HF is subject to, states that the best spin orbitals
χi for a given Slater determinant are the ones that minimize the electronic energy.

E0 = ⟨ΨSD|Ĥ|ΨSD⟩ (2.5)

10
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where Ĥ is the Hamiltonian operator. The electronic energy is minimized by
using an iterative procedure called self-consistent field (SCF), and these results
construct the HF equation,

F̂iχi = ϵiχi (2.6)

where ϵi is the energy of the i-th spin orbital χi and F̂i is the Fock operator. For
a system that has 2N electrons, the Fock operator is

F̂i = ĥi +
∑

j

(Ĵj − K̂j) (2.7)

and Ĵi and K̂i describe Coulumb electron-electron interaction and exchange op-
erator while ĥi is the one-electron operator.47

2.1.2 Møller Plesset Perturbation Theory

The perturbation theory (PT) is one of the improvements over the simple HF
method. The fundamental idea behind is to start from a simple model which can
be solved exactly or approximately and progressively add small perturbations
to this model. PT assumes that unperturbed reference systems are close to the
perturbed system of interest. The PT partitions the Hamiltonian operator into
the zeroth order, or called the reference part, Ĥ0 and the perturbation part Ĥ ′.

Ĥ = Ĥ0 + λĤ ′ (2.8)

where λ determines the strength of the perturbation. The energy and wave
function continuously alter as λ values vary between 0 and 1. These terms can
be expanded by using a Taylor expression, based on the parameter λ.

E = λ0E0 + λ1E1 + λ2E2 + · · · + λnEn + . . . (2.9)

Ψ = λ0Ψ0 + λ1Ψ1 + λ2Ψ2 + · · · + λnΨn + . . . (2.10)

where En and Ψn are the n-th order corrections to the energy and wave function,
respectively. If λ = 0, the wave function is unperturbed, so Ĥ = Ĥ0; whereas If
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Chapter 2. Theoretical Background

λ = 1, the n-th order energy or wave function becomes the sum of all terms up
to n-th order. After the normalization of the perturbed wave function, the zero-
to n-th order perturbation terms can be defined as;

λ0 : Ĥ0Ψ0 = E0Ψ0, (2.11)

λ1 : Ĥ0Ψ1 + Ĥ ′Ψ0 = E0Ψ1 + E1Ψ0, (2.12)

λ2 : Ĥ0Ψ2 + Ĥ ′Ψ1 = E0Ψ2 + E1Ψ1 + E2Ψ0, (2.13)

λn : Ĥ0Ψn + Ĥ ′Ψn−1 =
n∑

i=0
EiΨn−i (2.14)

The Møller Plesset Perturbation Theory (MP) is a popular PT method that im-
proves over the HF method by taking the electron correlation effect into account
by using the Rayleigh–Schrödinger perturbation theory, to second (MP2), third
(MP3), or fourth (MP4) order.48 Although higher-order MP methods (e.g. MP5)
exist, they are rarely used due to increased computational cost. The most popu-
lar MP method is MP2 due to the fact that it is the cheapest method that can
yield a wave function based description of dispersive interactions.

MP method uses an HF calculation as a starting point for the perturbation ex-
pansion, thus the reference part (zeroth-order) part of MP2 is described by a
HF density. To include the electron correlation effects, a transformation of the
two-electron integrals from atomic orbitals (occupied; a, b) to the basis of the
canonical molecular orbitals (virtual; i, j) is required.

(ia|jb) =
∑

µνλσ

cµicνacλjcσb(µν|λσ) (2.15)

where (ai|bj) integral is symmetrical, then MP2 energy can be calculated as,

EMP 2 = −
∑
ijab

2(ia|jb)(ia|jb) − (ia|jb)(ib|ja)
ϵa + ϵb − ϵi − ϵj

(2.16)

where ϵ is the orbital energies.
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2.1.3 Basis Sets

The aim of quantum mechanical methods is to derive information by solving the
Schrödinger equation. However, as discussed in the previous sections, approxi-
mations are needed to solve it due to the complex nature of the equation. Basis
sets, which are a set of known mathematical functions, are one of the fundamental
approximations that are used to define an unknown function such as molecular
orbital (MO) as expressed by a set of known functions.

An unknown molecular orbital (ψi) can be expanded linearly from a set of N
known basis functions {χµ|µ = 1, , ..., N},

ψi =
N∑

µ=1
cµiχµ (2.17)

where χµ is the basis set and cµ is the coefficient for a given χµ. This approach
is known as the linear combination of atomic orbitals (LCAO).

Since only finite numbers of basis functions can be utilized, the size and the type
of the basis sets are important parameters that should be taken into account
to increase accuracy. Ideally, basis functions should allow wave function to be
correctly constructed and have a low computational cost. If a basis function can
successfully reproduce an unknown function, fewer of it would be necessary to
achieve a given level of accuracy.48

The basis sets used in computational chemistry can be classified into two main
types, Slayer-type orbitals (STOs) and Gaussian-type orbitals (GTOs). The
STOs have the functional form

χζ,n,l,m(r, θ, φ) = NYl,m(θ, φ)rn−1e−ζr (2.18)

whereN is a normalization constant, r,θ,φ are spherical coordinates and Yl,m(θ, φ)
is spherical harmonic functions. Further, ζ is the orbital exponent, and n, l and
m are the quantum numbers for principal, angular momentum, and magnetic,
respectively. l determines the shape of the orbital, l= 0 is for s-type, l = 1 is
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for p-type, and l = 2 is for d-type orbital etc. The m determines the spatial
orientation of the orbital and takes values as −l ≤ m ≤ 1. Another type of basis
function is GTOs and they can be written in the terms of polar or coordinates as

χζ,n,l,m(r, θ, φ) = NYl,m(θ, φ)r2n−2−le−ζr (2.19)

χζ,lx,ly ,lz(x, y, z) = Nxlxylyzlze−ζr2 (2.20)

where lx, ly, lz are parameters. The sum of these parameters L = lx + ly + lz

is analogous to angular momentum which determines the orbital shape. The
r2 dependence in the exponential terms causes problems for GTOs. Because
GTOs do not have a cusp at the nuclear position, they have problems character-
izing correct behavior in the proximity of the nucleus. Moreover, GTOs diminish
rapidly compared to STOs, and it causes poor representation on the tail of the
wave function. However, GTOs are much more computationally efficient due to
fact that it is easier the work with Gaussian functions for the evaluation of two-
electron integrals compared to STOs. Hence, a new approach called contracted
basis functions is proposed, where the linear combinations of Gaussian functions
are used to construct an approximate Slater-type function that allows atomic or-
bitals (AO) to have different signs in the different parts of the space. The number
of contracted basis functions per occupied AO characterizes the degree of com-
plexity. Minimal basis set for a basis function per AO, double-ζ basis set for two
basis functions per AO, and three-ζ basis set for three basis functions per AO, etc.

The split-valence basis sets utilize the idea that it is more important to have
flexibility in valence orbitals than core orbitals due to the fact that core orbitals
have less contribution to the total energy of the system, and their shape is usually
not affected by the bond formation. Pople basis, e.g. double-ζ 6-31G, are among
the most commonly used basis sets of this type. The polarization effect can be
included in a basis set by using polarized basis functions (p); these functions add
d functions to polarize p basis functions and are denoted by (*), e.g. 6-31G*.
Further, diffuse basis functions which have small exponents and decay slowly at
large distances can be included for a better description of anions and van der
Walls complexes, and are denoted by (+). Correlation consistent Dunning type
basis sets that accounts for optimizing the basis sets using the electron correlation

14
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methods are another type of commonly used basis sets. As an example, aug-cc-
pVDZ, which is used in this thesis, is an augmented (aug, diffusion function),
correlation-consistent (cc), polarized (p), valence (V), double-ζ (DZ) basis set.48

2.2 Force Field

Quantum mechanical methods are powerful tools to study chemical systems.
However, they are only applicable to systems with a limited number of heavy
atoms due to their high computational costs. So, many biological systems of
interest which contain thousands of atoms are too large to study by using QM
methods. Therefore, a simplified approach to study the structure, dynamics, and
function of biological macromolecules such as proteins and enzymes was neces-
sary.49

The electronic and nuclear motions of the molecules can be separated based on
the aforementioned Born-Oppenheimer approximation. The force field (FF) and
molecular mechanic (MM) methods neglect the electronic effects and calculate
the total energy of the molecule as a function of nuclear coordinates. Nuclei
are represented as a ball with mass and charge, and they are held together with
“springs” that help to model different interactions, see Figure 2.1. The potential
energy of the system, U(R⃗), is split into bonded and non-bonded terms,

U(R⃗) = Ubonded + Unon−bonded (2.21)

The bonded term, Ubonded, includes the harmonic potentials representing bonds,
angles, improper dihedrals, and periodic potential representing the dihedral an-
gles.

Ubonded =
∑

bonds

kb(b− b0)2 +
∑

angles

kθ(θ − θ0)2+

∑
dihedral

kφ(1 + cos(nφ− δ)) +
∑

impropers

kω(ω − ω0)2+
(2.22)

where kb, kθ, and kω are the force constants and b0, θ0, and ω0 are equilibrium
values describing bonds, angles and improper dihedrals, respectively. For the di-
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hedral angle, kφ is the force constant, φ dihedral angle, n periodicity, and δ the
phase shift.

The non-bonded term, Unon−bonded, includes a Lennard-Jones (LJ) potential and
electrostatic potential,

Unon−bonded =
∑
i<j

ϵij

(Rmin,ij

rij

)12

−
(
Rmin,ij

rij

)6
+ qiqj

4πϵ0rij

(2.23)

The Lennard-Jones potential (LJ) is the first term in the Eq.2.23 which describes
the van der Waals interaction between pairs of non-bonded atoms with i, and j

indices. Where, rij is the distance between those atoms, ϵij is the depth of the
Lennard-Jones potential, and Rmin,ij is the distance at which Lennard-Jones po-
tential is zero. The LJ interactions have an attractive part with r−6 dependence,
and a repulsive part with r−12 dependence. However, r−12 which is character-
istic of the repulsive part is chosen for mathematical convenience rather than a
physical motivation. The second part of the Eq.2.23 describes the electrostatic
interactions, qi and qj are the partial charges of non-bonded atoms and ϵ0 is the
effective dielectric constant.49
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Figure 2.1: Schematic representation of the force field terms with their corresponding
potentials: bond stretching, bending, rotation, non-bonded interactions

The aforementioned terms in Eq. 2.22 and 2.23 are the standard terms of force
fields. However, there are additional terms that have been incorporated into some
force fields to increase their accuracy. One of the examples of such terms is the
Urey-Bradley (UB) harmonic potential49 UUB = kUB(R − R0)2 at the distance
(R) between A and C atoms for bonded atoms A-B-C. kUB is the force constant,
and R0 is the equilibrium distance. Urey-Bradley is an important term to im-
prove calculated vibrational spectra by treating symmetric and asymmetric bond
stretching mode separation, as well as in-plane deformations.

The bond terms are defined as harmonic potential in the standard force fields thus
they can not be broken or formed. Further, harmonic potential used to describe
the bonds can not mimic the anharmonic nature of real bonds, and transitions
to higher vibrational levels occur at the same frequency due to equal energy

17
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spacing. Morse potential is used to overcome these problems, it can account
for anharmonicity and non-zero transition probability for overtones and provide
better characterization for the vibrational structure of the molecule;

UMorse = De[1 − e−β(r−r0)]2, (2.24)

where De is the dissociation energy of the bond, β is the width of the potential
and r0 is the equilibrium bond length.

2.2.1 Multipolar Force Field

Conventional force fields use atom-centered point charges (PCs), hence are unable
to describe certain features of the electrostatic potential (ESP) of molecules.
Realistic description of lone pairs, σ-holes, and π-electron density can not be
achieved with PCs.50 Therefore, multipoles (MTP) are incorporated into some
FFs as a correction to atom-centered PCs. MTP are commonly obtain from
ab− initio ESP. If ϕ(q) is an electron density function of coordinate q, ϕ(q) values
can be discreetly obtained on a 3-dimensional (3D) grid with (rk) coordinate
points.

ϕ(qi) ≈ Φ(rk) (2.25)

k = kx, ky, kz is the coordinate where qi is at the closest distance. Based on that,
the ESP can be approximated at any grid point r using MTP (from monopoles
to quadrupoles)51 as follows,

Φ(r) =
∑

i

∑
j

Q
(i)
j f

(i)
j (r)

≈
∑

i

Q
(i)
00r

−1 +Q
(i)
10r

−2r̂z +Q
(i)
11cr

−2r̂x +Q
(i)
11sr

−2r̂y

+Q
(i)
20r

−3(3r̂2
z − 1)/2 +Q

(i)
21cr

−3√3r̂xr̂z

+Q
(i)
21sr

−3√3r̂yr̂z +Q
(i)
22cr

−3√3(r̂2
x − r̂2

y)/2

+Q
(i)
22sr

−3√3r̂xr̂y

(2.26)
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where i repeats for all atoms and j for all MTP coefficients. Qkl is the lth MTP
moment of rank k in spherical coordinates. f (i)

j (r) are geometrical factors together
with angular- and distance-dependent terms for the MTP moment Q(i)

j at point
r. r =∥ r ∥ is the norm of vector r and r̂a = r · â/r is the norm of projection of
vector r on one of the three vectors x, y, or Z.

Following target function then to be optimized to minimize the error between
ab–initio ESP, and MTP estimated ESP,

χ2 = min
∑

k

(Φab initio(rk) − ΦMTP(rk)) (2.27)

2.2.2 Multi-Surface Adiabatic Reactive Molecular Dynam-
ics

Conventional forces fields are formulated for a diabatic state where the atom
connectivity does not change. This construct inherently hampers FFs ability to
simulate chemical reactions in which bond breaking or forming takes place. ab–
initio MD is one of the alternatives to simulate chemical reactions, the method
computes the energy and forces from electronic structure calculations. However,
evaluation of the force and energy at the ab–initio level is computationally expen-
sive thus limiting to an extensive sampling of the configurational space. Several
MM methods which allows smooth switching between diabatic states via use of
switching function are developed to simulate chemical reactions. The reactive
force field (Reax FF)52,53, multi-state VALBOND (MS-VALBOND)54 and multi-
surface Adiabatic Reactive Molecular Dynamics (MS-ARMD)55 are examples of
such force fields.

MS-ARMD is an energy conserving surface crossing algorithm based on the po-
tential energy of the system of interests. The reactant and product states are
described by parameterized FFs and called surfaces. The Morse potential is used
in parameterized FFs to allow bond forming or breaking (see Section 2), and Gen-
eralized Lennard-Jones (GLJ) potential replaced 6-12 Lennard-Jones potentials
to improve the description of van der Waals interaction between the atoms.

VGLJ(r;n,m, ϵ, rmin) = nϵ

m− n

[(
rmin

r

)m

− m

n

(
rmin

r

)2
]

(2.28)
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where ϵ is the depth of the GLJ potential and rmin is the separation at the min-
imum energy. The Morse and GLJ potentials are needed to accurately describe
the potential energy along the reaction pathway.

The effective potential energy is defined as the linear combination of n diabatic
PESs with coordinate-dependent weights.

VMS−ARMD(x) =
n∑

i=1
wi(x)Vi(x) (2.29)

where wi(x) calculated by renormalizing the raw weights wi,0(x),

wi(x) = wi,0(x)∑n
j=1 wj,0(x) (2.30)

where wi,0(x) are obtained from exponential decay function of the energy differ-
ence between the minimum energy surface (Vmin(x)) and surface i (Vi(x)) with a
energy difference of ∆V ,

wi,0(x) = exp
(

−Vi(x) − Vmin(x)
∆V

)
(2.31)

Combining the independently parameterized reactant and product state FFs leads
to an unrealistic high-energies at the surface crossing region i.e. barrier regions.
The products of GAussian and POlynomial functions (GAPOs) utilized to better
characterize barrier region by adjusting it to match electronic structure calcula-
tions energies,

∆V ij
GAP O,k(x) = exp

(
−

(∆Vij(x) − V 0
ij,k)2

2σ2
ij,k

)
×

mij,k∑
l=0

aij,kl(∆Vij(x) − V 0
ij,k)l (2.32)

where V 0
ij,k and σij,k are the center and the standard deviation of the Gaussian

function, respectively. Lastly, the global MS-ARMD potential energy surface is
given by
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VMS−ARMD(x) =
n∑

i=1
wi(x)Vi(x) +

n−1∑
i=1

n∑
j=i+1

[wi(x) + wj(x)]
nij∑
k=1

∆V ij
GAP O,k(x)

(2.33)

2.3 Molecular Dynamics Simulations

Molecular Dynamics Simulations (MD) is the primary tool to investigate the
dynamics of chemical reactions and biomacromolecules. MD calculates the forces
on each individual atom, based on the given positions of all atoms in a model
system, by utilizing Newton’s law of motion. If the position and velocity of
each atom are known, then the following spectral position of each atom can be
computed as a function of time. Hence, the consecutive configurations of motions
in 3-dimensional space with respect to time, called trajectory, can be generated
by integrating Newton’s law of motion.56 According to Newton’s second law,

fi = miai = mi
d2ri

dt2
(2.34)

Where fi is the exerted force, mi, ai, ri are the mass, acceleration, and position
of atom i at time t. The exerted force on atom i is determined from the gradient
of the potential energy V (rN) where rN = (r1, r2, r3, ..., rN) are the 3N spatial
coordinates of atom i,

fi = −∂V

∂ri

(2.35)

The differential Eq. 2.34 should be solved to generate the trajectory. There are
multiple numerical algorithms used in MD to integrate equations of motion. The
Velocity Verlet57 and Leap-frog56 algorithms used in these studies are among the
most common.

In velocity verlet, the new positions and velocities of each atom at time t+δt can
be obtained from the positions and velocities at time t,
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r(t+ δt) = r(t) + v(t)δt+ 1
2a(t)δt2 (2.36)

v(t+ δt) = v(t) + 1
2 [a(t) + a(t+ δt)] δt (2.37)

where r(t), v(t) and a(t) are the positions, velocities and accelerations of atoms
at time t. Then the coordinates and velocities can be propagated by solving
Eq.2.36 and 2.37, and the trajectory can be recorded. The main advantage of
velocity Verlet is that the algorithm allows calculating both atomic positions and
velocities at the same time, unlike the leapfrog in which coordinates and positions
are updated half time step apart.

In leap-frog algorithm, velocities at time t − 1
2δt and accelerations at time t are

used to calculate the velocities at t+ 1
2δt. Then the velocities at t+ 1

2δt utilized
to get the positions at t+ δt as follows,

r(t+ δt) = r(t) + v(t+ 1
2δt)δt (2.38)

v(t+ 1
2δt) = v(t− 1

2δt) + a(t)δt (2.39)

The size of δt regulates how much the system will move in a certain direction
with a certain velocity. So, the correct selection of δt plays an important role
in the both accuracy and feasibility of the trajectories. If δt is very small, the
trajectory calculation is going to be less feasible due to the high computational
cost. Although computational cost would be lower with a very large δt, It may
lead to chemical instabilities e.g. two particles too close to each other could re-
sult in high repulsive energy. The δt should be smaller than the fastest periodic
motion in the system, in most chemical/biochemical systems δt = 0.1 fs is used
to incorporate hydrogen bond stretch motion.

The initial conditions of MD simulations are drawn from statistical ensembles
to propagate Newton’s equations of motion and get consequential trajectories.
Statistical ensembles consist of a large number of virtual copies of the system in
different states and share common macroscopic properties. Three common ex-
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amples of statistical ensembles, which are used in this thesis, are microcanonical
(NV E) with a constant number of particles N , volume V and total energy E,
canonical (NV T ) with a constant number of particles N , volume V and temper-
ature T , and lastly Isothermal–isobaric ensemble (NpT ) with a constant number
of particles N , pressure p and temperature T .

2.3.1 Umbrella Sampling

The free energy difference between the states is one of the main driving forces
of any chemical process. However, characterization of the free energy surfaces
still remains a challenge with MD simulations due to the high energy barriers
of some chemical and biological processes. Conventional MD methods usually
infrequently sample these higher energy regions, which are represented as saddle
points on the free energy surface, and their configurations may not appear along
the reaction pathway. Further, there is still a gap between the time scale that can
be achieved in MD simulations and the time scale required to observe a high en-
ergy process. Hence, enhanced sampling methods which accelerate the dynamics
of such systems have been developed to overcome these aforementioned problems.

Umbrella sampling (US)58 is an enhanced sampling method for determining free
energy surfaces along with user-defined reaction coordinates. An external har-
monic bias potential (U(r)) is added to the system to provide sufficient sampling
along the reaction coordinate.

U(r) = ku(r − r0)2 (2.40)

where ku is the force constant, r is the current value of the reaction coordinate
r0 is the equilibrium value of the reaction coordinate for a given umbrella. Each
independent simulation with a given reaction coordinate value is called a “win-
dow”. To generate the potential mean forces (PMF), multiple simulations with
bias potential at the equidistantly spaced windows along the reaction coordi-
nate are carried out. Histograms of the sampled reaction coordinate values are
constructed for each window, and spacing between windows is chosen to confirm
overlapping histograms. Following, statistics from all the windows were combined
and analyzed with WHAM59,60 to yield a one-dimensional PMF.
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3.1 Abstract

The Menshutkin reaction is a methyl transfer reaction relevant in fields ranging

from biochemistry to chemical synthesis. In the present work, the energetics and

solvent distributions for NH3+MeCl and Pyr+MeBr reactions were investigated

explicit solvent (water, methanol, acetonitrile, benzene, cyclohexane) by means

of reactive molecular dynamics simulations. For polar solvents (water, methanol,

and acetonitrile) and benzene, strong to moderate catalytic effects for both reac-

tions were found whereas apolar and bulky cyclohexane interacts weakly with the

solute and does not show pronounced barrier reduction. The calculated barrier

heights for the Pyr+MeBr reaction in acetonitrile and cyclohexane are 23.2 and

28.1 kcal/mol compared with experimentally measured61 barriers of 22.5 and 27.6

kcal/mol, respectively. The solvent distributions change considerably between re-

actant and TS but comparatively little between TS and product conformations of

the solute. As the system approaches the transition state, correlated solvent mo-

tions occur which destabilize the solvent-solvent interactions. This is required for

the system to surmount the barrier. Finally, it is found that the average solvent-

solvent interaction energies in the reactant, TS, and product state geometries are

correlated with changes in the solvent structure around the solute.

3.2 Introduction

Solvation is essential in chemistry and directly influences properties such as reac-

tion rates or spectroscopic responses of solutes.2,3,62–71 Depending on the nature

of the solvent (e.g. polar or apolar) the potential energy surface underlying the

nuclear dynamics changes and affects mechanistic aspects of the dynamics.72–74

As an example, for the Claisen rearrangement the reaction barrier in polar solvent

decreases compared to the gas phase75–78 whereas it increases for SN2 reactions
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in going from the gas phase into solution.79–86

Figure 3.1: Schematic representation for A) the Menshutkin reaction of ammonia
with chloromethane and B) the Menshutkin reaction of pyridine with bromomethane.

The Menshutkin reaction87,88 is an important methyl transfer reaction and plays

an essential role in many fields of chemistry ranging from biochemical processes

(histone methylation89, methyltransferases90,91) to chemical synthesis.92 Methyl-

transfer reactions in biological systems are catalyzed by methyltransferases for

which the most prominent enzymatic cofactor is S-adenosyl-L-methionine (SAM).90

SAM is derived from ATP by the enzyme methionine synthase93 and serves as a

regulator of a variety of processes including DNA, tRNA, and rRNA methylation

as well as immune response.94 DNA methylation is governed by DNA methyl-

transferase (DNMTs) enzymes such as DNMT1, DNMT3A, and DNMT3B.95

More recent findings suggest that DNA and histone methylation cooperate to

maintain the cellular epigenomic landscape.96 Finally, histone methylation has

been found to be undone by histone demethylases.97

Common examples of methylation reactions that have been studied extensively

in the past are SN2 reactions82,98–106 such as Cl− + MeBr → MeCl + Br− 85 or

F− + MeI → MeF + I− 105 and the Menshutkin reaction.61,84,107–112 The SN2 and

Menshutkin reactions are of particular interest because of their importance in
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chemical synthesis.113 The main difference between a standard SN2 reaction and

a Menshutkin reaction is that for an SN2 reaction the reactant state is charged

whereas it is neutral for a Menshutkin reaction, e.g. NH3 + NH2C6H4–Br →

NH2-C6H4–NH+
3 +Br− or Pyr+MeCl → [Pyr-Me]++Cl−.61,111. The Menshutkin

reaction proceeds via a dipolar transition state (TS) to an ionic product and the

TS is stabilized in polar solvents.61,109

The Menshutkin reaction is also a characteristic example for studying the effect of

solvation on reactions112 since it displays pronounced solvent effects on activation

barriers.61,114,115 Experimental studies have shown a decrease in the activation

energy depending on the polarity of the solvent. The experimentally reported ac-

tivation barrier for Pyr+MeBr in methanol is 22.5 kcal/mol which is 3.1 and 5.1

kcal/mol lower compared with apolar cyclohexane and di-n-butyl ether61. Fur-

ther, an almost linear relationship between the natural log of the rate constants

and polarity/polarizability of the solvents for the alkylation (Menshutkin) reac-

tion between 1-bromodecane and 1,2-dimethylimidazol was observed.116 DMSO

was found to be the best solvent for accelerating the rate of heteroatom alkyla-

tions.

Although solvent effects are evidently relevant for the energetics of the Men-

shutkin reaction, surprisingly little is known about the molecular details of the

reaction itself and the solvent ordering in particular. Previous calculations61

for the Pyr+CH3Br reaction were carried out with an implicit solvent model

(Self consistent reaction field Self-Consistent Isodensity PCM (SCRF-SCIPCM))

which, however, does not provide molecular-level insight on the role of explicit

solvent as the reaction develops from reactant to product. Gaining insight into

the reaction barriers and how the solvent ordering changes with explicit solvent

29



Chapter 3.

present is one of the motivations for the present work. Only very recently, the

effect of electric fields on the Pyr+CH3I reaction in explicit acetonitrile, chloro-

form and acetone was considered by analyzing individual snapshots using mixed

quantum/molecular mechanics (QM/MM) calculations.117 However, no activa-

tion free energies were determined in this study.

Solvent effects for the NH3+MeCl and Pyr+MeBr reactions were previously

considered with quantum mechanical (QM) and semi-empirical methods. For

NH3+MeCl electronic structure calculations at the HF/6-31++G*118 and B3PW91/6-

31+G*119 levels with the implicit polarizable continuum model (PCM) model120

as well as QM/MM simulations at the B3LYP/MM level were carried out.121

Also, both reactions were investigated with multiscale reaction density functional

theory (RxDFT) in acetonitrile.122

The present work addresses the question of how the explicit presence and the

nature of the solvent affects the reaction barrier height for two methyl transfer

reactions NH3+MeCl and Pyr+MeBr (see Figure 3.1). For a comprehensive sam-

pling of the molecular dynamics along the progression coordinate the multistate

adiabatic reactive molecular dynamics (MS-ARMD) framework was used which

provides a computational means to investigate chemical reactions (bond break-

ing/bond formation) with an efficiency comparable to an empirical force field.55

Both, the energetics of the reaction and the organization of the solvent for critical

points along the progression coordinate is analyzed. First, the force fields and

their parametrization is described. This is followed by free energy calculations

and the analysis of the catalytic effect, the organization of the solvent around the

transition state and the solvent energetics. Finally, the results are discussed in a
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broader context.

3.3 Computational Methods

3.3.1 Molecular Dynamics Simulations

All molecular dynamics (MD) simulations were performed with CHARMM123

with provision for forming and breaking bonds via MS-ARMD.55 MD simulations

were started following 500 steps of steepest descent and 500 steps of Adopted Ba-

sis Newton-Raphson minimization. Then, 500 ps of NpT dynamics were carried

out using the leapfrog Verlet integrator57 (∆t = 1 fs) and a Hoover barostat124

with a collision rate of 5 ps−1. The NpT dynamics were followed by 2 ns (∆t = 1

fs) of free dynamics in the NV T ensemble using SHAKE125. Periodic Bound-

ary Conditions (PBC) together with the Particle Mesh Ewald (PME126) method

were used for the long range electrostatic interaction. The cut-off for non-bonded,

switching, and smoothing was 16 Å, 14 Å, and 12 Å, respectively.

The simulations in the different solvents were started by solvating the reactant

states of the two reactions, NH3+MeCl and Pyr+MeBr, in pre-equilibrated, cubic

solvent boxes. Due to the different shapes and sizes of the solvents, cubic box

sizes were chosen accordingly. They were of length L = 30 Å (water), L = 25

Å (methanol), L = 28 Å (acetonitrile), L = 27 Å (benzene), and L = 30 Å

(cyclohexane), respectively. The parametrizations for the solvent molecules are

those from the CHARMM General Force Field (CGenFF).127
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3.3.2 Parametrization of the Force Field

All electronic structure calculations of reactant, transition, and product states

were performed with Gaussian09128 at the MP2/6-311++G(2d,2p) level of the-

ory which has been found to be superior for reaction energetics compared with

density functional theory treatments in a recent assessment for methyl trans-

fer reactions.129 For simulating Me-transfer between a donor and an acceptor a

reactive force field to break and form chemical bonds is required. MS-ARMD

is a reactive molecular dynamics implementation which combines individually

weighted connectivities, describing different states by parametrized force fields.

So called, GAPOs (GAussian × POlynomials) for describing the adiabatic bar-

rier are added to smoothly connect reactant and product side to form the global

reactive Potential Energy Surface (PES). GAPOs are calculated from the energy

difference ∆Vij(x) (= Vj(x) − Vi(x)) between two states i and j.

For the Menshutkin reactions NH3+MeCl and Pyr+MeBr the parametrization

of the reactant and product states started with optimization of the reactant and

product geometries at the MP2/6-311++G(2d,2p) level of theory. Initial force

fields and charged for the reactant and product molecules (NH3, MeCl, methy-

lammonium cation, pyridine, and methyl pyridine cation, respectively), were ob-

tained from Swissparam130 and from a natural bond order (NBO)131 analysis of

the wavefunctions.

For NH3+MeCl the reference reactant complex structures were generated from

a 1 ns gas-phase MD simulation in the NV T ensemble using the Swissparam

parametrization. In the MD simulations the distance between the ammonia and

chloromethane was kept close to the equilibrium distance in the reactant state

using a harmonic constraint. From this trajectory 1000 structures were stored for
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which reference energies at the MP2/6-311++G(2d,2p) level were determined.

For the Pyr+MeBr reaction a similar procedure was followed. The reference re-

actant complex structures were generated from a 1 ns gas-phase MD simulation in

the NV T ensemble using the Swissparam parametrization. The distance between

the pyridine and bromomethane was kept close to the equilibrium distance in the

reactant state using a harmonic constraint. From this trajectory 1700 structures

were stored for which reference energies at the MP2/6-311++G(2d,2p) level were

determined. The different number of snapshots used in the parametrization (1000

vs. 1700) is due to the differing sizes and numbers of internal degrees of freedom

of the two reaction systems.

In addition to the conformational ensemble of the reactant states, structures and

energies along the internal reaction coordinate (IRC) path were used together

with product state geometries which were generated from scanning along the C–

Cl and C–Br distances, respectively. Because the focus of the present work is

on the forward barrier, parametrizations were carried out for the reactant, TS,

and ion-pair states but not for the ionic products ([H3NMe]+ and [PyrMe]+).

This would be required if the reaction is followed out and beyond the solvent-

separated ion pairs which is not done in the following. Hence, on the product side

the relaxed scan only involved C–Cl separations between 2.5 Å to 6 Å and C–Br

distances ranging from 3 Å to 13 Å, respectively. Subsequently all force field pa-

rameters were fitted to the reference energies78,132–134 by using a downhill simplex

algorithm135. Finally, the reactant and product force fields were connected by

fitting the GAPOs along the IRC using a genetic algorithm. The bond, angle, di-

hedral and van der Waals parameters of the force field are provided in Tables A.1

and A.2 in appendix A. Tables A.3 and A.4 summarize the NBO, the NBO-based

refined and Mulliken (for comparison) charges for the two reactions. Further, the

resulting fit of the Menshutkin reactions for NH3+MeCl and Pyr+MeBr contains
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three Gaussians and the GAPO parameters are provided in Tables A.5 and A.6

in appendix A.

3.3.3 Umbrella Sampling

Since direct sampling of the two reactions is not possible due to the high reaction

barriers (> 20 kcal/mol), umbrella sampling (US)136 simulations were used to

follow the reaction path. The reaction coordinate chosen here was the difference

between the carbon-X bond of the reactant and the carbon-N bond in the prod-

uct, i.e. rc = dCX − dCN where X = Cl, Br for the NH3+MeCl and Pyr+MeBr

reactions, respectively. Simulations were carried out for equidistant windows be-

tween rc = −1.3 and 1.6 Å with ∆rc = 0.1 Å and with kumb = 150 kcal/mol/rad2.

US simulations for both systems were performed in a sequential manner, i.e.

restarting a new US simulation from the structure and velocities of the previ-

ous simulation. Each window was simulated for 50 ps and window statistics was

accumulated after equilibration for 5 ps. Statistics from all the windows were

combined to yield the 1-dimensional potential of mean force (PMF) using the

Weighted Histogram Analysis Method (WHAM)59,60 with a tolerance of 0.001.

3.3.4 Solvent Distribution

For characterizing the solvent distributions in the reactant, TS, and product

state structures of the solute, more extensive, separate 2 ns MD simulations

for NH3+MeCl and Pyr+MeBr were carried out. The reactant, TS and prod-

uct state structures were constrained at their MP2/6-311++G(2d,2p) optimized

geometries. To analyze the solvent distributions the solute was reoriented and su-
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perimposed to minimize the structural root mean squared deviation with respect

to the first frame of the simulation. As the solute differs for the two reactions

considered, separate schemes were followed; see Figure 3.1. For the NH3+MeCl

reaction first the methyl-carbon was translated to the origin of the box, then the

ammonia-N was aligned along the x−axis and one of the three hydrogens bonded

to the ammonia-N was placed into the xy−plane. For the Pyr+MeBr reaction

the pyridine-N was translated to the origin of the box, the methyl-C was then

aligned along the x−axis and one of the hydrogens bonded to the ammonia-N

was placed in the xy−plane.

From each of the 2 ns simulations, 2000 snapshots were extracted and the water-

oxygen (OW), methanol-oxygen (OMeOH) and acetonitrile-nitrogen (NACN) coor-

dinates were obtained whereas for benzene and cyclohexane the center of mass

was determined and used for further analysis. The CoM was chosen for apo-

lar solvents because selecting one specific atom as for the polar solvents is less

meaningful as this would lead to skewing the results due to rotation of the sol-

vent molecule. Based on these reference coordinates, all solvent molecules with

the point of reference (OW, OMeOH, NACN, and the CoMs of benzene and hexane)

within −1 ≤ z ≤ +1 Å were selected and further analyzed to give a 2-dimensional

solvent distribution. The collected data points were then smoothed with a 2D

bivariate normal kernel density estimation137,138. Solvent boxes were divided into

100 bins along the x− and y−axes to generate a 100 × 100 grid. Then, the sol-

vent density around each of the grid points was smoothed using a 2D Gaussian

distribution with a width of 1.5 Å. Isocontours were drawn at 90%, 75%, 50%,

25%, and 10% of the highest occupation for each solvent to allow direct compar-

ison.
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3.4 Results and Discussion

3.4.1 The Potential Energy Surfaces

The correlation between the fitted force field and the MP2 reference energies is

reported in Figure 3.2. As the main interest of the present work is the forward

process, i.e. NH3+MeCl → [H3NMe]++Cl− and Pyr+MeBr → [PyrMe]++Br−,

the parametrization was focused on the reactant state including the transition

state region. For the 1000 and 1700 reference reactant state structures (see Meth-

ods) the RMSDs are 0.78 kcal/mol and 0.93 kcal/mol, respectively, for the two

reactions. As the inset demonstrates, the minimum energy path (MEP) is well

reproduced by these parametrizations, too. Such a quality is comparable with

that found in previous studies. The reactive PES for the hydrogen abstraction

reaction between MgO+ and ethane had a RMSD of 1.5 kcal/mol with respect

to MP2/aug-cc-pVTZ for the reactant and 1.1 kcal/mol for the product state.139

For the Diels-Alder reaction between 2,3-dibromobutadiene and maleic anhydride

had a RMSD of 2.9 kcal/mol for the overall reaction.140 For the product side (ion-

pair) the RMSDs along the C–Cl and C–Br separations are 3.60 kcal/mol and

2.41 kcal/mol for the two reactions, respectively, and dominated by high energy

structures for long C–Cl− separations.
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Figure 3.2: Panel A Main panel: Menshutkin reaction of ammonia with
chloromethane to methylammonium chloride. Energy correlation between the fitted
force field and the MP2 reference for 1000 reactant structures (blue, RMSD of 0.78
kcal/mol) and 70 product structures (red, RMSD of 3.60 kcal/mol). Panel B Main
panel: Menshutkin reaction of pyridine with bromomethane to methyl pyridine and
Br−. Energy correlation between the fitted force field and the MP2 reference for
1700 reactant structures (blue, RMSD=0.93 kcal/mol) and 101 product structures (red,
RMSD=2.41 kcal/mol). Insets: The IRC points (green circles) together with the en-
ergies from the reactive force field (black line) based on the GAPO-fits to connect the
reactant and product force fields.

3.4.2 Umbrella Sampling Simulations and Potentials of

Mean Force

NH3+MeCl: The 1-dimensional PMFs for the NH3+MeCl reaction are reported

in Figure 3.3 and Table 3.1 summarizes the activation free barriers. Umbrella sam-

pling simulations based on the parametrized, reactive force field for the NH3+MeCl

reaction yields a free energy barrier ∆G‡ = 35.8 kcal/mol in the gas-phase. This

compares with an activation barrier of 38.5 kcal/mol from the IRC in the gas-

phase at the MP2/6-311++G(2d,2p) level. Previous electronic structure calcu-

lations for the same reaction reported barrier heights of 36.2 kcal/mol and 32.7

kcal/mol at the HF/6-31++G*118 and B3PW91/6-31+G*119 levels, respectively.
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Gas Water Methanol Acetonitrile Benzene Hexane
Sim. 35.8 18.0 ± 0.5 20.5 20.6 24.1 33.9 ± 1.4
Exp. 23.5141 20.8142

Lit. 36.2118

32.7119

16.1118

21.761

25.6143

15.7 ± 0.3121

21.9 ± 2.7121

16.8122

22.3122 32.661

Table 3.1: Free energy barrier for the Menshutkin reaction of NH3+MeCl (in
kcal/mol) calculated with MS-ARMD and US in different solvents (Sim.). The ex-
perimental (Exp.) ∆G‡ value is for the NH3 + MeI reaction in water (0.05 m MeI)141

and in methanol (0.1 m MeI).142 Hexane = cyclohexane.
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Figure 3.3: Potentials of mean force for the Menshutkin reaction for NH3+MeCl in
water (blue), methanol (purple), benzene (red), acetonitrile (black), and cyclohexane
(orange) from umbrella sampling simulations. For comparison, the PMF from US in
the gas phase is also reported in green.

In water, methanol, acetonitrile, benzene, and cyclohexane the barrier heights

from the 1-dimensional PMFs are 18.0 ± 0.5, 20.5, 20.6, 24.1, and 33.9 ± 1.4

kcal/mol, respectively. Representative error bars were determined from boot-

38



Chapter 3.

strapping for polar (water) and apolar (cyclohexane) solvent which indicate good

convergence of the profiles. In addition, one simulation for Pyr+MeBr in wa-

ter with 250 ps sampling per window was carried out which confirms the level

of convergence; see Figure 3.4. For the simulations in water and methanol, the

activation energies of 18.0 ± 0.5 and 20.6 kcal/mol compare with the experimen-

tally reported values of 23.5141 and 20.8 kcal/mol142 for NH3 + MeI, respectively.

Only qualitative comparison between experiment and simulations is possible be-

cause a) results from experiments are only available for MeI and not MeBr, and

b) the MeI concentration was 0.05 m in water and 0.1 m in methanol.141 Pre-

viously, the minimum energy pathway for the NH3+MeCl reaction in explicit

water was determined at the HF/6-31G* level of theory, followed by single-point

energy calculations at the MP4SDTQ/6-31+G* level. The resulting activation

barrier was 25.6 kcal/mol.143 In a more recent study the barrier heights from a

semi-empirical QM study were 15.7±0.3 and 21.9±2.7 kcal/mol, respectively.121

The activation barrier was 15.7 ± 0.3 kcal/mol when directly computed from the

lower level PM3/MM calculations and increased to 21.9±2.7 kcal/mol by using a

higher level, indirect B3LYP/MM methodology. In this method, configurational

sampling and iterative pathway optimization were carried out with a lower-level

PM3/MM Hamiltonian, and analyzed with WHAM to obtain the lower-level re-

action free energy profile. This was followed by thermodynamic perturbation144

to a higher level target B3LYP/MM Hamiltonian with 6-31G* basis set to obtain

a corrected free energy profile.121
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Figure 3.4: Potentials of mean force for the Menshutkin reaction for Pyr + MeBr in
water for 50 ps (solid) and 250 ps (dashed) simulations per umbrella window.

As expected, polar solvents show a stronger effect in reducing the reaction bar-

rier height compared to apolar solvents; see Figure 3.3. All polar solvents and

benzene find an earlier TS compared to vacuum for which it is at rc = 0.5 Å. For

benzene, acetonitrile, methanol and water the TS progressively shifts towards the

reactant with rc ranging from rc = 0.2 Å to rc = −0.1 Å. Furthermore, the free

energy profile widens considerably when going from the gas phase to methanol

and water as a solvent and compared with acetonitrile and the apolar solvents.

Water and methanol are the smallest and most polar solvents and are able to

approach and interact with the solute more directly than the larger and apolar

solvent molecules which leads to widening of the PMF. For benzene the packing

is easier due to its planar structure compared to the chair conformation of cyclo-

hexane. Further, benzene has stronger electrostatic interactions with the solute

as a result of negatively charged carbon atoms. Thus, benzene displays a barrier
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reduction closer to the polar water solvent than the apolar cyclohexane.
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Figure 3.5: 2D PMF of NH3+MeCl in water, scanned through reaction coordinates
of R1 = dC−N and R2 = dC−Cl. Relative positions of reactant (blue circle), transition
state (red triangle) and product (green square) shown on the plot. The red line denotes
the minimum energy pathway from reactant to product (see text). Contours are drawn
in increments of 2 kcal/mol. The inset shows the 1D PMF extracted from the 2D
surface (red line) superimposed onto the 1D PMF (blue line) of NH3+MeCl in water
from Figure 3.3.

In order to assess how representative the 1-dimensional PMFs are, a 2-dimensional

PMF surface was determined for NH3+MeCl in water, see Figure 3.5. The two

reaction coordinates R1 and R2 were the distance between the methyl-C and

ammonia-N atom (R1 = dC−N) and between the methyl-C and the Cl atoms

(R2 = dC−Cl), respectively. In the simulations, R1 and R2 were constrained by a

harmonic potential with a force constant of 1000 kcal/mol and the N–C–Cl angle

was constrained to remain linear. For a fixed R1 value the 2D PMF was scanned

along the R2 coordinate and statistics accumulated from 50 ps sampling for each
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value of the reaction coordinate. From this, the 2d PMF was constructed using

2D-WHAM59,60 with a tolerance of 0.001.

A direct comparison between the 1D PMF from the US (blue) and the mini-

mum energy path on the 2D PMF (red) is shown in the inset of Figure 3.5. The

minimum energy path on the 2D PMF was calculated by fixing R2 values on a

grid with ∆R2 = 0.1 Å and minimizing along R1. This provides a realistic path

between reactant and TS. Between TS and the product the true MEP is slightly

different which is, however, of lesser interest in the present work. The activation

barrier calculated from the 2D PMF is 21.7 kcal/mol which is 3.7 kcal/mol higher

than that of the 1D PMF (see Figure 3.5 inset) and closer to the experimentally

determined activation barrier of 23.5 kcal/mol for the NH3 + MeI reaction. The

fact that the 1D and 2D PMF are quite close to one another supports the results

of the 1D PMFs reported for the other solvents.141 Part of the difference in the

barrier heights between the 1D and 2D PMFs can be attributed to the constraints

that were used in computing the 2D PMF. On the other hand, the 2D PMF yields

additional insights into mechanistic aspects of the reaction. Specifically, the 2D

PMF clarifies that the Menshutkin reaction is concerted from the perspective of

the two reaction coordinates. As R1 contracts from the reactant (R) to the prod-

uct (P), R2 elongates. Furthermore, the transition region is comparatively steep

along the transition pathway but flat orthogonal to it. For separations R1 and

R2 smaller than 2.2 Å a strong repulsion is found.

Pyr+MeBr: The 1-dimensional PMFs for the Pyr+MeBr Menshutkin reaction

are reported in Figure 3.6 and Table 3.2 summarizes the activation free barriers.

In the gas phase US yields an activation free energy of ∆G‡ = 29.7 kcal/mol

compared with the barrier height of 29.0 kcal/mol from the IRC at the MP2/6-
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311++G(2d,2p) level of theory. In water, methanol, and acetonitrile the com-

puted barriers are 17.9, 22.1, and 23.2 kcal/mol and in apolar solvents they are

22.2 and 28.1 kcal/mol for benzene and hexane, respectively. Experimentally

reported barrier heights as determined from the measured rates for acetonitrile

and hexane were 22.5 and 27.6 kcal/mol, respectively,61 and the ordering and

absolute values agree favourably with the present simulations.

Gas Water Methanol Acetonitrile Benzene Hexane
Sim. 29.7 17.9 22.1 23.2 22.2 28.1
Exp.61 22.5 27.6

Table 3.2: Free energy barrier for the Menshutkin reaction of Pyr+MeBr (in kcal/mol)
calculated with MS-ARMD and US in different solvents (Sim.). The experimental
(Exp.) values for ∆G‡ are from Ref.61 for Pyr+MeBr. Hexane = cyclohexane.
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Figure 3.6: Potentials of mean force for the Menshutkin reaction for Pyr+MeBr in
water (blue), methanol (purple), acetonitrile (black), benzene (red), and cyclohexane
(orange). For comparison, the result from US in the gas phase is reported in green.

43



Chapter 3.

For polar solvents the reaction barrier height decreases with increasing polarity

of the solvent. Notably, for the reaction in benzene, the barrier height of 22.2

kcal/mol is close to that for methanol and lower than that for acetonitrile. The

catalytic effect of benzene has been observed previously from computations for

the Menshutkin reaction of NH3 + NH2C6H4–Br → NH2-C6H4–NH+
3 + Br− at

the MP2/6-31+G(d) level111. In this case, the gas-phase activation barrier of

33.2 kcal/mol decreased to 22.8 kcal/mol in benzene.

The position of the TS in the different solvents is directly correlated with the

catalytic effect. Cyclohexane, which displays a lower barrier to that in the gas

phase has the TS at rc ∼ 0.7 Å, whereas solvents with catalytic effect shift the TS

to progressively shorter values of rc. Benzene, which reduces the barrier height

slightly more strongly than methanol, has a TS at around rc = 0.5 Å which is

also the value for methanol. In water, which shows the strongest reduction in

the barrier, the maximum of the PMF is shifted towards an even smaller value

of rc = 0.3 Å. This increase in barrier reduction and shift of the TS position

to shorter separations follows the ordering of the dipole moments of the three

polar solvents (water, methanol and acetonitrile) from strongest to weakest.145

For cyclohexane the barrier height is nearly unaffected when compared to the gas

phase whereas benzene achieves a barrier height reduction comparable to that of

methanol. This is rationalized by the improved packing around the solute due to

benzene’s planar structure as opposed to apolar cyclohexane; see Figure 3.10.

3.4.3 Solvent Distributions

The MD simulations also offer the opportunity to analyze the solvent distribution

along the reaction at molecular resolution. For this, separate simulations were
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carried out for the reactant, product, and transition states of both reactions in

all solvents. The solute was constrained at the optimized geometries of the reac-

tant, TS, and ion-pair structures from the MP2/6-311G++(2d,2p) calculations

and the solvent was sampled from unbiased simulations.

For the NH3+MeCl reaction the solvent distribution around the solute in po-

lar (water, methanol, acetonitrile) and apolar (benzene and hexane) solvent is

presented in Figures 3.7 and 3.8, respectively. In general, for polar solvents the

distribution around the reactant and the TS differs. This is most evident for

acetonitrile and methanol (Figure 3.7 top and middle) but also for water (Fig-

ures 3.7 bottom). Solvent density maxima around the Cl− anion in the TS were

found for methanol, water, and acetonitrile. The asymmetry around Cl− anion is

partly due to the thin analysis slab (–1Å < z < 1Å) which was necessary to avoid

congestion of the solvent distribution for other parts of the molecule. The solvent

density maxima are explained by the favourable interaction of the OH-hydrogen

atoms (water and methanol) or the positively charged carbon atom (acetonitrile)

with the Cl− anion. For the TS in methanol and water there are three density

maxima around the H-atoms of ammonia, which are potential H-bonding sites.

For the reactants, the density maximum is around Cl− in polar solvents. For all

three structures, the innermost isocontour is closest to the solute for water as

solvent as packing is tightest due to its small size.
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Figure 3.7: 2-dimensional solvent distributions for NH3+MeCl from 2 ns simulations
in polar solvents: acetonitrile, methanol and water (from top to bottom) around the
reactant, TS, and product state structures of the solute (from left to right) projected
onto the xy−plane containing the chloride, carbon and nitrogen atoms. Units in Å. In
the simulations and the figure the solute is in its optimized structure for the reactant,
TS, and product state, respectively, at the MP2/6-311++G(2d,2p) level of theory.
The color code for atoms is H (white), C (cyan), N (blue) and Cl (green). Note the
larger solvent rearrangement between reactant and TS compared with TS and product
structures. Isocontours are reported at 90%, 75%, 50%, 25%, and 10% of the highest
occupation for each solvent to allow direct comparison.

Solvent structures for the TS and the product state are comparable. This can,

in part, be rationalized by the similarity of the TS and ion-pair structures of

the solute and the differences between the reactant and TS structures: the N-C

distances for the Cl–Me–NH3 arrangement are 3.30 Å, 1.81 Å, and 1.55 Å for the
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reactant, TS, and ion-pair in vacuum, respectively. Similarly, the C-Cl distances

are 1.80 Å, 2.42 Å, and 2.76 Å for reactant, TS and ion-pair. This similarity

between the TS and ion-pair structure is reminiscent of a manifestation of the

Hammond postulate which states that if two states occur consecutively along

a reaction and have nearly the same energy content, their interconversion will

involve only a small reorganization of the molecular structures. For the solute

structures this is evidently the case as the TS and the contact-ion-pair structures

only differ little. Similarly, the solvent distributions between reactant and TS dif-

fer, in general, considerably more compared with the change in solvent structure

between TS and the product.
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Figure 3.8: 2-dimensional solvent distributions for NH3+MeCl in apolar solvents:
benzene (top) and hexane (bottom) around the reactant, TS, and product state struc-
tures of the solute (from left to right) projected onto the xy−plane containing the
chloride, carbon an nitrogen atoms. Units in Å. In the simulations and the figure the
solute is in its optimized structure for the reactant, TS, and product state, respectively,
at the MP2/6-311++G(2d,2p) level of theory. The color code for atoms is H (white),
C (cyan), N (blue) and Cl (green). Isocontours are reported at 90%, 75%, 50%, 25%,
and 10% of the highest occupation for each solvent to allow direct comparison.
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For the apolar solvents, the distribution around the solute showed less pronounced

maxima, see Figure 3.8, except for the product state in benzene. For cyclohexane

the solvent distribution is considerably less structured than for the polar solvents

which indicates the weak interaction between solute and solvent in this case and

is the underlying reason for the limited catalytic effect of cyclohexane for the

NH3+MeCl reaction. Contrary to cyclohexane, the density maximum of solvent

molecules around the Cl− anion for the product in benzene, and to some degree

for the TS, were present. The packing around the solute was more dense in ben-

zene, especially at the TS.

For the Pyr+MeBr reaction the solvent distribution around the solute in polar

and apolar solvents is presented in Figures 3.9 and 3.10, respectively. Similar to

the NH3+MeCl reaction, the solvent distribution around the reactant and the TS

differed. For the reactant the NPyr-C-Br angle deviates from linearity whereas in

the TS and for the contact-ion-pair it was linear. Due to the positively charged

pyridine-H atoms multiple density maxima around the ring were observed for all

states in polar solvents. In methanol, the solvent distribution was heterogeneous,

with multiple density maxima around the solute and beyond the first solvation

shell. Compared with acetonitrile, methanol is more tightly packed around the

solute. Contrary to that, the solvent distribution for water was comparatively

homogeneous. Although multiple density maxima for water near the solute are

observed for the first solvation shell, the solvent distribution becomes more ho-

mogeneous beyond the first solvation shell for all three states of the solute. For

the contact-ion-pair solvent structuring occurs for water and methanol, but not

for acetonitrile.
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Figure 3.9: 2-dimensional solvent distributions for Pyr+MeBr from 2 ns simulations
in polar solvents: acetonitrile, methanol and water (from top to bottom) around the
reactant, TS, and product state structures of the solute (from left to right) projected
onto the xy−plane containing the chloride, carbon and nitrogen atoms. Units in Å. In
the simulations and the figure the solute is in its optimized structure for the reactant,
TS, and product state, respectively, at the MP2/6-311++G(2d,2p) level of theory. The
color code for atoms is H (white), C (cyan), N (blue) and Br (pink). Isocontours are
reported at 90%, 75%, 50%, 25%, and 10% of the highest occupation for each solvent
to allow direct comparison.
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Figure 3.10: 2-dimensional solvent distributions for Pyr+MeBr in apolar solvents:
benzene (top) and hexane (bottom) around the reactant, TS, and product state struc-
tures of the solute (from left to right) projected onto the xy−plane containing the
chloride, carbon an nitrogen atoms. Units in Å. In the simulations and the figure the
solute is in its optimized structure for the reactant, TS, and product state, respectively,
at the MP2/6-311++G(2d,2p) level of theory. The color code for atoms is H (white),
C (cyan), N (blue) and Br (pink). Isocontours are reported at 90%, 75%, 50%, 25%,
and 10% of the highest occupation for each solvent to allow direct comparison.

For apolar solvents, see Figure 3.10, the solvent distribution around the solute

was less dense compared to the polar solvents. The maxima around the positively

charged hydrogen atoms appear for benzene. However, the densities around the

Br− anion were less pronounced than for polar solvents. The packing around the

Br− anion was tighter for the TS and contact-ion-pair compared with the reac-

tant state. Cyclohexane packs more densely around the solute for Pyr+MeBr

compared to NH3+MeCl. This can be explained by the larger size of the solute,

which allows the bulkier, apolar solvent to accommodate better, than around a

smaller solute. The trend of similar solvent distribution around TS and product
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is also found for these two solvents.

3.4.4 Solvent Energetics

The simulations also provide quantitative information about the relative solvent-

solvent interactions along the reaction pathway with respect to an arbitrary ref-

erence state which is the reactant in the following. Two different analyses were

carried out for the energetics of solvent molecules as a function of the reaction

coordinate. First, the energetics of the solvent molecules within the first solvation

shell, i.e. molecules in direct contact with the solute, were investigated as a func-

tion of the reaction coordinate from the umbrella sampling simulations. Secondly,

a similar analysis was carried out from 2 ns simulations with the solute frozen in

the reactant, TS, and contact-ion-pair geometries at the MP2/6-311G++(2d,2p)

level of theory for the first solvation shell.

For the analysis only solvent molecules within a cutoff distance of 5 Å of any atom

of the solute were retained which corresponds approximately to the first solva-

tion shell for each solvent. For each of the umbrellas from the US simulations the

average solvent-solvent interaction energy per solvent molecule was determined

together with the fluctuation around the mean for the NH3+MeCl reaction in

water (see Figure 3.11) and for the Pyr+MeBr reaction in methanol (see Figure

3.12).
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Figure 3.11: Potentials of mean force for the Menshutkin reaction for NH3+MeCl
in water (black line) and the energy of solvent molecules within 5 Å of the solute in
kcal/mol/molecule (red line). The circles are the mean for a given umbrella together
with the standard deviation from the mean as a bar. The blue diamonds are the
average solvent interaction energies from the 2 ns simulations with the frozen solute
(reactant, TS and contact-ion-pair) structures together with the standard deviation
from the mean as a bar.

52



Chapter 3.

-1 0 1
rc [Å]

-5

0

5

10

15

-20

-10

0

10

20

30

∆
G

[k
ca

l/m
ol

]

<E
in

te
r> 

[k
ca

l/m
ol

]

Figure 3.12: Potentials of mean force for Pyr+MeBr in methanol (black line)
and the average solvent-solvent interaction for molecules 5Å around the solute in
kcal/mol/molecule (red line). The circles are the mean for a given umbrella together
with the standard deviation from the mean (fluctuation bar). The blue diamonds
are average solvent-solvent interaction energies for molecules 5Å around the solute in
kcal/mol/molecule from 2 ns NV T simulations in reactant, TS and product states,
respectively, together with the standard deviation (fluctuation bar).

The average energy per solvent molecule with respect to the reactant within 5 Å

(red trace) superimposed on the PMF of NH3+MeCl in water (black) is shown

in Figure 3.11. Starting from the reactant structure at rc = −1.2 Å the average

interaction energy remains around ∼ −0.5 kcal/mol/molecule up to rc ∼ −0.4 Å

after which it suddenly increases. Before the transition state the average interac-

tion energy per water molecule is destabilized by ∼ 2.5 kcal/mol to accommodate

the transition state of the solute. At the transition state, rc = 0, the solvent is

destabilized with respect to the reactant by about 1 kcal/mol per water molecule

(but stabilized relative to the structures before the TS by about 1.5 kcal/mol).

Beyond the TS the surrounding water molecules arrange again in a more un-

favourable conformation before their average interaction energies return to levels

comparable to that of the reactant of around ∼ 0.8 kcal/mol at rc ∼ 0.3 Å. This
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demonstrates that the water solvent participates actively in the reaction progress.

For the Pyr+MeBr reaction in methanol the average energy per solvent molecule

with respect to the reactant within 5 Å is shown in Figure 3.12. Starting from

the reactant structure the average energy per solvent molecule remains at ∼ −1

kcal/mol/molecule up to rc ∼ −0.8 Å. Upon approaching the transition state

(rc ∼ −0.5 Å) the average interaction energy between the solvent molecules in-

creases (destabilization). Compared with the NH3+MeCl reaction in water the

destabilization of the solvent starts earlier, though. Before reaching the TS at

rc ∼ 0.4 Å the average interaction energy decreases and reaches a value similar to

that of the reactant albeit with larger variance. Between the TS and the product

structure the interaction energy increases again and then drops back to levels of

the reactant structure. Since the TS and product states are structurally similar

to each other (see Figure 3.9 and its discussion), the effects on the average solvent

energetics are less prominent in the later stage of the reaction.
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Figure 3.13: 2-dimensional solvent distribution for Pyr+MeBr in methanol for rc =
[−0.3, −0.2, −0.1] projected onto the xy−plane, respectively. The color code for atoms
is H (white), C (cyan), N (blue) and Br (pink). Isocontours are reported at 90%,
75%, 50%, 25%, and 10% of the highest occupation for each solvent to allow direct
comparison.

The 2D-solvent distributions for rc = [−0.3,−0.2,−0.1] Å are shown in Figure

3.13. It is found that the density maxima around MeBr decrease in amplitude as

the reaction proceeds from reactant towards TS, especially for the region between

the methyl-H and the Pyr-H. The protic nature of methanol promotes H-bonding

which results in density maxima around the region between the methyl-H and

the Pyr-H. As the isocontours are drawn at the same heights in all representa-

tions, the populations are directly comparable. It is found that as the system

approaches the region with rc = −0.2 Å from either the reactant or the TS side,

the ordering decreases appreciably thus, correlated motions of solvent molecules

are required in this region of the reaction profile. This partly explains in a “time

lapse” picture why reactions “take more time” (ps and longer) than the actual re-

active step (which is rather fs). which is reflected in the energetic destabilization

of the solvent at this position relative to the reactant or TS structure. Hence,

changes in the solvent distribution are directly reflected in the average solvent-
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solvent energetics.

Again, the more extended 2 ns NV T simulations with the solute frozen in its

reactant, TS, and product state geometry were analyzed and the average interac-

tion energies for solvent molecules within 5 Å of the solute were determined, see

Tables 3.3 and 3.4, and the blue diamonds in Figure 3.12. These results compare

favourably with the analysis of the US simulations and indicate that the sampling

from the US simulations is representative.

Solvent Reactant TS Product
Water 0 (0.06) 0.06 (0.06) 0.08 (0.06)
Water-45 0 (0.93) 0.07 (1.05) 0.09 (1.04)
Methanol 0 (0.65) 0.30 (0.41) 0.41 (0.32)
Acetonitrile 0 (0.28) 0.02 (0.28) 0.10 (0.27)
Benzene 0 (2.03) 0.67 (6.30) 0.49 (2.34)
Cyclohexane 0 (1.87) 0.21 (2.26) 0.24 (2.22)

Table 3.3: Solvent-solvent interaction for NH3+MeCl for solvent molecules within 5 Å
of any of the solute atoms. The average energy per solvent molecule of TS and product
states with respect to the reactant, in kcal/mol. The standard deviation from the mean
per solvent molecule given in parentheses. Water-45 labels the simulations in the 45 Å
water box.

In addition, one simulation for the NH3+MeCl reaction in a larger 45 Å cubic

box (Water-45 in Table 3.3) was carried out to assess the influence of the box size

on the solvent energetics. The solvent-solvent interaction energy per molecule for

the entire 45 Å box was 0.01 ± 0.04 kcal/mol and 0.04 ± 0.08 kcal/mol compared

with 0.09 ± 0.06 kcal/mol and 0.10 ± 0.06 kcal/mol in the smaller box for TS and

product state relative to the reactant state, respectively. This is an insignificant

difference and also confirms the results for the analysis of the first solvation shell

in the 30 Å box, see Table 3.3. Finally, when analyzing the solvent-solvent ener-

gies in the first solvation shell from the simulation in the 45 Å box the average
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interaction energies closely follow the results from simulations in the 30 Å box,

see Table 3.3. However, a significant change is in the amplitude of the fluctuation

around the average which increases by an order of magnitude. One reason for

this may be the fact that water at the solute/bulk water interface is more affected

in the larger box compared with the situation in the smaller box because bulk

water is not really established in the smaller system. As the reported energies

are all referenced to the reactant state but fluctuations are reported as absolute

numbers, such effects show up more clearly in the fluctuations rather than in the

average energies. These are effects worth to be explored but outside the scope of

the present work.146

Solvent Reactant TS Product
Water 0 (0.23) 0.61 (0.53) 0.62 (0.55)
Methanol 0 (0.13) 0.40 (0.39) 0.38 (0.40)
Acetonitrile 0 (1.10) 2.13 (1.16) 2.18 (1.20)
Benzene 0 (3.88) 0.65 (4.71) 0.70 (4.64)
Cyclohexane 0 (1.84) 0.19 (2.15) 0.25 (2.23)

Table 3.4: Solvent-solvent interaction for Pyr+MeBr for solvent molecules within 5
Å of any of the solute atoms. The average total energy of solvent boxes of TS and
product per solvent molecule with respect to the reactant, in kcal/mol. The standard
deviation from the mean per solvent molecule given in parentheses.

3.5 Conclusion

The energetics and solvent distributions for two Menshutkin reactions are quanti-

tatively characterized and analyzed at molecular detail. Barrier height reductions

in going from the gas phase to more polar solvents are consistent with what is

known from experiments. The solvent distributions change appreciably between

reactant, transition state, and product states. These changes in solvent structure

are also reflected in the average solvent-solvent interactions. One notable feature

of the solvent-solvent interactions is the fact that the fluctuation around the mean
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increases considerably when going from small to larger solvent molecules.

Starting from the reactant structure the average solvent-solvent interaction within

the first solvation shell (∼ 5 Å within the solute) remains small and constant up

to about 50 % of the barrier height after which it increases rapidly (see Figures

3.11 and 3.12). Around the transition state the solvent-solvent strain relaxes,

increases again and then returns to levels slightly higher than that of the reac-

tant state. This points towards an intimate interplay between solute and solvent

degrees of freedom along the reaction coordinate. It is also of interest to note that

the fluctuations around the mean increase appreciably around the TS. Analysis

of the solvent distributions also suggests that in approaching the TS collective

motions of the solvent molecules are required. This may be one of the reasons why

time scales for reactions can differ dramatically from the actual time to cross the

barrier. It will be of interest to compare these findings with those from unbiased

simulations. However, to obtain sufficient statistics a large number of reactive

trajectories will be required, and ideally a system with a lower activation barrier

is considered.

In summary, a computationally tractable and qualitatively correct description - as

compared with the few experimental data available - of the Menshutkin reaction

the gas phase and in various solvents has been presented. Analysis of the sol-

vent degrees of freedom point towards tight coupling between solute and solvent

dynamics with increased fluctuations in the solvent-solvent interactions around

the transition state. The necessary solvent reorganization between reactant and

TS structures of the solvent requires extensive sampling which is reflected in the

time scale separation between the true rate of a reaction in solution and the time
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required to traverse the barrier.
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Spectroscopy, Dynamics and

Hydration of S-Nitrosylated

Myoglobin

The results presented in this chapter have been previously published in:
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4.1 Abstract

S-nitrosylation, the covalent addition of NO to the thiol side chain of cysteine, is

an important post-transitional modification that can alter the function of various

proteins. The structural dynamics and vibrational spectroscopy of S-nitrosylation

in the condensed phase is investigated for the methyl-capped cysteine model

system and for myoglobin. Using conventional point charge and physically more

realistic multipolar force fields for the -SNO group it is found that the SN- and

NO-stretch and the SNO-bend vibrations can be located and distinguished from

the other protein modes for simulations of MbSNO at 50 K. The finding of stable

cis- and trans-MbSNO is consistent with experiments on other proteins as is the

observation of buried -SNO. For MbSNO the observed relocation of the EF loop

in the simulations by ∼ 3 Å is consistent with the available X-ray structure and

the conformations adopted by the -SNO label are in good overall agreement with

the X-ray structure. Despite the larger size of the -SNO group compared with

-SH, MbSNO recruits more water molecules in the first two hydration shells due

to stronger electrostatic interactions. Similarly, when comparing the hydration

between the A- and H-helices they differ by up to 30 % between WT and MbSNO.

This suggests that local hydration can also be significantly modulated through

nitrosylation.

4.2 Introduction

Nitric oxide (NO) is a cell-signaling molecule relevant to function in the cardio-

vascular, nervous and immune systems.147 Due to its high biological activity and

diffusibility, NO plays an important role in many biological functions ranging from

immune response, regulation of blood pressure to its function as a neurotrans-

mitter.148,149. Furthermore, its reversible binding to ferrous or ferric heme iron is

well characterized.150 One of the well known effects of NO on muscle tissue is the
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activation of guanylate cyclase by the binding of NO to the Heme group, which

leads to relaxation of the smooth muscle.151 In addition, NO can also play an

important role in post-transitional modifications (PTM) of its target protein.152

S-Nitrosylation, i.e. the covalent addition of NO to the thiol side chain of cys-

teine, is an important PTM that mediates signal transduction. More than 3000

proteins, which are responsible for a wide range of cellular functions, have been

identified as candidates for S-nitrosylation under physiological conditions.153 S-

nitrosylation is reversible, precisely targeted and regulated by temporal and spa-

tial arrangements. Specificity of S-Nitrosylation can be governed by acid-base

motifs i.e. electrostatic interactions that affect the pKa of thiol, and the physi-

ological concentration of NO.154 Further, the relative hydrophobicity of the sur-

rounding region of the thiol may provide ’hydrophobic motifs’ that affect solvent

and co-factor accessibility.155 Moreover, S-nitrosylation is known to alter the func-

tion of a protein via allosteric regulation156–159 and can inhibit or promote the

formation of sulfide linkage within or between proteins.155

A number of studies have been proposed to characterize the underlying molecu-

lar mechanism of S-Nitrosylation. One of them is based on S-N decomposition

that leads to thiyl radical formation, and thiol deprotonation as a first step.160

Alternatively, a mechanism by which NO reacts directly with reduced thiol to

generate a radical intermediate was proposed161, or NO2 reacts with thiol to pro-

duce thiyl radical intermediate, subsequently attacked by NO radical to form

nitrosothiol.162 Finally, co-localization of nitric oxide synthase (NOS) enzymes

with target protein found to be a determinant of S-nitrosylation under physio-

logical conditions.163
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Beside the actual mechanism for SNO formation, the detection of the final prod-

uct is equally important. A wide range of indirect detecting techniques have

been proposed, considered, and applied. They include the biotin-switch tech-

nique36, His-tag switch164 or fluorogenic probes165 which can be utilized to infer

S-nitrosylation. Indirect methods usually break the S-N bond and capture the

signals of the sulfur or nitrogen parts, instead of addressing the SNO adducts

directly. However, such techniques have limitations and drawbacks in terms of

their selectivity and reproducibility.38 Indirect methods need sequential manipu-

lation before final analysis and can be hampered by decreasing chemoselectivity

in each step.39 Also, interference of other species such as NO−
2 can yield artifacts

in quantitative measurements.166

Direct detection techniques such as gold nanoparticles (AuNP), phenylmercury,

organophosphine or benzenesulfinate probes target the intact SNO moieties.39

One limitation is incomplete free thiol blockage which can lead to false positive

results with AuNP.167 Also, depending on the compound used as a probe, the

general applicability can be limited due to toxicity, as is the case with phenylmer-

cury.39 Further, it was reported that indirect sunlight can lead to reduction of

biotin-HPDP to biotin-SH, and cause false-positives.168

An alternative direct technique to demonstrate that S-nitrosylation has occurred

is infrared (IR) spectroscopy. IR spectroscopy is a widely used technique for the

structural characterization of proteins.169,170 Conformationally sensitive vibra-

tions within the peptide backbone of the protein are the amide I (1600 to 1700

cm−1), amide II (1510 to 1580 cm−1), and amide III (1200 to 1350 cm−1) bands

which report on the peptide backbone vibrations. As such, the method provides

a structural fingerprint by which target proteins can be identified. Similarly, the
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SNO probe has the SN stretch, SNO bending and NO stretch modes which provide

potentially useful signatures in the infrared to establish that S-nitrosylation has

occurred. The main advantage of SNO is the chemical uniqueness of the probe.

Only cysteine and methionine residues contain a sulfur atom and SN single and

NO double bonds are absent in unmodified amino acids. On the other hand the

frequency of the NO stretch mode at ∼ 1525 cm−1 overlaps with the amide II

band which makes it potentially challenging for direct detection.171 There are also

experimental difficulties to measure the IR spectrum of proteins in water. Due

to the overlap between the HOH bending vibration of water and the conforma-

tionally sensitive amide II region at ∼ 1600 cm−1, the signals can be considerably

improved by recording difference spectra for the 14NO and 15NO isotopes172, by

subtracting the water background173,174, or by subtracting the spectrum of the

WT system.

Several studies examined the spectral175–181 and structural182–184 properties of

S-Nitrosothiols in various media. The vibrational spectra of S-nitrosoglutathione

(GSNO) were measured in the solid state at room temperature171,176 and reported

NO-related frequencies from Raman spectroscopy at [1385 cm−1, 1526 cm−1]171

and at [1467 cm−1, 1479 cm−1] from Raman and IR spectroscopy,176 respectively.

The assignments were based on difference spectra between glutathione (GSH)

and GSNO. Depending on the RSNO compound considered, the frequencies from

experiments in KBr pellets in the infrared can range from 1479 cm−1 to 1514

cm−1 and those from Raman spectroscopy cover 1467 cm−1 to 1513 cm−1, slightly

shifted to lower frequency (red shift).176 GSNO in the solid state was studied as

an analogue of S-nitrosylated Cysteine171 which is also the reason why compar-

ison in the present work is made with the band at 1526 cm−1.171 Also, the IR

spectra for ethyl thionitrites were studied177 in the gas phase for both, the cis-

and trans-conformers. The NO stretch frequency was at 1537 cm−1 for the cis-,
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and at 1559 cm−1 for the trans- conformer, respectively. Hence, the frequency

of the trans-conformer is shifted to higher frequency (blue shift) with respect to

the cis-orientation by 22 cm−1. For S-nitrosoglutathione (GSNO) in solution at

room temperature only the cis-conformer was reported with a stretch frequency

at 1497 cm−1.185 Experiments on [GSNO+H]+ in the gas phase using IRMPD

spectroscopy reported the NO stretch signal at 1690 cm−1.178 Accompanying cal-

culations at the DFT level of theory found a pronounced sensitvity of this band

to the conformation for which the normal mode calculations were carried out.

For 4 different conformers considered, the NO stretch covers a range from 1640

cm−1 to 1714 cm−1.178

Isotopic substitution (14N→15N and 16O→18O) can also be used to assign vibra-

tions and to determine their sensitivity to the local environment. Several stud-

ies have reported the vibrational spectroscopy of, mostly charged, isotopically-

labeled S-nitroso analogues.176,178,186,187 For experiments in the gas-phase, ions of

S-nitrosocysteine (CysNO) were generated by electrospray ionization and probed

via infrared multiple photon dissociation (IRMPD) spectroscopy.186 The NO

stretch for the [CysNO–H]− anion was found at [1460,1488] cm−1 which shifted to

the red [1418,1454] cm−1 upon 15N substitution, i.e. by ∼ −40 cm−1. Contrary to

this, for the [CysNO–H]+ cation, a blue shift of 2 cm−1 from (1716 cm−1 to 1718

cm−1) was reported although the IR spectrum for the 14N isotope was not directly

observed because the band was deemed covered by another vibration.186 These

results show that both, the absolute wavenumber and the isotope-induced shift

for nitrosylated Cysteine depend on the charge of the species. From these results

it is conceivable to expect a) the NO-stretch in neutral CysNO midway between

1460 cm−1 and 1716 cm−1 (consistent with reported frequencies of ∼ 1525 cm−1

for neutral analogues in the solid state) and b) an isotope-induced red shift of

an estimated ∼ −20 cm−1 upon 14N→15N replacement. It has, however, to be
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pointed out that no IR or Raman experiments are available for neutral CysNO

in the gas phase or in solution.

Computational methods provide a viable alternative to investigate the relation-

ship between structure, spectroscopy, and dynamics.188 Earlier investigations of

the thiol group included electronic structure studies of small model systems, such

as CH3SNO182,183 or empirical force fields based on harmonic potentials using

point charge (PC) models.189,190 In the present study, the spectral and structural

properties of wild type (WT) blackfin tuna myoglobin (Mb) and its S-Nitrosylated

analogue are studied by means of molecular dynamics simulations using Morse po-

tentials and point charge and multipolar (MTP) force fields for the electrostatics.

Two conformations of S-Nitrosylated myoglobin, cis-MbSNO and trans-MbSNO,

with respect to the CβSNO angle are considered. The aim is to characterize

the absorption features in the infrared and the structural effects induced by S-

Nitrosylation of Cys10. Changes in the local structure are potentially important

for modifications in the function of a protein. Hence, the global and local dy-

namics of the protein and its helices and loops, and changes in the solvent shells

around the protein are investigated.

The present work is structured as follows. First, the force field parametrization

and the atomistic simulations are described. This is followed by the discussion

of calculated IR and power spectra of the CysNO model system. Then, the IR

spectra of WT, cis-MbSNO and trans-MbSNO are presented and discussed. Fi-

nally, structural effects induced by S-Nitrosylation are discussed and conclusions

are drawn.
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4.3 Computational Methods

4.3.1 Molecular Dynamics

All molecular Dynamics (MD) simulations were performed using the CHARMM123

software with the CHARMM36191 force field. The equations of motion were prop-

agated with a leapfrog integrator192, using a time step of ∆t = 1 fs and all bonds

involving hydrogen atoms were constrained using SHAKE.193 Non-bonded inter-

actions were treated with a switch function194 between 12 and 16 Å and electro-

static interactions were computed with the particle mesh Ewald method.195

Cys-NO: For simulating nitrosylated cysteine (Cys-NO), the molecule was placed

in the center of a cubic box (dimensions 25 × 25 × 25 Å3) of TIP3P196 water and

maintained there with a weak center-of-mass constraint with a force constant of

1 kcal/mol. Two sets of simulations were carried out: one using PC electrostatics

and the other one with MTP interactions, see below. First, the systems were

heated to 300 K and equilibrated at this temperature in the NV T ensemble for

500 ps. Production simulations of 10 ns were then performed in the NV E en-

semble.

WT and Nitrosylated Mb: For the simulations involving wild type and S-nitrosylated

Mb, eight different simulations were set up: wild-type myoglobin (PDB: 2NRL)197

at 50 K and 300 K, cis- and trans-S-Nitrosylated myoglobin (S-Nitrosylation at

Cys10) with a PC model for the -SNO moiety at 50 K and 300 K, and cis-

and trans-S-Nitrosylated myoglobin with a multipolar charge model at 50 K

and 300K. Because density for the terminal residue Gly147 was missing in the

2NRL structure only residues Ala2 to Ser146 were used to set up the WT and

S-nitrosylated protein at position Cys10. With this setup, simulations for cis-
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MbSNO and trans-MbSNO starting from the same initial structure except the

dihedral angle ϕ(CβSNO) (0◦ for cis-MbSNO and 180◦ for trans-MbSNO) were

started.

All systems were solvated in a 80 × 80 × 80 Å3 cubic box of TIP3P196 water

molecules with buffer regions of 15 Å to the edges of the box. The protein was

weakly constrained to the middle of the simulation box, minimized, heated to the

desired temperature and equilibrated for 500 ps in the NV T ensemble. Produc-

tion runs of 10 ns were then performed in the NV E ensemble.

4.3.2 Parametrisation of the Force Field

Figure 4.1: The structure of methyl-capped CysNO used for the parametrization of
the force field. The CysNO ligand is shown as CPK. The color code for the atoms is H
(white), C (cyan), O (red), N (blue), S (yellow).

The CHARMM36 force field was employed to describe the methyl-terminated

Cys residue. The additional parameters required for Cys-NO were determined

from electronic structure calculations. For this, the structure of nitrosylated,

CH3–terminated Cysteine (see Figure 4.1) was optimized at the MP2/aug-cc-

pVDZ198,199 level of theory. All electronic structure calculations were carried out
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with Gaussian09.128 The nature of the stationary point was verified by calculating

vibrational frequencies. Then the SN bond was scanned along the bond separa-

tion r on a grid between 1.3 and 6 Å whereas the NO bond was scanned between

0.9 and 5.1 Å, both in increments of 0.1 Å. The coordinates of all atoms except for

the NO moiety along the SN bond scan, and O for the NO bond scan were frozen.

Next, the reference MP2 energies were fit to Morse oscillator functions V (r) =

De[1 − exp(−β(r − re))]2 where De is the well-depth, re is the equilibrium bond

distance, and β is the parameter that controls the steepness of the potential.

Subsequently, the steepness parameters β are adjusted such as to reproduce ex-

perimental frequencies of the SN and NO stretch vibrations at 520 and 1526

cm−1, respectively.171 The β values were 2.171 Å−1 and 1.437 Å−1 for the SN and

NO stretch before fitted to the experimental vibration. For these parametriza-

tions the energetically more stable cis-conformer was considered. The final Morse

parameters after fitting β to the experimentally observed stretch frequencies are

De = 202.7 kcal/mol, β = 1.887 Å−1, re = 1.207 Å for the NO bond andDe = 71.1

kcal/mol, β = 1.987 Å−1, re = 1.843 Å for the SN bond.

For the SNO bending, the angle was scanned between 0◦ and 180◦. For the bend-

ing potential, the reference energies were fitted to V (θ) = kθ(θ− θe)2 where kθ is

the force-constant and θe = 0 is the equilibrium angle. Fitting the force constant

to reproduce the experimentally determined frequency171 of the SNO bending

motion in GSNO at 886 cm−1 yields a value of kθ = 132.5 kcal/mol/rad2 and

θe = 115.6◦.

For the electrostatic interactions two different models were developed. One of

them is a standard point charge (PC) model and the second one uses multipoles
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(MTPs) on the S, N, and O atoms.200,201 For this, the charges of all atoms except

for the S, N, and O atom (i.e. the -SNO label) were those of the CHARMM36

force field191 which were kept unchanged. This was done in order to maintain

the parametrization of the cysteine residue consistent with the remaining protein

force field. On the other hand, the quality of the ESP fit will be affected by this

strategy, see below. Two models were considered. The first is a PC model, fitted

to the electrostatic potential (ESP) of the optimized structure of Cys-NO at the

MP2/aug-cc-pVDZ level of theory, see Table 4.1. Next, these fitted PCs were

frozen at the optimized values and the atomic dipole and quadrupole moments

were fitted to improve the model.51 All parameters are reported in Table 4.1.

Figure 4.2: The density cube generated from the cis-CysNO residue with PC model
(Up-Left) and MTP model (Up-Right). The cube generated from the difference between
PC and MTP model (Down-Left) and reference ESP cube at MP2/aug-cc-pVDZ level
(Down-Right).
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Figure 4.3: The density cube generated from the trans-CysNO residue with PC model
(Up-Left) and MTP model (Up-Right). The cube generated from the difference between
PC and MTP model (Down-Left) and reference ESP cube at MP2/aug-cc-pVDZ level
(Down-Right).

The ESP maps for cis- and trans-CysNO with PCs and MTPs and the differences

between the reference ESP (at the MP2 level) and those from the PC and MTP

models are reported in Figures 4.2 and 4.3. The RMSE between reference ESP

and the PC model is 8.36 kcal/mol and 7.44 kcal/mol for cis-CysNO and trans-

CysNO, respectively. This rather larger difference originates from the fact that

the CHARMM36 charges were retained and not allowed to adjust to the reference

ESP in the fit. When including the MTPs on the -SNO label the RMSE decreased

to 4.21 kcal/mol for cis-CysNO and 2.32 kcal/mol for trans-CysNO which is a

significant improvement over a conventional PC model.

Atom PC [e] Dipole [ea0] Quadrupole [ea2
0]

Q00 Q10 Q1C Q1S Q20 Q21C Q21S Q22C Q22S

S 0.330 -0.373 0.079 0.000 0.032 0.006 0.000 -0.019 0.000
N -0.203 0.000 0.359 0.128 0.370 0.000 0.000 -0.265 0.006
O -0.127 0.104 -0.135 0.000 -0.040 0.040 0.000 -0.034 0.000

Table 4.1: The PC, dipole and quadrupole parameters generated at MP2/aug-cc-
pVDZ level which been used in the MTP simulations
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4.3.3 Infrared Spectrum

The infrared spectrum was obtained from the Fourier transform of the dipole

moment autocorrelation function. For this, the molecular dipole moment was

calculated from the MD trajectories and the partial charges. The autocorrelation

function where i is the index number of a snapshot

C(t) = ⟨−→µ (0) · −→µ (t)⟩ (4.1)

was accumulated over 215 time origins to cover 1/3 to 1/2 of the trajectory. From

this, the absorption spectrum is determined according to

A(ω) = ω(1 − e−hω/(kBT ))
∫
C(t)e−iωtdt (4.2)

where T is the temperature in Kelvin, kB is the Boltzmann constant and the

integral is determined using a fast Fourier transform (FFT). IR spectra of WT,

cis-MbSNO and trans-MbSNO have been generated for blocks of 100 ps simula-

tion by correlating over 219 time origins. A total of 100 spectra were generated

for each system (total simulation time of 10 ns) and averaged.

Additionally power spectra of the NO and SN bonds and the SNO angle have

been calculated from the FFT of the bond length and angle time series auto-

correlation functions. This provides assignments of the vibrational spectra and

allows to detect couplings between modes.202 These power spectra were not av-

eraged and correlated over 215 time origins for the entire simulation time of 10 ns.
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4.4 Results

First, the structural dynamics and IR spectroscopy of nitrosylated cysteine in

solution was investigated. This provides a basis for characterization and inter-

pretation the dynamics and spectroscopy of cysteine incorporated in a protein,

such as myoglobin. Next, the spectroscopy and conformational dynamics of cis-

and trans-MbSNO are discussed.

4.4.1 Dynamics and Spectroscopy of CysNO

Figure 4.1 shows the structure of cis-CysNO in aqueous solvent. Quantum chem-

ical calculations at the MP2/aug-cc-pVDZ level show two minima with ϕCSNO

dihedral angles of 0 and 180◦. The energy profile V (ϕ) is reported in Figure 4.4

and shows a stability difference between the global minimum (cis-Cys-NO) and

the trans-conformer (ϕ = 180◦) of 2.5 kcal/mol with the two states separated by

a barrier of ∼ 15 kcal/mol at the MP2 level of theory. Hence, interconversion

between the two states is expected to be slow and will be on the millisecond time

scale according to transition state theory.
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Figure 4.4: The energy profile of the CSNO torsion angle at the MP2/aug-cc-pVDZ
level of theory.

The IR and power spectra for Cys and CysNO are shown in Figure 4.5 and

compared with the experimental line positions of the vibrations from Raman

spectroscopy of S-nitrosoglutathione (GSNO) in the solid state171 which was the

reference for the parametrization. The NO stretch peak is clearly visible in Figure

4.5A at 1540 cm−1 for cis–CysNO and 1538 cm−1 for trans–CysNO (red and blue

traces, respectively ) as the power spectrum in Figure 4.5B confirms. Contrary

to that, the SN and SNO peaks are more difficult to locate in the power spec-

trum. Considering the power spectra in Figures 4.5C and D, the SN stretch and

SNO bending modes are at 514 cm−1 and 871 cm−1 for cis-CysNO and 495 cm−1

and 881 cm−1 for trans-CysNO, respectively, which are close to the experimental

values. The power spectra (Figures 4.5B to D) show that SN and SNO modes

are strongly coupled whereas the coupling to the NO stretch is less pronounced.

Although the same force field was used for cis- and trans-CysNO, their spec-

troscopy for the SN and SNO modes differs. In the power spectra, the bands of

trans-CysNO are shifted to lower frequency (red shift) by 29 cm−1 for SN and

blue shifted by 14 cm−1 for SNO with respect to cis-CysNO, which should be suf-
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Figure 4.5: Infrared and power spectra for Cys (black) and Cys-NO (blue and red) in
water. Panel A: calculated IR spectrum of Cys (Black), cis-Cys-NO (red) and trans-
Cys-NO (blue) from the MD simulations at 50 K with the MTP model. Panels B to
D: the NO, SNO and SN power spectra, respectively. The dashed lines at 520 cm−1,
886 cm−1 and 1526 cm−1 are the experimental values for the SN, SNO and NO modes
in GSNO in the solid state, respectively.171 The dashed lines indicate the positions of
the experimental values.

ficient to detect both isomers if they are present in solution. For the NO-stretch

the splitting between cis- and trans-CysNO is 3 cm−1 in the gas phase which

compares with 21 cm−1 for methyl thionitrite (CH3SNO) in an Argon matrix175

whereas in solution, the present simulations only find an insignificant splitting.

Consistent with experiment, the simulations also find that the trans-conformer

absorbs at higher frequency. The different magnitude of the shift in the gas phase

may be due to both, the different environment (argon in the experiments) and

the somewhat different chemical environment of CH3 versus Cysteine. Further,

the SN stretch is at 376 cm−1 for cis-CH3SNO and 371 cm−1 for trans-CH3SNO

which amounts to a red shift by 5 cm−1.175 This shift was more pronounced in
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the present simulations with 29 cm−1.

Next, the frequency shifts following isotopic substitution (14N→15N and 16O→18O)

are determined for cis- and trans-CysNO. The power spectra for the 14N16O,
15N16O, 14N18O and 15N18O for cis- and trans-CysNO in the gas phase are pre-

sented in Figures 4.6A and B. Identical simulations as those above for all three

isotopic variants lead to red shifts of the 15N16O-stretch by [–32, –24] cm−1 for

[cis,trans]-CysNO, [–36,–33] cm−1 for the 14N18O-stretch, and [–68,–66] cm−1 for

the 15N18O-stretch relative to those of 14N16O, respectively. These findings are

consistent with expectations from experiments186 on the ionic species which are

estimated at ∼ −20 cm−1 for 15N16O compared with [–32, –24] cm−1 from the

present simulations.

Figure 4.6: Power spectra for all four isotopic variants of (panel A) cis- and (panel
B) trans-CysNO from 1 ns simulations at 50 K in the gas phase. The isotope-induced
red shifts for 15N16O (red), 14N18O (blue) and 15N18O (green) compared to 14N16O
(black) are provided in respective colors. For all power spectra a running average is
reported and panel B shows a comparison between the raw data and the running average
for 15N18O. The isotopic shifts are reported as the frequency differences between the
maxima of the most pronounced peaks.
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4.4.2 The Structural Dynamics and Spectroscopy of Mb-

SNO

A

B
C

D

E

F

G

H

Cys10
HEME

Figure 4.7: Structure of trans-MbSNO (Cartoon representation) with helices A to
H in different color together with corresponding labels. The heme group and the S-
Nitrosylated Cys10 residue are represented by CPK. Cys10 is part of the A-helix of
Mb.

Next, the dynamics and spectroscopy of wild-type (WT) blackfin tuna myoglobin

(PDB: 2NRL)197 and its S-nitrosylated variant197 at Cys10 (PDB: 2NRM) was

considered, see Figure 4.7. For the S-nitrosylated cysteine in blackfin tuna myo-

globin two different cis-conformers were reported.197 The major and minor cis-

conformers had ϕ(NCαCβS) dihedral angles of −62◦, 55◦ and ϕ(CαCβSN) of

172◦, −72◦ in the X-Ray structures, respectively. In the simulations at 300 K

with both, PC and MTP models, the structure with ϕ(NCαCβS) ∼ −62◦ was

present throughout the 10 ns simulation (see Figure 4.8B). With respect to the
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dihedral ϕ(CαCβSN), the simulation using MTPs sampled only the state with

∼ 160◦ which is close to the major cis- conformer value whereas the simula-

tion with PCs sampled both states with ∼ −85◦ which is close to the minor

cis- conformer value and ∼ 160◦, see Figure 4.8A. The first, shorter lived state

with ϕ(NCαCβS) ∼ −85◦ using PCs was sampled for the first 2 ns after which

ϕ(NCαCβS) switched to ∼ 160◦ and remained there for the rest of the simulation

(see Figure 4.8B). These results indicate that the simulations are able to account

for the major cis- conformer with both charge models at 300 K. Given the different

spectroscopic features for cis- and trans-CysNO, for MbSNO also both conform-

ers were considered in the MD simulations. The dynamics and spectroscopy of

the WT and S-nitrosylated variants were studied at 50 K and 300 K using PC

and MTP charge models.
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Figure 4.8: Panel A) Dihedral angle of CαCβSN for Cys10 as a function of time in cis-
MbSNO with PC (red), trans-MbSNO with PC (blue), cis-MbSNO with MTP (green)
and trans-MbSNO with MTP (orange) at 300 K. Panel B) Dihedral angle NCαCβS
of Cys10 as a function of time in cis-MbSNO with PC (red), trans-MbSNO with PC
(blue), cis-MbSNO with MTP (green) and trans-MbSNO with MTP (orange) at 300 K.
Dashed lines represent the values from the major (cyan) and minor (violet) cis-MbSNO
conformer in 2NRM.
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Figure 4.9: Root Mean Squared Fluctuation of each residue at 50 K (panel A) and
300 K (panel B) from simulations using the PC and MTP model. (Black line: WT, Red
line: cis-MbSNO with PC, Blue line: trans-MbSNO with PC, Green line: cis-MbSNO
with MTP and Orange line: trans-MbSNO with MTP). The location of CysNO (at
position 10), and helix A (Ala2 to Glu15), helix H (Gly121 to Ser146), loop EF (Ala74
to Ile81) and loop GH (Glu113 to Gly120) are explicitly indicated. Note the different
scales along the y−axis in panels A and B.

The root mean squared fluctuations of the Cα atoms of every residue at 50 K

and 300 K from 10 ns simulations with the PC and MTP models are reported in

Figure 4.9 (top and bottom) for the WT (black), cis-MbSNO (PC, red), trans-

MbSNO (PC, blue), cis-MbSNO (MTP, green), and trans-MbSNO (MTP, or-

ange). At 50 K all RMSFs are small and S-nitrosylation of Cys10 decreases the
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flexibility of cis- and trans-MbSNO with PC in the C-, E-, F-, and G-helix re-

gions compared with WT. The RMSF for residues Lys31 to Glu35 (end of helix

B and beginning of helix C) display reduced flexibility as a consequence of the

chemical modification. The largest differences are found for the residues between

Lys90 and Leu102 (end of helix F, FG loop, beginning of helix G). With MTPs

on the -SNO label the RMSFs for cis-MbSNO are typically larger or equal com-

pared with WT (PC) due to unfavorable conformation around the -SNO group

whereas for trans-MbSNO they are comparable. Contrary to simulations at 50 K

that sample the CαCβSN dihedral only at one particular angle, the dynamics of

cis-MbSNO samples states characterized by angles of 94◦ and 80◦ (see blue line

in Figure 4.10). The conformational change of S-nitrosylated Cys10 from 94◦ to

80◦ at such low temperature indicates an unfavorable conformation that could

lead to a higher flexibility of the protein.
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Figure 4.10: Dihedral angle of CαCβSN for Cys10 as a function of time in cis-MbSNO
with PC (red), trans-MbSNO with PC (blue), cis-MbSNO with MTP (green) and trans-
MbSNO with MTP (orange) at 50 K. Dashed lines represent the values from the major
(cyan) and minor (violet) cis-MbSNO conformer in 2NRM.
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Figure 4.11: Superposition of the experimentally measured197 Cα B-factors and the
computed Cα RMSFs from the present simulations. A) Experimental WT B-Factors
(black) vs. Experimental MbSNO B-Factors (red) B) Scaled Experimental WT B-
Factors (black) vs WT RMSF at 300 K (blue) C) MbSNO: Scaled experimental B-
Factors (red) vs. RMSF from simulations for cis-MbSNO with PC at 300 K (green)

At 300 K, the differences in flexibility of each residue between WT, cis- and

trans-MbSNO with both PC and MTP are much smaller. While the magnitude

of the RMSF between 50 K and 300 K increases considerably, as expected, the

differences between the cis-, trans-MbSNO and WT become more specific. NO

attachment decreases the flexibility of residues Ala2 to Cys10 (helix A) for both,

cis- and trans-MbSNO, compared with WT. This indicates a rigidification of he-

lix A and suggests that nitrosylation at Cys10 impacts on the protein dynamics

around the modification site. Moreover, increased flexibilities up to 1.7 Å are

found for residues Glu70 to Ile81 (EF loop). This is the region with the largest

displacements in both, cis- and trans-MbSNO compared to WT. It is interest-

ing to note that although attachment of NO to Cys10 may appear as a small

perturbation, the Cα B-factors from the experimental X-ray structures can dif-

fer throughout the protein, see Figure 4.11A. Comparing (scaled) experimental

B-factors with computed RMSF for WT Mb shows that the two agree qualita-

tively, except for the region around residue 30 (Figure 4.11B). Similarly, there

is qualitative agreement between experiment and simulations for MbSNO except
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for a few residues around position 60. The results show the intrinsic flexibility

of loops EF and GH which is correctly captured in the simulations. The lack of

more quantitative agreement between experiment and computations can be due

to the fact that two conformers exist for MbSNO. In such cases it was found that

B-factors can decrease due to partial occupancies of the different substates.203

Also, lattice disorder and crystal packing effects that occur in experiments are

not included in the simulations204 and may lead to differences between results

from experiments and simulations.
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Figure 4.12: Comparison of the calculated IR spectra for WT, cis- and trans-MbSNO
from 10 ns simulations at 50 K in the region of the SN stretch (panels A and D), SNO
bend (panels B and E), and NO stretch (panels C and F). Top row from simulations with
PC (black: WT, red: cis-MbSNO, blue: trans-MbSNO). Bottom row from simulations
with PC and MTP (black: WT, red: cis-MbSNO with PC, green: cis-MbSNO with
MTP). The dashed vertical lines indicate the experimental values of the corresponding
vibrations in GSNO171 and the colored stars label the spectral signatures to which
the mode was assigned based on analysis of the power spectra. In general, the WT
spectra (black) are featureless in the region where the -SNO label shows spectroscopic
signatures.
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The spectra related to the NO and SN stretches and the SNO bend are reported

in Figures 4.12A to C from simulations for cis- and trans-SNO with PCs. A

comparison for PC and MTP simulations is given in Figures 4.12D to F. For

the NO stretch (Figure 4.12C) the peak for cis-MbSNO from simulations with

PCs appears at 1526 cm−1 compared with 1532 cm−1 for trans-MbSNO. These

absorption frequencies for the NO stretch compare with 1526 cm−1 from exper-

iments on GSNO in the solid state, i.e. identical to that for cis-MbSNO, and a

blue shift of 6 cm−1 for trans-MbSNO between simulations and experiment. It

is also noted that the NO-stretch vibration in CysNO (at 1538 cm−1 and 1540

cm−1 for cis- and trans-CysNO with MTPs) differs from that for cis-MbSNO and

trans-MbSNO by 14 and 6 cm−1, respectively, see Figure 4.5. Likewise, a blue-

shift was observed for trans-CH3SNO relative to cis-CH3SNO for experiments in

argon.175 The intensity of the NO band for trans-MbSNO is higher compared

with that of cis-MbSNO. Figure 4.12C also shows that the NO stretch is clearly

set apart from the nearby the amide II band which is ranging from 1500 to 1620

cm−1 in the simulations and from 1500 to 1600 from experiments.205 This should

make it possible to locate the NO stretch mode from experiments, in particular

when reference spectra for the WT protein or for two different isotopes of the

label (14NO and 15NO) are subtracted.

The SN stretch and SNO bend modes are more challenging to identify for both

conformations. The spectrum in Figure 4.12B has the SNO bending mode at 876

cm−1 for cis-MbSNO which shifts to 886 cm−1 for the trans-conformer. Finally,

the SN stretch appears at 522 cm−1 for cis-MbSNO and at 494 cm−1 for the

trans-conformer, see Figure 4.12A. Hence, the orientation of the NO group (cis

vs. trans) shifts these modes by 6 to 28 cm−1. Again, the magnitude of these

shifts is consistent with the findings for CysNO in water.
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In order to quantify the influence of the charge model used on the infrared sig-

natures of the SN stretch, SNO bending, and the NO stretch, cis-MbSNO was

considered. For this, a 10 ns MD simulation at 50 K was carried out with MTPs

on the -SNO moiety. The corresponding spectra are shown in Figures 4.12D to F.

The NO stretch from the simulations with MTP appears at 1527 cm−1 which is

shifted by 1 cm−1 to the blue compared with the simulation with the PC model.

The intensity of this peak increases considerably when using the more elaborate

model for the electrostatics, see Figure 4.12F. For the SNO bending vibration the

frequency maximum appears at 880 cm−1 in the simulation with MTPs which is

a shift of 4 cm−1 to the blue compared with the PC simulation. Finally, the SN

stretch is at 531 cm−1, shifted by 9 cm−1 to the blue compared with the PC sim-

ulation. Hence, all three vibrations shift to the blue in simulations with the MTP

model compared with PCs. Such shifts are typical for simulations with PCs and

MTPs.206–210 The increased intensity with MTP model made it easier the detect

the vibrations on the total IR spectrum of the protein, especially for SNO and NO.
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Figure 4.13: Infrared spectrum of WT (black), cis-MbSNO (red) and trans-MbSNO
(blue) at 50 K from the total dipole moment of the protein.

In summary, it is noted that in the regions of the SN stretch, SNO bend and

NO stretch modes the intensity of the spectrum for WT myoglobin (black trace

in Figure 4.13) is characteristically low whereas those for the two nitrosylated

variants show increased intensities (see arrows in Figure 4.13). The calculated

IR spectra from simulations with PCs and the Fourier transform of the protein

dipole autocorrelation function for WT, cis-MbSNO with PC and trans-MbSNO

are reported in Figure 4.13. Spectral features of amide I, amide II and amide

III absorption bands are present in all spectra with varying intensities. Also,

the blue shifted frequencies in particular for the NO-stretch vibration for trans-

versus cis-SNO is consistent with experiments on model compounds in the gas

phase or in argon matrices.

87



Chapter 4.

1450 1475 1500 1525 1550 1575

Frequency (cm
-1

)

0

0.05

0.1

0.15

0.2

In
te

n
s
it

y

Figure 4.14: Power spectra for all four isotopes of cis-MbSNO with PC from 1 ns
simulations at 50 K in solution. The isotope-induced red shifts compared to 14N16O
(black) are –30 cm−1, –36 cm−1, and –68 cm−1 for 15N16O (red), 14N18O (blue) and
15N18O (green), respectively.

Figure 4.15: Infrared spectrum of cis-MbSNO with PC at 50 K computed from
different 2 ns intervals, vertically displaced for clarity. Black line: 0 to 2 ns, red line: 2
to 4 ns, blue line: 4 to 6 ns, green line: 6 to 8 ns, orange line: 8 to 10 ns, indigo line:
0 to 10 ns. The vertical dashed line indicates the location of the NO-stretch vibration.
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The frequency shifts for the NO-stretch following isotopic substitution (14N→15N

and 16O→18O) were also determined for cis-MbSNO with PC, see Figure 4.14.

The power spectra for the three isotopic substitutions yield red shifts of –30 cm−1

(15N16O), –36 cm−1 (14N18O), and –68 cm−1 (15N18O), respectively. These shifts

differ by –2 cm−1 at most from those found for CysNO. As a final point, the

convergence of the spectra from the 10 ns simulations was assessed by consid-

ering cis-MbSNO with PC at 50 K. Figure 4.15 compares IR spectra from five

successive 2 ns intervals and the IR spectrum from the entire 10 ns simulation.

The important amide I, II and III bands (see Figure 4.13) as well as the NO

stretch are present in all spectra but with varying intensities which provides a

convergence measure of the IR spectra on the time scale of the present simulations.

4.4.3 Water Structure and Global Structural Changes

Next, it is of interest to consider the local water ordering around the modifica-

tion site (Cys10) for WT and nitrosylated Mb. The radial distribution function

gS−OW(r) and corresponding coordination number NS−OW(r) of water oxygen

(OW) with respect to the sulfur atom of Cys10 in WT, cis-MbSNO, and trans-

MbSNO are shown in Figure 4.16. At 300 K and with PC for the simulations the

first solvation shell peak appears at 3.5 Å in all proteins. While the difference of

the first solvation peak in terms of peak height and shape is marginal, the radial

distribution functions for cis- and trans-MbSNO (red and blue) differ from that

for WT (black) in the region between 4 Å and 7.5 Å, see Figure 4.16. Hence,

with respect to the Cys10-sulfur atom both, cis-MbSNO and trans-MbSNO, are

more highly hydrated in the range of rS−OW ∼ 5 to 7 Å compared with WT. Since

nitric oxide is more solvent exposed in trans-MbSNO (blue trace) compared to

cis-MbSNO (red trace) the -SNO label is more highly hydrated in the trans-

conformation. The occupation of the first solvation shell (up to rS−OW ∼ 6.25
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Å) for WT and nitrosylated Mb is found to differ by about 1 water molecule,

which amounts to an increase of 10 %, see dashed line in Figure 4.16. Although

the -SNO (modified Mb) group evidently occupies more space compared with

-SH (WT Mb), attaching the -NO label recruits more water molecules. This is

evidently an effect of the different electrostatics between water and the -SH and

-SNO groups, respectively.
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Figure 4.16: Radial distribution function of water oxygen and the corresponding
coordination number of NO(r) of water oxygen with respect to the sulfur atom obtained
from NV E simulations at 300 K. Color code: WT (black), cis-MbSNO with PC (red),
trans-MbSNO with PC (blue), cis-MbSNO with MTP (green), trans-MbSNO with MTP
(orange). The vertical dotted line indicates the completion of the first solvent shell by
which the number of hydration waters between WT and the modified proteins differs
by ≈ 1 water molecule, i.e. a change of about 10 %, despite the larger volume the -SNO
group occupies compared to -SH.

Similar to the IR spectra, the gS−OW(r) was computed for successive 2 ns inter-

vals, see Figure 4.17. This shows that after 2 ns the gS−OW(r) fluctuates around

a well defined average. Also, it is found that the first solvation shell around

the -SNO label is established within the first 2 ns. This data also demonstrates

that 10 ns simulations are sufficient for obtaining a meaningful radial distribution

function for a particular conformational substate (here cis-MbSNO).
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Figure 4.17: Radial distribution function of water oxygen with respect to the sulfur
atom obtained from cis-MbSNO with PC in NV E ensemble at 300 K. The data collected
from 2 ns time intervals. Indigo line: 0 to 2 ns, red line: 2 to 4 ns, blue line: 4 to 6 ns,
green line: 6 to 8 ns, orange line: 8 to 10 ns, black line: 0 to 10 ns.

With the MTP model, trans-MbSNO displays a shallower first solvation shell

compared to PC, while cis-MbSNO with MTP has comparable solvation to PC.

The dissimilar impact of additional multipoles on the two conformers can be ratio-

nalized by the ϕ(NCαCβS) angles sampled during the dynamics. For cis-MbSNO

and both charge models this angle fluctuates around ∼ −60◦ throughout the

10 ns simulation (see red and green lines in Figure 4.8B). However, for trans-

MbSNO (see Figure 4.8B) the ϕ(NCαCβS) angle sampled differs between PC and

MTP. With both models ϕ(NCαCβS) samples structures with ∼ −55◦ - albeit

only briefly for PCs - and ∼ 52◦. For the simulation with PCs, in addition the

orientation with ϕ(NCαCβS) = −170◦ is sampled. Also, the residence time in the

configuration with ϕ(NCαCβS) ∼ −55◦ differs between simulations with PC (9

ns) compared with MTP (5.75 ns) and the simulation with PCs spontaneously re-
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turns to the conformation with ϕ(NCαCβS) = −62◦. Consequently, the different

level of solvent exposure can be the underlying reason for the shallower solvation

shells observed with MTP. However, longer simulations (and hence more transi-

tions) are required for quantitative characterizations of such residence times.

Figure 4.18: The conformational changes in the protein structure induced by S-
Nitrosylation, averaged over the last ns of free dynamic simulations at 50 (Left) and
300 K (Right) with PC model. WT (cyan), cis-MbSNO (orange) and trans-MbSNO
(violet). S-Nitrosylated Cys10 and the heme unit are represented by licorice. A, H
helices and EF, GH loops are labeled.

Global Changes: For characterizing more global structural changes, the last

nanosecond of the 10 ns production run have been analyzed to investigate the

structural changes in the protein at 50 K and 300 K, respectively. The cis-MbSNO

and trans-MbSNO structures are superimposed onto the WT simulation and the

structures averaged over the last ns of the free dynamic simulations at 50 K (left)

and 300 K (right) in Figure 4.18 for WT (cyan), cis-MbSNO (orange), and trans-

MbSNO (violet), respectively. The dihedral angles ϕ(CβSNO) (for cis- versus

trans-), ϕ(CαCβSN) and ϕ(NCαCβS) (for the position of the NO with respect
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to nearby loops and α−helices) determine the orientation of the -SNO label and

reported in Figure 4.10 for 50 K and Figure 4.8 at 300 K. The time series show

that all states sampled are also observed in the 2NRM X-ray structure.

50K 300K X-Ray
cis-MbSNO trans-MbSNO cis-MbSNO trans-MbSNO 2NRM
PC MTP PC MTP PC MTP PC MTP

Helix A 0.57 0.60 0.51 0.63 1.45 1.48 1.37 1.33 0.681
Helix H 0.86 1.67 1.00 1.01 1.19 1.19 1.11 0.86 0.627
Loop GH 1.31 0.71 0.68 0.93 1.72 1.68 1.55 1.92 1.076
loop EF 1.17 1.07 1.16 1.35 2.63 2.02 3.23 2.54 3.843
Protein 0.83 0.78 0.81 0.80 1.27 1.14 1.28 1.17 0.989

Table 4.2: The average Cα RMSD (in Å) for Helix A, Helix H, Loop GH, Loop EF and
the entire protein for cis-MbSNO and trans-MbSNO with respect to the WT X-Ray
structure for the last nanosecond of a 10 ns free dynamics simulation at 50 and 300 K
with PC and MTP models. As a comparison, the differences between the 2NRL and
2NRM structure are also given.

Although the entire protein structure is affected by the modification to a certain

degree, four regions revealed most prominent changes. They are helix A (residues

Ala2 to Glu15), helix H (residues Gly121 to Ser146), loop GH (residues Glu113

to Gly120), and loop EF (residues Ala74 to Ile81). The Cα RMSD of helix A,

helix H, loop GH, loop EF and the entire protein for cis- and trans-MbSNO with

respect to the WT X-ray structure during the last nanosecond of the 10 ns free

dynamics simulations are summarized in Table 4.2.

At 50 K, the Cα RMSD for [cis-MbSNO, trans-MbSNO] compared to X-Ray WT

are [0.83, 0.81] Å with PC and [0.78, 0.80] Å with MTP, respectively, which sig-

nals good preservation of the overall structure for the methods chosen. The Cα

RMSD calculated between the 2NRL and 2NRM structures is 0.99 Å which is

compatible with the Cα RMSD calculated from the simulations with both, PC

and MTP electrostatic models for the NO-label. These results show that the
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orientation of nitric oxide has a limited effect on the overall structure of the pro-

tein with only 0.02 Å difference between the two conformers with both charge

models. Further, the same trend is observed in the local dynamics of the helices.

Cα RMSD values of the individual helices (A and H) deviate by 0.06 Å to 0.14

Å for cis-MbSNO compared to trans-MbSNO with PC, respectively. These small

but consistent differences in the RMSD values between the two conformers can

be rationalized by the orientation of nitric oxide with respect to ϕ(CβSNO) which

is 0◦ in cis-MbSNO and 180◦ in trans-MbSNO.

At 300 K, the Cα RMSD of the cis-MbSNO and trans-MbSNO with respect to the

WT X-Ray structure are 1.27 Å, 1.28 Å with PC and 1.14 Å, 1.17 Å with MTP,

respectively. The local motion of the protein causes larger Cα RMSD values of

helix A in both, trans-MbSNO with PC and cis-MbSNO with PC. The values,

with respect to X-Ray WT structure, were 1.45 Å and 1.37 Å respectively. The

Cα RMSD of helix H and loop GH were 1.19 and 1.72 Å in cis-MbSNO with

PC, compared with 1.11 and 1.55 Å in trans-MbSNO with PC. Furthermore, the

largest deviation from the X-Ray WT structure is observed for the EF loop, see

Table 4.2. The relatively flexible loop moved closer to helix H in cis-MbSNO.

Contrary to that, the movement of the loop was in the opposite direction for

trans-MbSNO with PC. The Cα RMSD of loop EF is 2.63 Å in cis-MbSNO with

PC and 3.23 Å in trans-MbSNO with PC.

Depending on the orientation of the -SNO group (cis or trans), additional con-

tacts with the protein can emerge. At 50 K, the ϕ(CαCβSN) angles sampled for

cis- and trans-MbSNO are shown in Figure 4.10. For cis-MbSNO the -SNO group

is closer to the GH loop than for trans-MbSNO. Consequently, nitrosylation of

Cys10 in its cis-conformer will lead to steric hindrance with the GH loop and
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pushes it away from its position in WT Mb to avoid overlap between Leu117

and Cys10. Concomitantly, helix A (containing residue Cys10) is forced in the

opposite direction of loop GH. Finally, helix H can push into the void created

by the movement of helix A. This same steric hindrance was present to a lesser

extent for trans-MbSNO and WT. The movement of the EF loop is also visible

in Figure 4.18. The loop had a Cα RMSD of 1.17 Å in cis-MbSNO and 1.16 Å

in trans-MbSNO. The resulting crowding involving residues Cys10 and Leu117

without concomitant motion of loop GH and helix A upon nitrosylation is shown

in Figure 4.19.

Figure 4.19: CPK representation of S-nitrosylated Cys10 and Leu117 (labelled) which
demonstrates the crowding that would occur if there was no helix movement in cis-
MbSNO. The WT and cis-MbSNO structures are shown by cyan and orange cartoon
representations, respectively.

At 300 K, the influence of the NO-modification on the structure of Mb is more

pronounced than for 50 K, specifically for loop EF. However, the similar Cα

RMSD for cis- and trans-MbSNO with respect to WT (see Table 4.2) shows that

the orientation of the nitric oxide has only a limited effect on the overall structure

of the protein. In the conformation with ϕ(CαCβSN) ∼ −85◦ (for cis-MbSNO

with PC (red) and trans-MbSNO with MTP (orange), see Figure 4.8A) the nitric
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oxide group resides midway between loop GH and helix A. The conformational

transition to ϕ(CαCβSN) ∼ 160◦ moves the -NO group closer to helix H. For

cis-MbSNO with MTPs (green) this is the only state sampled throughout the

simulation and corresponds to the major component observed in the 2NRM X-

ray structure. For cis-MbSNO with PCs (red) there is a spontaneous transition

between the minor and the major conformer. This suggests that the major con-

former is probably lower in energy but for a firm conclusion on this considerably

more extended simulations are required.

For trans-MbSNO (blue and orange traces in Figure 4.8A) four metastable states

for the orientation of ϕ(CαCβSN) were found in simulations with PCs. The

orientation with ϕ(CαCβSN) ∼ 155◦ is prevalent (Figure 4.8A). In this confor-

mation the NO modification faces towards helix A. After 1 ns, a transition to

ϕ(CαCβSN) ∼ 52◦ occurs. Concomitantly, the ϕ(NCαCβS) dihedral changes from

∼ −55 to ∼ −180◦ (Figure 4.8B) which positions the nitric oxide towards the

GH loop. A next transition leads to ϕ(CαCβSN) ∼ −70◦ with the NO midway

between loop GH and helix A, as was found for cis-MbSNO. Finally, a transition

to a state with ϕ(NCαCβS) ∼ 55◦, and ϕ(CαCβSN) ∼ 95◦ occurred in which the

NO faced towards the inner part of the protein. One should note that this was

the only occasion on which SNO was buried into the protein. This conformation

reduces the probability for the solvent accessibility of SNO.

S-nitrosylation-induced structural changes have also been reported for the crystal

structures of the WT (2NRL) and cis-MbSNO (2NRM). This is exacerbated by

the high Cα RMSD of loop EF as was observed in the present simulations (see

Table 4.2). X-ray experiments revealed that the CysNO can induce crowding

between Leu117 (loop GH) and Ala6 (helix A) if these parts of the protein struc-
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ture did not move197 which also been observed in the simulation of cis-MbSNO.

The distance between the Cα atoms of Cys10 and Leu117 (r10−117) in the X-Ray

structure is 5.97 Å (for 2NRL, WT) and 6.35 Å (for the major conformer of

2NRM). This compares with an averaged r10−117 of 6.18 Å for WT (black trace

in Figure 4.20) and 7.39 for cis-MbSNO with PC (red trace in Figure 4.20) in the

simulations. The same simulation for cis-MbSNO with MTP leads to relaxation

of the structure after ∼ 2 ns (green trace in Figure 4.20). Finally, restarting

the cis-MbSNO simulation with PC after 10 ns but with MTPs on the -SNO

group also leads to relaxation towards the value from the X-ray structure. So,

with MTP model, r10−117 assumed the value found in X-Ray whereas with PC

it does not. This finding shows that repositioning of loop GH and helix A oc-

curs to accommodate residues Cys10 and Leu117 in cis-MbSNO. The effect is

demonstrated in Figure 4.19. Although the averaged r10−117 decreases to 6.37 Å

for cis-MbSNO with MTP, the steric overlap is prevented due to sampling the

ϕ(CαCβSN) dihedral at different angles (85◦ and 94◦) than cis-MbSNO with PC

(red in Figure 4.10). Quantum chemical calculations indicate that the potential

energy curve along the CCSN dihedral is flat between 50◦ and 300◦ with minima

at 100◦ and 250◦ and a barrier between them of 2 kcal/mol at the MP2 level of

theory.
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Figure 4.20: Distance between the Cα of Cys10 and Ile117 residues in WT (black), cis-
MbSNO with PC (red) and cis-MbSNO with MTP (green) at 50 K. Dash lines represents
the Cys10 - Ile117 distance in the crystal structure of WT and major conformer of cis-
MbSNO in 2NRM

The structural changes induced by nitrosylation at Cys10 also influence local hy-

dration between the helix A, helix H and loop GH, see Figure 4.21. The chemical

modification leads to a decrease of hydration in this region by 30 % between the

WT and trans-MbSNO. Given the prominent role that water molecules can play

in protein folding,211 and for function,212,213 such a change in hydration may also

be functionally relevant for a PTM such as nitrosylation. Also, the degree of hy-

dration may affect the stability of the protein as has recently been demonstrated

for insulin dimer. Mutation of residue PheB24 to Ala or Gly leads to water influx

and destabilization of the dimer by a factor of 2 to 3.214–218
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Figure 4.21: The number of water molecules between helices A and H and around
loop GH. All water oxygen atoms within 5 Å of residues 5 to 12 (helix A) and residues
113 to 130 (loop GH, helix H) as a function of time are reported for WT (black)
and trans-MbSNO (blue, simulation with PCs). The average occupation is 7.1 water
molecules for WT compared with 5.2 for trans-MbSNO, i.e. a difference of 30 %.

4.5 Discussion and Conclusions

The present work reported on the structural, dynamical and spectroscopic impli-

cations of nitrosylation at cysteine. For this, CysNO as a model and nitrosylated

Mb (MbSNO) were considered. For both systems it was found that cis- and trans-

orientations can be spectroscopically distinguished. It is of interest to note that

for nitrosylated Cysteine cis- and trans-orientations have been observed exper-

imentally in human thioredoxin at position Cys69.219 Also, nitrosylated Cys62

was completely buried and points towards the protein interior which was also

found for a short time during the present simulations for the trans-conformer.
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While for CysNO the spectroscopic signatures can be more readily differentiated

from other vibrational modes this is more challenging for MbSNO due to the larger

number of vibrations and overlap with other vibrational excitations. Neverthe-

less, the spectroscopic signatures can be clearly located with both, simulations

using PC and MTP models, see Figure 4.12. From recording and subtracting

the IR spectrum for WT Mb, or the difference spectrum between MbS14NO and

MbS15NO (as for MbNO172) it should be possible to identify the IR signatures

for nitrosylation in proteins under physiological conditions for which such exper-

iments are possible.

For the properties that are of main interest to the present study (IR spectra, hy-

dration and structural fluctuation around conformational substates) a sampling

time of 10 ns is adequate, see Figures 4.15 and 4.17. Infrared spectra computed

from different 2 ns intervals exhibit all the essential features, including the amide I

to amide III and the NO-stretch bands. Similarly, the g(r) between water oxygen

and the sulfur atom calculated from 2 ns intervals (see Figure 4.17) show that the

first solvation shell around the sulfur probe is established after 2 ns. The results

indicate that 10 ns simulations provide sufficient sampling for the analysis of the

hydration around the SNO probe in a given conformational substate. On the

other hand, sampling the transition between the cis- and trans- conformer of the

-SNO label is associated with a barrier height of ∼ 15 kcal/mol and converging

the interconversion dynamics requires micro- to milli-second simulations or using

umbrella sampling simulations. Converging this property is, however, outside the

scope of the present study. In fact, variable-temperature NMR spectroscopy on

R-SNO compounds has reported that even at room temperature this rotation is

hindered.176
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Isotopic substitution (14N→15N and 16O→18O) leads to red shifts for CysNO

and Mb-SNO between –24 and –68 cm−1, depending on the isotopes used. This

is consistent with expectations from experiments on charged CysNO in the gas

phase although no experimental data is available on the neutral systems for direct

comparison.

Although the -SNO group is larger compared with -SH, one consequence of nitro-

sylation is that local hydration increases around the modification site compared

with the WT protein and hydration between the A- and H-helices changes as

well. For the protein considered here, myoglobin, one additional water molecule

was found to be recruited by -SNO compared with -SH for modification at Cys10

within the first solvation shell, which amounts to an increase of ∼ 10 %. Direct

observation of this change is likely to be very challenging, e.g. by infrared spec-

troscopy, as the expected intensity differences are insignificant given the small

change in occupation. Although this number may appear small, given the func-

tional role of individual, local water molecules that has been established in other

proteins such as HIV-I protease220,221 where a single catalytic water molecule was

found in the active site or insulin215,216 for which single water molecules attacking

the dimerization interface can reduce the thermodynamic stability of the dimer

by a factor of two. Thus, the difference in local hydration may also be function-

ally relevant in Mb-SNO or for solvent-exposed, nitrosylated cysteine residues.

Furthermore, S-nitrosylation leads to discernible spectroscopic features in the in-

frared spectrum of MbSNO and to structural changes near the modification site.

In summary, S-nitrosylation in myoglobin was found to lead to detectable spec-

troscopic features in the infrared. Local hydration is enhanced as a consequence

of the modification and the structure and dynamics at more distant sites in the
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protein can be changed appreciably and are consistent with X-ray experiments.
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Spectroscopy, Dynamics and

Hydration of S-Nitrosylated

KRAS

The results presented in this chapter have been previously published in:

J. Phys. Chem. B, 2023, 127, 1526-1539
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5.1 Abstract

S-nitrosylation is an important post-translational modification that can alter

the functions of the proteins. The structural dynamics and hydration of S-

Nitrosylation in the condensed phase are investigated for the oncogenic KRAS

protein with and without GDP binding. For cis-KRASNO, relocation of Switch-I

is observed whereas the modification rigidified Loop E, where nitrosylated Cys118

resides, for both cis- and trans-KRASNO. Correlated motions of Cα atoms in-

creased in KRASNO compared to WT, especially for trans-KRASNO. The -SNO

group repels water molecules compared with -SH in the first solvation shell, they

differ up to 43% between WT and S-nitrosylated variants. Likewise, hydration

around the GDP decreased in cis-KRASNO compared to WT and trans-KRASNO

by up to 5 water molecules due to the displacement of the Switch-I region. Find-

ings suggest that local hydration can be modulated through nitrosylation. The

NO-stretch vibration can be located and distinguished from the other protein

modes for simulations of KRASNO at 50K with the 14N18O isotope.

5.2 Introduction

Nitric oxide (NO) is a cell-signaling molecule that has diverse bio-regulatory func-

tions in the immune, nervous and cardiovascular systems.147 The production of

NO by NO synthase enzymes is a complex and tightly controlled mechanism that

orders the specificity of its signaling, limiting the toxicity to other cellular compo-

nents despite being a free radical with high diffusibility and biological activity.149

Furthermore, it mediates blood vessel relaxation and plays a role as a neurotrans-

mitter in the central and peripheral nervous system222, and its reversible binding

to ferrous and ferric heme iron is well characterized.150 Additionally, NO can also

play an important role in the post-transitional modification (PTM) of its target
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protein.152

S-Nitrosylation, the covalent addition of NO to the thiol side chain of cysteine, is

an important post-transitional modification that can moderate signal transduc-

tion. S-Nitrosylation is known to alter the biological functions of the proteins via

allosteric regulation156–159. Further, it can inhibit or promote the formation of

sulfide linkage within or between proteins.155 More than 3000 proteins are shown

to have detectable levels of S-nitrosylation under physiological conditions.153 S-

Nitrosylation is regulated by temporal and spatial arrangements, accurately tar-

geted, and reversible. The specificity of the S-Nitrosylation may be governed by

the characteristics, mainly hydrophobicity and pKa, of the surrounding region of

the target Cys and the physiological concentration.154 The pKa alteration caused

by acid-base motifs, i.e. electrostatic interactions, and relative hydrophobic re-

gions can affect the solvent and cofactor accessibility of the region.155

The KRAS protein is one of the three members of the RAS oncogene family along

with the HRAS and NRAS that plays a role in human cancer.223 Over 20% of

human cancers contain mutated RAS genes which makes them the most frequent

oncogenic drivers224, while KRAS accounts for 85% of all RAS mutations.225

Pancreatic (88%), colorectal (50%) and lung cancers (35%) are types of human

cancer with the highest rate of KRAS mutations.226 The most common mutation

spots found in RAS family are G12, G13, and Q61. However, KRAS is the only

RAS isoform where the G12 mutations such as G12A, G12C, G12D, G12R, G12V

are dominant alongside G13D and Q61H.227,228

KRAS protein switches between the guanosine diphosphate (GDP)-bound inac-

tive state and the guanosine triphosphate (GTP)-bound active state. The trans-
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formation from the stable GDP-bound state to the active GTP-bound state is

stimulated by guanine nucleotide exchange factor (GEF) proteins. After the GEF

displaces the GDP from the nucleotide-binding site, GTP, which has a higher in-

tracellular concentration than GDP, replaces and binds to the nucleotide-binding

site.229 The transformation back to the inactive GDP-bound state is mediated

by GTPase-activating proteins (GAP). The switch between active and inactive

states is highly regulated and responsive to multiple signal inputs due to the fact

that the switch is controlled by GEFs and GAPs.223 Further, KRAS in an active

GTP-bound state leads to the activation of intracellular transduction signaling

pathways such as MAPK and AKT.

The G domain of KRAS encompasses six beta-strands and five alpha-helices,

beta-strands form the core of protein while alpha-helices surround the core.230

The G domain of KRAS is responsible for the biological functions whereas the

carboxyl-terminal structure element called the hypervariable region (HVR) is

responsible for membrane tethering of the KRAS protein that is required for sig-

naling.231 HVR is the main difference between the RAS isoforms. There are four

main regions surrounding the nucleotide-binding pocket, the phosphate-binding

loop (P-loop), switch-I, switch-II, and base binding loops. Switch-I and switch-II

are important functional elements of the KRAS that forms a binding interface

for effector proteins and RAS regulators. Multiple residue definitions are used

for the switch regions but it is hard to define globally due to the high intrinsic

flexibility of these regions. The switch-I region lays between helix A and sheet B

whereas (residues ∼30 to 40) switch-II region is between sheet C to helix B. The

switch-II may include, partially or fully, helix B. The P-loop and switch-II are

the hotspots for human cancer mutations.
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KRAS protein has been studied extensively to be targeted directly/indirectly

due to its high incidence and role in different cancer types. Until recently, it was

identified as an undruggable oncoprotein due to its complex downstream signal-

ing and lack of accessible binding pockets.232 However, small molecules which

can bind directly to specific KRAS conformers are discovered and changed the

perception of “undruggable” KRAS.233 Although these early-stage molecules are

promising, improvements in the terms of potency and specificity for mutated

forms of KRAS are needed to work adequately as therapeutics.234 Further, bac-

terial Ras/Rap1-specific endopeptidase (RRSP) was studied as a candidate for

direct KRAS targeting.235 RRSP induced proteolytic cleavage to the Switch-I re-

gion of KRAS. The cleavage alters the structure around the Switch-I regions and

inhibits the interaction between protein and GEFs, thus preventing the activation

of the protein. Moreover, approaches developed to indirectly inhibit KRAS sig-

naling, by targeting upstream activators and downstream effectors of the KRAS

pathway, were considered.232 However, no successful strategies have been devel-

oped yet.

The amount of S-nitrosylation in situ is a small fraction of the total protein mass

for globular proteins such as myoglobin and hemoglobin. WT globular proteins

are on a millimolar scale whereas S-nitrosylated variants are on a micromolar

scale. KRAS is one of the rare examples where 100% S-nitrosylation occurs on

Cys118 in the cell.236 S-Nitrosylation on Cys118 of HRAS stabilizes the GTP-

bound state by increasing the dissociation of guanine nucleotides237, and mu-

tation of Cys118 inhibits NO-induced Ras activation.238 It’s been hypothesized

that S-Nitrosylation provides a way to diversity Ras-dependent oncogenic signal-

ing alongside the RAS mutations.184 Further, S-nitrosylation of wild-type Ras

protein is essential for the initiation and maintenance of PDAC tumor growth.239

So, an exhaustive understanding of KRAS structure, dynamics, and hydration
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before and after the S-nitrosylation could provide beneficial insights into the ef-

fects induced by this modification and its allosteric regulation. In this context,

the structural and spectral features of wild-type KRAS and its S-Nitrosylated

anaolgues are studied by means of molecular dynamics simulations. Two confor-

mations of S-Nitrosylated KRAS, cis-KRASNO and trans-KRASNO, with respect

to the CβSNO angle are considered. The present work is structured as follows,

first, the atomistic simulations and computational details are described. This

is followed by the discussion of the water structure around Cys118 and GDP.

Then, structural effects induced by S-nitrosylation are discussed. Next, the IR

and power spectra of WT, cis-KRASNO, and trans-KRASNO are presented and

discussed. Finally, the conclusions are drawn.

5.3 Computational Methods

5.3.1 Molecular Dynamics

All molecular dynamics (MD) simulations were performed using the CHARMM123

software with the CHARMM36191 force field. The equations of motion were

propagated with a leapfrog integrator192, using a time step of ∆t = 1 fs and all

bonds involving hydrogen atoms were constrained using SHAKE.193 Non-bonded

interactions were treated with a switch function194 between 12 and 16 Å and

electrostatic interactions were computed with the particle mesh Ewald method.195

For the simulations involving wild-type and S-nitrosylated KRAS, twelve different

simulations were set up: wild-type KRAS (PDB: 4OBE)230 at 50 and 300 K,

wild-type KRAS without GDP at 50 and 300 K, cis- and trans-S-nitrosylated

KRASNO at 50 and 300 K, and cis- and trans-S-nitrosylated KRASNO without

GDP at 50 and 300 K. Two chain with identical sequence were available in the
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crystal structure. Chain A selected for the simulation setup. The cis-KRASNO

and trans-KRASNO set up starting from the same initial structure except for the

dihedral angle ϕ(CβSNO) (0◦ for cis- and 180◦ for trans-KRASNO).

All systems were solvated in a 66 × 66 × 66 Å3 cubic box of TIP3P196 water

molecules. The protein was weakly constrained to the middle of the simulation

box, minimized, heated to the desired temperature, and equilibrated for 500 ps

in the NV T ensemble. Production runs of 10 ns were then performed in the

NpT ensemble using the leapfrog Verlet integrator57 (∆t = 1 fs) and a Hoover

barostat124 with a collision rate of 5 ps−1. The force field employed for the -SNO

moiety was parameterized as described in the previous study.240

5.3.2 Infrared Spectroscopy

The molecular dipole moment (µ) of the protein was calculated from the MD

trajectories and the partial charges. Subsequently, the Fourier transform of the

dipole moment autocorrelation function was computed to obtain the infrared

spectrum. The autocorrelation function where i is the index number of a snapshot

C(t) = ⟨−→µ (0) · −→µ (t)⟩ (5.1)

was accumulated over 216 time origins to cover 1/3 to 1/2 of the trajectory. From

this, the absorption spectrum is determined according to

A(ω) = ω(1 − e−hω/(kBT ))
∫
C(t)e−iωtdt (5.2)

where T is the temperature in Kelvin, kB is the Boltzmann constant, and the

integral is determined using a fast Fourier transform (FFT). IR spectra of WT,

cis-KRASNO and trans-KRASNO have been generated for blocks of 100 ps simu-
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lation by correlating over 219 time origins. A total of 100 spectra were generated

for each system (total simulation time of 10 ns) and averaged.

In addition to IR spectra, the power spectrum of the NO bond was calculated

from the FFT of the bond length time-series autocorrelation function to provide

assignments of the vibrational spectra and allows to detect couplings between

modes.202 These power spectra were not averaged and correlated over 216 time

origins for the entire simulation time of 10 ns.

5.3.3 Dynamical Cross-Correlation Maps

The dynamical cross-correlation maps (DCCM) and difference dynamical cross-

correlation maps241,242 (∆DCCM) were calculated to quantitatively characterize

the effects of S-nitrosylation on the protein dynamics using the Bio3D package.243

Dynamic cross-correlation maps matrices and coefficients

Cij = ⟨∆ri · ∆rj⟩/(⟨∆r2
i ⟨∆r2

j ⟩)1/2 (5.3)

were determined from the position of Cα in amino acids i and j with positions ri

and rj. ∆ri and ∆rj determine the displacement of the ith Cα from its average

position throughout the trajectory. One should note that DCCM characterizes the

correlated (Cij > 0) and anti-correlated (Cij < 0) motions in a protein whereas

∆DCCM reports on the distinct differences between unmodified and modified

protein.
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5.4 Results

The present work reported on the solvation, structural, dynamical, and spectro-

scopic implication of S-nitrosylation at Cysteine for KRAS protein. The structure

of trans-KRASNO with GDP is shown in Figure 5.1

Cys118

GDP

A BC

DE
F

A

CD

E
B

Figure 5.1: Structure of trans-KRASNO with GDP. The labeled α-helices are shown
in orange, β-sheets are in red and loops are in cyan. The S-Nitrosylated Cys118 and
GDP are represented by CPK.

5.4.1 Water Structure

The local water ordering around the modification site (Cys118) for WT and S-

nitrosylated KRAS is considered. The radial distribution function gS−OW(r) and

the corresponding number NS−OW(r) of water oxygen (OW) with respect to the

sulfur atom of Cys118 in WT, cis-KRASNO, and trans-KRASNO are shown for

both with and without GDP simulations in Figures 5.2 and 5.3. For simulations
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with GDP at 300 K, hydration around Cys118 substantially differs between WT

and cis-, trans-KRASNO. Both nitrosylated variants were less hydrated with re-

spect to the Cys118-sulfur atom in the range of rS−OW 3–5 Å compared with

WT. The first solvation shell peak appears at 3.5 Å in WT and cis-KRASNO

whereas no sharp first solvation peak was observed for the trans-KRASNO. The

results show that -SNO moiety is less solvent exposed, thus less hydrated, in the

trans-conformation compared to cis-. The occupation of the first solvation shell

(up to rS−OW ∼ 5) differs by 2 and 3 water molecules compared to WT for cis-

and trans-KRASNO, respectively, which amounts to 43 and 28% decrease for the

variants.

For simulations without GDP at 300 K, again, hydration around Cys118 sub-

stantially differs between WT and cis-, trans-KRASNO. The nitrosylated vari-

ants were less hydrated with respect to the Cys118-sulfur atom in the range of

rS−OW 3–5 Å compared with WT. However, contrary to simulations with GDP,

the trans-SNO were more solvent exposed and thus have higher hydration with

respect to cis-SNO. The first solvation shell peak for WT and trans-KRASNO

appears at 3.5 Å. T The occupation of the first solvation shell (up to rS−OW ∼ 5)

differs by 2 and 1 water molecules compared to WT for cis- and trans-KRASNO,

respectively, which amounts to 40 and 20% decrease for the variants.
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Figure 5.2: Radial distribution function of water oxygen (Left) and the corresponding
coordination number of NO(r) of water oxygen (Right) with respect to the sulfur atom
obtained from NpT simulations at 300 K with PC model. Color code: WT (black),
cis-KRASNO (red), trans-KRASNO (blue).
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Figure 5.3: For the simulations without GDP, the radial distribution function of water
oxygen (Left) and the corresponding coordination number of NO(r) of water oxygen
(Right) with respect to the sulfur atom obtained from NpT simulations at 300 K with
PC model. Color code: WT (black), cis-KRASNO (red), trans-KRASNO (blue).
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Figure 5.4: The number of waters around (5 Å) the phosphate atoms of GDP in WT
(black), cis- (red), and trans-KRASNO (blue) at 300 K as a function of time.

114



Chapter 5.

The number of water molecules around (5 Å) the phosphate atoms of GDP (PGDP)

in WT, cis- and trans-KRASNO at 300 K as a function of time is shown in Fig-

ure 5.4. The hydration around PGDP is drastically decreased in cis-KRASNO

compared to WT and trans-KRASNO. The average number of water molecules

was 7.2, 3.7, and 7.0 for WT, cis- and trans-KRASNO, respectively. The de-

crease in hydration can be rationalized with the increased displacement of the

Switch-I region (Phe28 to Asp38) near the GDP in cis-KRASNO with respect to

the WT X-Ray structure and WT, trans-KRASNO simulations, (see Table 5.1)

which inhibits the solvent accessibility of PGDP. Further, the importance of lo-

cal hydration, even of single catalytic water, and its effects on the function and

thermodynamical stability has been established in proteins such as HIV-I pro-

tease220,221 or insulin.215,216 Consequently, the difference in local hydration may

be relevant for KRAS - GDP binding thus the functionality of the protein.

115



Chapter 5.

5.4.2 Root Mean Square Fluctuation
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Figure 5.5: Root Mean Square Fluctuation of each residue at 300 K from simula-
tions with (top) and without GDP (bottom) using the PC model for WT (black),
cis-KRASNO (red), trans-KRASNO (blue). Orange triangles indicate the position of
β-sheets and red helices indicate the position of α-helices.

The root-mean-squared fluctuations of the Cα atoms of every residue at 300 K

from 10 ns simulations with and without GDP are reported in Figure 5.5 (top

and bottom) for WT (black), cis-KRASNO (red), and trans-KRASNO (blue). For

simulations with GDP, NO attachment decreased the flexibility of residues Phe28

to Asp33 (Loop B) for cis-KRASNO compared to WT and trans-KRASNO. The
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importance of this region is arising from the fact the residues are on the Switch-1

region (Phe28 to Asp38). Switch regions are acts as a binding interface for effec-

tor proteins and RAS regulators.227 So, the rigidification of these regions would

have an effect on the binding characteristics of KRAS protein. Moreover, the

second switch region (Switch-II, Tyr58 to Tyr64) is also affected by the modifi-

cation. The modification increased the flexibility of residues Tyr58 to Arg68 in

both cis- and trans-KRASNO compared to WT. The RMSF values increased up

to 2.8 Å and 2.5 Å for trans- and cis-KRASNO, respectively. Increased flexibility

was also observed for the residues Val103 to Asp108 which are resides on the end

of Helix C and the beginning of Loop D. Interestingly, the flexibility of Ser122

was significantly higher in WT compared to nitrosylated variants.

For the simulations without GDP, NO attachment induced increased flexibility of

both Switch regions. The RMSF values increased for residues His27 to Ile45, the

residues reside on Switch-1 (Loop B) and β-sheet B. However, unlike simulations

with GDP, both cis- and trans-KRASNO had increased flexibility in this region

compared to WT. The RMSF values increased up to 2.3 and 1.9 Å for cis- and

trans-KRASNO, respectively. Further, the flexibility increase was also observed

in the Switch-II for the residues between Tyr58 and Asp69. The RMSF values

increased to 2.8 and 2.6 Å for cis- and trans-KRASNO, the values are on par with

RMSF values from with GDP simulations. S-nitrosylation had a marginal effect

on the flexibility/rigidification of the rest of the residues. Also, the flexibility of

loop E (Cys118 to Asp126) where Cys118 resides was less affected by the NO

attachment compared to Loop B and Loop C regions.

The calculated RMSF values at 300 K superimposed onto the measured Cα B-

factors and results are shown in Figure 5.6. Comparing the computed RMSF
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values for WT with experimental B-factors shows a qualitative agreement be-

tween the two except for Switch-II and Helix B region which is range from Try58

to Gly77. The quantitative agreement between experiment and simulation re-

mains consistent until His27 which is the end residue of Helix A. Similar to WT

simulations, a qualitative agreement was observed between the experiment and

simulations for cis- and trans-KRASNO except for Switch-II and Helix B region.

The quantitative agreement again remains consistent until the end of helix A. Ad-

ditional quantitative agreement from the beginning of Sheet E to the C-terminus

of the protein is remarked for the nitrosylated variants. The lack of qualitative

agreement for the Switch-II and Helix B region could be due to the fact that two

chains are present in the crystal structure. The differences between experiments

and simulations also may arise from effects such as crystal packing or lattice

disorder which would not be present in simulations.204
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Figure 5.6: Superposition of the experimentally measured Cα B-factors and the com-
puted Cα RMSFs from the present simulations. Up) Experimental WT B-factors (or-
ange) vs. WT (black) RMSF at 300 K. Bottom) WT B-factors vs cis- (red) and
trans-KRASNO (blue) RMSF at 300 K. B-Factor and RMSF values are scaled and
normalized. Orange triangles indicate the position of β-sheets and red helices indicate
the position of α-helices
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5.4.3 Structural Changes

The last nanosecond of the 10 ns production run has been analyzed to character-

ize the structural changes at 50 and 300 K. Even though the structural changes

induced by the modification were evident for the entire protein structure to a

certain degree, eight regions revealed eminent changes. The regions are sheet D

(Ser 65 to Glu76), sheet E (Val112 to Lys117), sheet F (Ile142 to Tyr144), helix

C (Tyr87 to Ser106), helix D (Tyr127 to Ile139), helix E (Val152 to Lys169), loop

B (Ser39 to Asp47) and Loop E (Cys118 to Asp126). The average Cα RMSD (in

Å) for sheet D, sheet E, sheet F, helix C, helix D, helix E, loop B, loop E, and

the entire protein for WT, cis-KRASNO and trans-KRASNO with respect to the

WT X-Ray structure for the last nanosecond of a 10 ns free dynamics simulation

at 50 and 300 K with PC are summarized in Table 5.1 for simulations with GDP

and in Table 5.2 for simulations without GDP.

For simulations with GDP at 50 K, the Cα RMSD for WT, cis- and trans-

KRASNO with respect to WT X-Ray structure are 0.56, 0.67, and 0.58 Å, respec-

tively, which indicates good protein structure preservation. These results show

that the addition of nitric oxide had a limited effect on the global structure of the

protein at 50 K, but effects were observable at local levels. Especially, the RMSD

of Sheet F doubled after the modification, the displacement increased from 0.17

Å in WT to 0.33 and 0.36 Å for cis- and trans-KRASNO, respectively. Moreover,

loop B is rigidified compared to WT. Cα RMSD decreased by 0.2 Å for both vari-

ants. The orientation of the NO also affected displacements at the local level. The

displacement of helix E increased from 0.42 Å in WT to 0.70 Å in cis-KRASNO

whereas it was unaffected in trans-KRASNO. Contrary, displacement increased

from 0.37 Å to 0.70 Å in trans-KRASNO whereas marginal effect seen in cis-

KRASNO. Since helix D and helix E are in the opposite directions with respect
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to Cys118, this finding can be rationalized by the orientation of nitric oxide with

respect to ϕ(CβSNO) which is 0◦ for cis- and 180◦ for trans-KRASNO. At 300

K, the Cα RMSD for WT, cis- and trans-KRASNO with respect to WT X-Ray

structure are 1.28, 1.75, and 1.53 Å. The effect of the modification to the global

structure of the protein was more evident at 300 K, as expected. The RMSD

increased by 0.47 and 0.25 Å for cis- and trans-KRASNO, respectively. The local

motion of the protein had more evident effects on helix E, loop B, and loop E.

The Cα RMSD of increased to 1.45 Å and 1.87 Å in cis- and trans-KRASNO from

0.91 Å. The helix E represents the last part of the protein sequence from Val152

to the C terminus at Lys159. However, the most dramatic increase in Cα RMSD

was observed for loop B in cis-KRASNO. The displacement increased to 4.42 Å

from 0.89 Å in WT. Since, loop B is also the Switch-I part of the protein, this

increase in displacement after the S-nitrosylation can have a significant effect on

the binding interface characteristics of KRAS to effector proteins and RAS regu-

lators. Also, loop E, where Cys118 resides, showed lower displacement after the

modification. The RMSD values are decreased in half for cis- and trans-KRASNO

compared to WT.

50K 300K
WT cis trans WT cis trans

Sheet D 0.28 0.34 0.24 0.47 0.57 0.56
Sheet E 0.21 0.28 0.18 0.36 0.60 0.43
Sheet F 0.17 0.33 0.36 0.46 0.66 0.40
Helix C 0.37 0.55 0.50 0.99 1.15 1.07
Helix D 0.37 0.40 0.70 0.77 0.95 0.70
Helix E 0.42 0.70 0.43 0.91 1.45 1.87
Loop B 1.15 0.92 0.94 0.89 4.42 1.17
Loop E 0.37 0.49 0.40 1.53 0.85 0.72
Protein 0.56 0.67 0.58 1.28 1.75 1.53

Table 5.1: The average Cα RMSD (in Å) for Sheet D, Sheet E, Sheet F, Helix C,
Helix D, Helix E, Loop B, Loop E and the entire protein for WT, cis-KRASNO and
trans-KRASNO with respect to the WT X-Ray structure for the last nanosecond of a
10 ns free dynamics simulation at 50 and 300 K with PC.
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For simulations without GDP at 50 K, the Cα RMSD for WT, cis- and trans-

KRASNO with respect to WT X-Ray structure are 0.56, 0.67, and 0.58 Å, respec-

tively. Again, the modification showed a limited effect on the global structure

of the protein at 50 K. The Cα RMSD was higher in trans-KRASNO compared

to cis-KRASNO, except for loop E, on the local level. The highest displacement

was seen on loop B (Switch-I), the Cα RMSD was 1.17 Å in WT and it decreased

to 0.99 for cis-KRANSO and 1.06 for trans-KRASNO. Contrary displacement

trends for helix D and helix E in cis- and trans-KRASNO did not observe, as

was the case for simulations with GDP. At 300 K, the Cα RMSD for WT, cis-

and trans-KRASNO with respect to WT X-Ray structure are 1.79, 1.45, and

1.31 Å, respectively. The Cα RMSD increased by 0.48 and 0.14 Å for cis- and

trans-KRASNO with compared to WT, respectively. The increase of displace-

ment was on a par in magnitude compared to simulations with GDP. The helix E

and loop E regions showed lesser displacement after the modification compared

to WT. The loop E, where Cys118 resides, is again shown lower displacement in

both cis- and trans-KRASNO. The RMSD values decreased to 1.12 and 1.08 Å

in cis- and trans-KRASNO compared to 1.74 Å in WT. Contrary to simulations

with GDP, higher displacement of loop B is observed both for cis- and trans-

KRASNO compared to WT. The RMSD increased to 2.71 Å for cis and 2.27 Å

for trans-KRASNO. Interestingly, very low displacement was observed for WT

simulations with respect to WT crystal structure for helix D, the RMSD value

was only 0.08 Å. Although absolute displacement for helix D was on par com-

pared to simulations with GDP, a relatively substantial increase was observed for

cis- and trans-KRASNO compared to WT simulations.

Overall, similar displacement trends were observed for simulations with GDP

and without GDP. The cis-KRASNO had higher Cα RMSD at 300 K compared

to trans-KRASNO and WT with respect to WT crystal structure. The lower
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displacement of Loop E, where Cys118 resides, demonstrates the effects of nitro-

sylation on the local motion of the protein. Primarily, the increased RMSD of the

switch-I region after the modification in both with and without GDP simulations

can alter the binding interface characteristics of the KRAS protein to effector

proteins and regulators.

50K 300K
WT cis trans WT cis trans

Sheet D 0.43 0.29 0.42 0.53 0.48 0.49
Sheet E 0.40 0.32 0.40 0.75 0.49 0.48
Sheet F 0.26 0.25 0.43 0.57 0.49 0.43
Helix C 0.44 0.39 0.58 1.02 0.93 0.88
Helix D 0.61 0.42 0.52 0.08 1.01 0.81
Helix E 0.49 0.31 0.34 1.99 1.58 1.29
Loop B 1.17 0.99 1.06 1.27 2.71 2.27
Loop E 0.77 0.68 0.61 1.74 1.12 1.08
Protein 0.60 0.54 0.65 1.31 1.79 1.45

Table 5.2: For the simulations without GDP, the average Cα RMSD (in Å) for Sheet
D, Sheet E, Sheet F, Helix C, Helix D, Helix E, Loop B, Loop E and the entire protein
for WT, cis-KRASNO and trans-KRASNO with respect to the WT X-Ray structure
for the last nanosecond of a 10 ns free dynamics simulation at 50 and 300 K with PC.
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Figure 5.7: The DCCM for WT (Upper Left), cis-KRASNO (Upper Right) and trans-
KRASNO (Bottom) at 300 K. Upper matrices is for the simulations with GDP, and
lower matrices for the simulations without GDP.

DCCMs characterize the correlated (Cij > 0) and anti-correlated (Cij < 0) mo-

tions within a protein. The DCCM for WT (Upper Left), cis-KRASNO (Upper

Right), and trans-KRASNO (Bottom) at 300 K are shown in Figure 5.7, and

upper matrices are for the simulations with GDP, and lower matrices for the sim-

ulations without GDP. There was three common feature present in the DCCM

plots. 1) Positive correlation between sheet A and sheet C, sheet D and loop A,

sheet D and sheet E, sheet D and loop E, sheet E and sheet F with 0.25 ≤ Cij

≤ 0.75 is observed. Also, motions between residue Thr50 to Gly60 and Thr35
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to Val45 were correlated with 0.5 ≤ Cij ≤ 0.75. 2) Fewer correlated motions are

observed in proteins after removal of the GDP which emphasizes the dynamical

effects induced by ligand binding to the KRAS protein. 3) DCCM plots showed

that the anti-correlated movement increased after the S-nitrosylation.

To further analyze the effects of the modification, difference maps ∆DCCM are

calculated for cis-KRASNO and WT (∆DCCMcis), trans-KRASNO and WT

(∆DCCMtrans) and presented in Figure 5.8. WT DCCM was selected as a ref-

erence for ∆DCCM to report on pronounced differences between modified and

unmodified proteins. For the simulations without GDP, the ∆DCCM results sup-

port the observation of less correlated motions for simulations, see Figure 5.8 right

panel. For both ∆DCCMcis and ∆DCCMtrans, no significant correlated motions

between the different local parts of the protein have been observed. The residues

mainly had correlated movements within their local part with adjacent residues.

For the simulations with GDP, the local protein dynamics were correlated con-

siderably more compared to simulations without GDP. For ∆DCCMcis, helix C

had a correlated movement with helix D with 0.25 ≤ Cij ≤ 0.75. Also, the cor-

related movement of the Switch-I region with multiple regions such as helix C,

loop D, and loop F was observed. The results show that nitrosylation not only

increased the Cα RMSD of loop B but also its displacement started to correlate

with other local parts of the protein. Especially, the correlated movement be-

tween the Switch-I region and helix C shows that residues both can be correlated

locally or through space. For ∆DCCMtrans, correlation motion between helix C

and helix D was observed with higher intensity. The helix C (Tyr87 to Ser106)

and loop F (Glu 107 to Met111) had correlated and anti-correlated motions with

residues from sheet A (Met 1 to Gly10) to sheet D (Phe78 to Ile84). Also, loop
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C had anti-correlated movement with residues from Gln70 to Phe90 and Leu120

to Pro140.

Further, ∆DCCM are calculated between cis-KRASNO with GDP and without

GDP, trans-KRASNO with GDP and without GDP, to quantify the effects of the

removal of GDP, and the results are shown in Figure 5.9. In the terms of cis, loop

A had correlated motions with helix A and sheet C whereas has anti-correlated

motions with loop C. Since the diphosphate part of GDP resides near loop A

and helix A, the motion of these regions with respect to other local parts of the

protein are important to characterize. Similar trends with higher magnitude were

also observed for trans-KRASNO. The prominent correlated motion was observed

between sheet B and residues from Lys5 to Asp30 which reside on sheet A, loop

A, and helix A. The sheet C had correlated motions with loop A and helix A

whereas loop C showed anti-correlated motions with these regions.

Overall, DCCM maps show that S-nitrosylation not only has a significant effect on

the individual displacement of the local structures but also affected the correlated

motions of the local structures. Several correlated motion features were observed

in all systems, but their broadness and intensity increased after the modification,

especially for trans-KRASNO. Lastly, the removal of GDP decreased the corre-

lated motions significantly which emphasizes the dynamical effects induced by

ligand binding to the KRAS protein
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Figure 5.8: Left) ∆DCCM for cis-KRASNO and WT (upper matrix) and trans-
KRASNO and WT (Lower matrix) at 300 K. Right) ∆DCCM for cis-KRASNO without
GDP and WT without GDP (upper matrix) and trans-KRASNO without GDP and
WT without GDP (Lower matrix) at 300 K. The vertical and horizontal lines indicate
the position of Cys118.
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Figure 5.9: ∆DCCM for cis-KRASNO with and without GDP (upper matrix) and
trans-KRASNO with and without GDP (Lower matrix) at 300 K. The vertical and
horizontal lines indicate the position of Cys118.
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5.4.4 Infrared Spectrum
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Figure 5.10: The power spectra of cis-KRASNO and trans-KRASNO at 50 K with
isotopes. Color code as follows: cis-KRASNO with 14N16O (black), 14N18O (red) and
15N18O (blue). trans-KRASNO with 14N16O (green), 14N18O (yellow) and 15N18O
(magenta)

The power spectra of cis-KRASNO with 14N16O (black), 14N18O (red) and 15N18O

(blue). trans-KRASNO with 14N16O (green), 14N18O (yellow) and 15N18O (ma-

genta) has shown in Figure 5.10. The identical simulations for all theree iso-

topic variants lead to red-shifts of the 14N18O-stretch by [-27, -20] cm−1 for [cis,

trans]-KRASNO and 15N18O-stretch by [-59, -61] cm−1 for [cis, trans]-KRASNO

compared to the natural isotope 14N16O. The NO peak is observed at 1582 cm−1

for the cis-KRASNO with the natural isotope 14N16O, and red-shifted to 1555

cm−1 with 14N18O and to 1523 cm−1 with 15N18O. Similarly, NO peak is observed

at 1581 cm−1 for the trans-KRASNO with the natural isotope 14N18O, and red-

shifted to 1561 cm−1 with 14N18O and to 1520 cm−1 with 15N18O. The red-shifts

observed for the isotopic substitution are on par with previous examples.240

The NO peak couldn’t be observed with the natural isotope due to congested

spectra around the amide I region. Thus, the IR spectra related to the 14N18O

stretch are reported in Figure 5.11 for WT, cis- and trans-KRASNO with GDP
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at 50 K. For the 14N18O stretch, the peak for cis-KRASNO from the simulations

appears at 1561 cm−1 compared with 1563 cm−1 for trans-KRASNO. Also, the

peak intensity was higher for the trans variant with respect to cis. The identified

peaks are in agreement with power spectra.
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Figure 5.11: IR spectra of WT (black), cis-KRASNO (red), and trans-KRASNO with
GDP at 50 K. The 14N18O isotope is used for the cis- and trans-KRASNO. Spectrum
range between 1500 and 1600 cm−1 presented. The colored stars label the spectral
signatures to which the mode was assigned based on analysis of the power spectra

5.5 Conclusion

The structural dynamics, hydration, and spectroscopic detection of S-nitrosylated

KRAS protein are reported in the present study. The bulkier -SNO repelled wa-

ter molecules compared with -SH in the first solvation shell. The number of

water molecules around Cys118 with respect to WT is decreased by [2,3] for [cis-

,trans]-KRASNO with GDP, and [2,1] for [cis-,trans]-KRASNO without GDP.

Further, hydration around phosphate atoms of GDP is drastically decreased in

cis-KRASNO due to the relocation of the Switch-I region near GDP. Since the

functional role of an individual, local water molecules has been established in

proteins, the changes in local hydration around solvent-exposed Cys118 residue
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or GDP can be functionally relevant.

The displacement of loop E, where Cys118 resides, decreased after the modifica-

tion with respect to WT whereas Switch-I substantially relocated in cis-KRASNO

with GDP. Considering Switch-I and Switch-II regions are the binding interfaces

for effector proteins and RAS regulators, the relocation of these regions may influ-

ence binding characteristics. Also, the high flexibility of these regions is captured

in the simulations. For Switch-II, which is a hotspot for human cancer mutations,

flexibility even increased after the modification.

DCCM maps showed that S-nitrosylation had a significant effect on the correlated

motions of the local structures. Several correlated motion features were observed

in all systems with varying intensities. Correlated motions decreased significantly

after the removal of the GDP.

Distinguishing the spectroscopic signatures of -SNO was challenging for the KRASNO

due to a large number of overlapping vibrations, and congested spectra around

the amide I region. Isotopic substitutions (14N→15N and 16O→18O) leads to red-

shifts for N-O stretch between −20 to −61 cm−1 depending on the isotopes used.

The red shifts are consistent with the previous studies. The spectroscopic feature

of the N-O stretch is distinguished with the 14N18O isotope.

In summary, local hydration is decreased as a result of the modification. The

structure and dynamics of both local sites and binding interfaces of the protein are

altered noticeably. The spectral feature of the N–O stretch mode were detectable

in the infrared spectrum with isotopic substitution.
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Conclusion and Outlook

This thesis was focused on the research of solvent, structure, and spectroscopic

properties of chemical reactions and S-Nitrosylated myoglobin and KRAS pro-

teins. Although “Solvent” and “Structure” dynamics was the main theme through-

out the thesis, the “Spectroscopy” refers to the detection of the S-Nitrosylation

in proteins. The methods and tools used in this work to investigate the afore-

mentioned properties can be applicable to many other chemical reactions and

biomacromolecules.

In Chapter 3, solvent effects on two Menshutkin reactions are quantitatively char-

acterized and analyzed in atomistic level using the MS-ARMD force field. Barrier

height reductions going from vacuum to more polar solvents are consistent with

the few available experimental studies. The solvent distributions around the so-

lute change noticeably between reactant, transition, and product states. In partic-

ular, analysis suggests that collective motion of solvent molecules is needed when

approaching the TS. Also, solvent – solvent energetics are directly affected by

the changes in solvent structure. Analysis of the solvent degrees of freedom point

toward tight coupling between solute and solvent dynamics with increased fluc-
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tuations in the solvent-solvent interactions around the transition state. Since the

study showed that solvent effects on methyl transfer reactions can be accurately

characterized by the MS-ARMD, future research could focus on the biologically

crucial phosphate transfer reactions. As an example, GDP to GTP phosphoryla-

tion can be an interesting reaction to investigate due to the importance of GTP

in signal transduction, or KRAS activation. Also, phosphate ester hydrolysis is

another potential reaction to study, that plays role in many biological processes

such as energy production, replication of genetic material, and protein synthesis.2

In Chapter 4, structural, dynamical, and spectroscopic implications of nitrosyla-

tion at cysteine were reported for model system CysNO and S-Nitroslayed myo-

globin. The spectroscopic features located for both systems using PC and MTP

models, and cis- and trans- orientations were spectroscopically distinguished. Al-

though it is challenging to differentiate spectroscopic signatures from other vi-

brational modes in MbSNO due to the large number of, and overlap with, other

vibrations. It should be possible to identify the IR signatures for S-Nitrosylation

on myoglobin under physiological conditions. The local hydration around the

S-Nitrosylated Cys is increased after the modification, and -SNO recruits an ad-

ditional water molecule compared to -SH. Also, the hydration between A- and

H-helices is altered as well.

Chapter 5 reports on the structural dynamics, hydration, and spectroscopic de-

tection of S-Nitrosylated KRAS protein with and without GDP binding. There

were multiple structural and hydration alterations that can be important for the

functionality of the protein. Substantial relocation of the Switch-I region is ob-

served in cis-KRASNO with GDP, and flexibility of Switch-II is increased after

the modification. Since Switch regions are binding interfaces for effector proteins
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and RAS regulators, these alterations in local structure may affect the binding

characteristics of the protein. DCCM maps showed that S-Nitrosylation had a

significant effect on the correlated motions of the local structures. Correlated

motions decreased significantly after the removal of the GDP. As a future study,

it would be of interest to investigate GTP bound, active state, wild-type human

KRAS protein and compare the effects of the S-Nitrosylation between inactive

and active forms.

Two-dimensional solvent distributions also can be utilized for the local hydration

around the modification sites of proteins. The dynamics of the protein can be

incorporated with the solvent distribution plots, if the latter is generated as a

function of time with given time intervals. The coupling between local structure,

e.g. secondary structure, degrees of freedom, and solvent degrees of freedom can

provide valuable insights into the understanding interplay between local hydra-

tion and structure.

Although the computational infrared spectroscopy is a useful tool to investigate

a variety of biological processes, it can be challenged by the complexity of the

biomacromolecules. This complexity can lead to spectral congestion and thus dif-

ficulty in analyzing and detecting the spectral bands and signatures. An overlap

between the spectral signature of the modification and amide bands could result

in the inability to detect the modification. The IR spectroscopy would be an

even more useful tool for the detection of PTMs if a modification absorbs in the

“transparent window” region of the protein spectra which is in the range between

1800 to 2500 cm−1.
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Appendix A

MS-ARMD parameters for the

Menshutkin reactions

Reactant Product
Bond Harmonic Kb deq Kb deq

N – HNH3 437.150 1.016 490.522 1.039
C – HMe 375.145 1.100 369.812 1.151

Bond Morse De deq β De deq β
C – Cl 145.720 1.785 0.582 X X X
C – N X X X 47.9544 1.520 1.682
Angle KΘ Θeq KΘ Θeq

HNH3 – N - HNH3 40.594 107.500 44.274 108.806
HMe – C – HMe 37.170 110.010 21.686 114.437
HMe – C – Cl 45.335 112.040 X X
HNH3 – N – C X X 57.420 107.189

HNH3 – C – HMe X X 25.311 105.421
GVDW r ϵ n m r ϵ n m

N–C 1.209 0.115 6.232 12.323 X X X X
C–Cl X X X X 2.500 0.300 5.518 12.196

Table A.1: The harmonic bond, Morse bond, angle and generalised van der Waals
(GVDW) parameters for for NH3+MeCl. Kb in kcal/mol/Å2, deq in Å, De in kcal/mol,
deq in Å, β in Å−1, Kθ in kcal/mol/radian2, r in Å and ϵ in kcal/mol.
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Reactant Product
Bond Harmonic Kb deq Kb deq

CPyr – CPyr 389.240 1.369 420.800 1.393
CPyr – NPyr 446.700 1.319 464.880 1.345
CPyr – HPyr 352.560 1.083 246.970 1.078
CMe – HMe 293.370 1.083 226.040 1.074

Bond Morse De deq β De deq β
C – Br 87.908 1.972 0.957 X X X
C – N X X X 286.170 1.581 0.908
Angle KΘ Θeq KΘ Θeq

CPyr – CPyr – HPyr 29.657 122.100 27.082 120.800
CPyr – CPyr – NPyr 39.676 126.390 37.792 121.650
NPyr – CPyr – HPyr 43.001 118.010 52.771 115.520
CPyr – NPyr – CPyr 81.961 112.800 96.761 119.040
HMe – CMe – HMe 30.810 104.220 32.760 115.190
HMe – CMe – Br 40.252 102.410 X X

NPyr – CMe – HMe X X 48.194 104.190
CPyr – NPyr – HMe X X 40.800 121.640

GVDW r ϵ n m r ϵ n m
N–C 1.296 0.751 8.096 16.710 X X X X
C–Br X X X X 0.491 0.927 7.773 11.510

Table A.2: The harmonic bond, Morse bond, angle and generalised van der Walls
(GVDW) parameters for for Pyr+MeBr. Kb in kcal/mol/Å2, deq in Å, De in kcal/mol,
deq in Å, β in Å−1, Kθ in kcal/mol/radian2, r in Å and ϵ in kcal/mol.

Reactant Product
Mulliken NBO FF Mulliken NBO FF

C –0.08 –0.42 –0.42 –0.15 –0.28 –0.25
C’s H 0.13 0.35 0.35 0.18 0.41 0.28

N –0.39 –1.04 –1.04 0.07 –0.69 –0.30
N’s H 0.05 0.18 0.18 0.13 0.22 0.21

Cl –0.09 –0.12 –0.12 –0.86 –0.94 –0.94

Table A.3: The Mulliken, NBO and fitted reactive force field charges (starting from
the NBO charges) for the NH3 + MeCl (in e).
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Reactant Product
Mulliken NBO FF Mulliken NBO FF

N –0.36 –0.53 –0.59 0.02 –0.38 –0.38
Pyr-C 0.13 0.12 0.16 –0.20 0.19 –0.03
Pyr-C –0.16 –0.26 –0.15 –0.08 –0.24 –0.03
Pyr-C 0.00 –0.12 –0.15 –0.21 –0.06 –0.03
Pyr-H 0.11 0.17 0.15 0.14 0.22 0.22
Pyr-H 0.10 0.20 0.15 0.15 0.22 0.22
Pyr-H 0.10 0.20 0.15 0.13 0.22 0.22

C –0.07 –0.51 –0.59 –0.12 –0.28 –0.28
C’s H 0.09 0.19 0.16 0.12 0.22 0.22

Br –0.18 –0.06 –0.15 –0.90 –0.96 –0.96

Table A.4: The Mulliken, NBO and fitted reactive force field charges (starting from
the NBO charges) for the NH3 + MeCl (in e).

k V 0
ij,k σij,k αij,k0

1 0.48578 22.15304 –17.47731
2 40.88660 12.45761 –1.34837
3 –36.67239 11.02057 –1.014567

Table A.5: GAPO parameters for NH3+MeCl: i labels the reactant, j labels the
product, V 0

ij,k is the center of each of the k = 3 Gaussian functions (in kcal/mol), σij,k
is the width of each Gaussian (in kcal/mol) and αij,k0 is the polynomial coefficient. In
the present case polynomial order “0” was sufficient, hence αij,k0.

k V 0
ij,k σij,k αij,k0

1 –44.46610 12.24875 –0.747557
2 1.17231 28.18915 –22.93224
3 55.29621 23.35329 –3.89254

Table A.6: GAPO parameters for Pyr+MeBr: i labels the reactant, j labels the
product, V 0

ij,k is the center of the Gaussian function (in kcal/mol), and σij,k the width
of the Gaussian (in kcal/mol). αij,k0 is the polynomial coefficient in kcal/mol. In the
present case polynomial order “0” was sufficient, hence αij,k0.
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