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Abstract

The vast amount of different two-dimensional (2D) materials and the possibility of combining
them into arbitrary heterostructures provide an exciting playground for studying and
exploiting novel physical phenomena. Semiconducting transition metal dichalcogenides
(TMDs) are particularly interesting as they host strongly bound excitons, which dominate
their optical response. Embedding TMDs in high-quality optoelectronic devices provides
full control of the electrostatic environment and enables a large tunability of their excitonic
response and their electronic ground state.

In bilayer TMD systems, interlayer excitons (IX) can form, where the electron and hole
are spatially separated in the adjacent layers. A finite twist angle between the two layers
leads to moiré and atomic reconstruction effects that dominate the excitonic properties.
Interlayer excitons are studied in a type-II MoSe2/WSe2 heterobilayer. Their real space
origin in the moiré potential and their momentum space origin are determined using
photoluminescence spectroscopy. While these IX are widely tunable by electric fields,
their coupling to light is considerably weak. Overcoming this deficit, hybridised interlayer
excitons (IE) in naturally stacked homobilayer MoS2 are discovered that combine a large
tunability of their energy with a big oscillator strength. The large tunability is used to
bring the IE into resonance with the intralayer excitons revealing two different types of
exciton-exciton couplings. A classical model of two coupled optical dipoles is developed
that shows a good agreement with the experimentally measured couplings. The model
reveals that the measured optical susceptibility determines both the magnitude and the
phase of the coupling constants.

The electronic ground state in monolayer MoS2 is explored using photoluminescence
spectroscopy as a local spin- and valley-sensitive probe. In a large external magnetic field,
the electrons in MoS2 form a ferromagnetic phase at low charge carrier densities. Evidence
is presented that it is also possible to stabilise the ferromagnetic phase at zero magnetic field
by using a circularly polarised excitation laser. On injecting electrons into the monolayer,
a first-order phase transition from the ferromagnetic phase to a paramagnetic phase is
observed at a certain critical carrier density.
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“A tiny blue dot set in a sunbeam.
Here it is.
That’s where we live.
That’s home.
We humans are one species and this is our
world. It is our responsibility to cherish it. Of
all the worlds in our solar system, the only one
so far as we know, graced by life.”
Carl Sagan, Cosmos: A Personal Voyage (1990)

Chapter1
Introduction

The dimensionality of a physical system is very important. Strong confinement of a particle
in one dimension leads to a reduced dimensionality, which in turn can result in stronger
interactions. In systems, where the energies associated with these interactions dominate
over all other energy scales, strong coupling between particles and stable correlated states
become experimentally accessible.

An ideal two-dimensional (2D) confinement in the solid state is an atomically thin sheet.
Such a system was realised for the first time in 2004 by A. Geim and K. Novoselov, who
isolated graphene, a single layer of carbon atoms [Nov04]. This discovery was awarded the
Nobel Prize in physics in 2010 and laid the foundation of the entirely new and fast-growing
field of 2D materials, the so-called van der Waals materials. These layered materials consist
of truly 2D atomic sheets with strong in-plane bonds, while the neighbouring sheets only
couple weakly through van der Waals forces. Using Scotch tape, individual layers can be
removed from the bulk crystal to thin down the material to the monolayer limit. Among
the vast zoo of 2D materials, semiconducting transition metal dichalcogenides (TMDs) are
particularly interesting due to their optical and electronic properties. Another important
property of these 2D materials is that due to the truly 2D nature of each layer, they have no
dangling bonds. This is in stark contrast to the established III-V semiconducting materials
(e.g. GaAs), which exhibit dangling bonds and consequently large electric fields at the
surface, negatively affecting their properties [Man20, Naj21].

Different 2D material layers can be stacked on top of each other into van der Waals
heterostructures with atomically flat interfaces (atomic Lego) to create novel materials,
only limited by our imagination [Gei13]. Unlike stacking Lego blocks, stacking two single
2D layers offers an additional degree of freedom: the relative twist angle between the layers.
Stacking two layers of graphene or TMDs at a certain twist angle can lead to strongly
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correlated electronic states that arise due to the hybridisation of charge carriers between
the layers (see Subsection 2.8). Another advantage of 2D materials over conventional 2D
semiconductor systems is that the fabrication of heterostructures is rather cheap, flexible,
and does not require complex growth methods such as molecular beam epitaxy. The easy
accessibility of 2D materials (“only” bulk crystal and scotch tape needed) and a large
number of possible combinations of a variety of 2D materials lead to rapid progresses in
low-dimensional condensed matter physics.

In this thesis, the physical properties of different TMD monolayer and bilayer systems
are studied using optical spectroscopy. The TMD layers are embedded in electrically
contacted, high-quality van der Waals heterostructures, which allow full control of the
electrostatic environment. The optical response of TMDs is dominated by elementary
excitations at energies close to the bandgap, like an exciton, a bound electron-hole pair.
The 2D nature of TMDs leads to strong Coulomb interactions between the charge carriers.
As a consequence, correlated electronic states can form in a monolayer [Roc19, Smo21].
Furthermore, large exciton binding energies make excitons stable even at room temperature
[Mak10, Spl10]. The ability to electrically and optically control the excitonic response and
the electronic ground state is crucial for studying and exploiting novel physical phenomena
in two dimensions.

Chapter 2 introduces the fundamental concepts of monolayer and bilayer TMDs, which
are necessary for the understanding of this thesis. Based on the TMD crystal structure,
the electronic bandstructure and the corresponding optical selection rules of the excitonic
transitions are discussed. Next, the concepts of intralayer excitons and (hybridised)
interlayer excitons are presented. Then, the optical and electronic properties of TMD
heterobilayers, which are dominated by moiré and atomic reconstruction effects, are
explained briefly. Following a discussion on the influence of external electric and magnetic
fields on the excitonic response of TMDs, the means of probing the electronic ground state
of TMD systems in optical experiments is presented.

Chapter 3 describes the device fabrication and gives insight into the most important
experimental methods used in this thesis. First, the exfoliation of 2D materials and the
identification of the desired layers are discussed. Then, a dry-transfer stacking procedure to
combine several materials into a functional heterostructure is presented. For the stacking
of a TMD heterobilayer, second harmonic generation is introduced as a tool for precise
alignment of the monolayer crystals. Then, the electrostatic device designs are shown,
followed by a brief introduction of the main optical techniques used for the study of
the TMD systems: absorption and photoluminescence spectroscopy. Afterwards, the
influence of thin-film interference effects on the optical properties of TMDs embedded in
heterostructures is discussed. Lastly, the complete experimental setup is presented and
explained.
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Chapter 4 discusses the real and momentum space origin of interlayer excitons in
a twisted MoSe2/WSe2 heterobilayer. A broad two-peak structure is observed over a
wide range of experimental parameters. Using laser-power dependent and polarisation-
resolved photoluminescence measurements, the interlayer exciton origins are proposed to be
from a lower energy momentum-indirect transition and a larger energy momentum-direct
transition. While the momentum space origin is different for each exciton, it is shown,
that the real space origin of both excitons corresponds to the minimum of the moiré
potential. Furthermore, using several experimental parameters as tuning parameters, the
large tunability of both interlayer exciton species is discussed.

Chapter 5 presents the excitonic response in homobilayer MoS2 using absorption spec-
troscopy. It is found that homobilayer MoS2 hosts hybridised interlayer excitons (IE) with
a large oscillator strength and a high tunability by external electric fields. On increasing
the electric field, two interlayer resonances are found with opposite dipole moments, leading
to a giant splitting of their energies.

Chapter 6 builds upon the findings of the previous chapter and shows that the large
dipole moments can be used to tune the IE in homobilayer MoS2 into resonance with the
intralayer A- and B-excitons. In both cases, an avoided crossing is observed, indicating
an exciton-exciton coupling. Using a classical model of two coupled optical dipoles, it is
shown that the measured optical susceptibility reveals both the magnitude and the phase
of the coupling constants. The IE-B coupling has a 0-phase (“capacitive” coupling, hole
tunnelling) while the IE-A coupling has a π-phase (“inductive” coupling, electron-hole
exchange). Using the IE as an energy-tunable sensor, the A-B intravalley exchange coupling
is determined.

Chapter 7 shows studies of the electronic ground state in monolayer MoS2 using photolu-
minescence spectroscopy as a local spin- and valley-sensitive probe. At low charge carrier
densities, the electrons in MoS2 form a ferromagnetic phase due to the strong Coulomb
interaction and electron-electron exchange between the two valleys. Evidence is presented
that, at a certain critical carrier density, the ferromagnetic state undergoes a first-order
phase transition to a paramagnetic phase. Due to the symmetry of spin-up and spin-down
states, the ferromagnetic phase is unstable at zero magnetic field. However, a careful study
of the optical response enabled the observation of a laser-induced ferromagnetic phase even
at zero magnetic field.

Chapter 8 summarises the results presented in this thesis and gives a short outlook on
future experiments.





“You know, I’m something of a scientist myself”
Willem Dafoe, Spiderman (2002)

Chapter2
Optical response of transition metal
dichalcogenides

The possibility to isolate a single layer of graphite, called graphene, kicked off the new
field of two-dimensional (2D) materials [Nov04, Nov05a, Zha05]. They are also called
van der Waals materials. A van der Waals material is a layered material that has strong
in-plane bonds but the individual atomically thin layers are only weakly attached to each
other. This makes it possible to cleave thin layers apart by using Scotch tape. Through
mechanical exfoliation, a bulk crystal can be thinned down to a monolayer with properties
encompassing insulators, (semi-)metals, superconductors, and semiconductors. Relevant to
this thesis are the semiconducting transition metal dichalcogenides (TMDs) which form a
direct bandgap in the monolayer limit [Mak10, Spl10]. Prominent features of the optical
response of TMDs are elementary excitations at energies close to the bandgap, like an
exciton, a bound electron-hole pair. The optical study of these states in monolayer and
bilayer TMDs is the central part of this thesis.

This chapter gives an overview of the general properties of monolayer and bilayer TMDs
focusing on their optical response. Section 2.1 introduces the crystal structure of TMDs.
The resulting bandstructure and optical selection rules are explained in Section 2.2. The
fundamentals of excitons, bound electron-hole pairs, are discussed in Section 2.3. In
Section 2.4, the concept of charged excitons, a three-particle state, is briefly introduced.
After the discussion of intralayer and (hybridised) interlayer excitons in bilayer TMDs in
Section 2.5, moiré effects in twisted TMD heterobilayers are presented in Section 2.6. The
discussed moiré effects include the adjusted optical selection rules, the moiré potential
with the moiré excitons living in it, and atomic reconstruction of the bilayer system. The
effect of external electric and magnetic fields on the excitonic properties is discussed in
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Section 2.7. The chapter concludes in Section 2.8 with a brief overview of correlated
electronic states in TMDs.

2.1 Crystal structure
Transition metal dichalcogenides (TMDs) are atomically-thin layered crystals. The atoms
in each layer are covalently bonded together while each layer is only weakly bound to
another layer by van der Waals interaction. Each layer consists of a central plane of
transition metal atoms (M = Mo, W) sandwiched between two layers of chalcogen atoms
(X = S, Se, Te). The chemical formula of TMDs is MX2. Figure 2.1a shows the side
view of a TMD bilayer. For a bulk TMD, these two layers would be repeated over and
over again. The layer spacing is roughly 0.6 nm. TMD bulk crystals mainly consist of
2H-stacked (hexagonal) layers where alternating layers are rotated by 180◦ with respect to
each other. There exists another stable, albeit less frequent, stacking configuration where
the layers are not rotated with respect to each other which is referred to as 3R-stacking or
simply R-stacking (rhombohedral). Figure 2.1b shows the top view of a TMD monolayer
with its hexagonal lattice of alternating M and X atoms. The hexagonal lattice has a
threefold rotation symmetry. The primitive unit cell (red shaded area) is spanned by
the lattice vectors a⃗1 and a⃗2. For TMDs, the lattice constant a0 = |⃗a1,2| is roughly 3 Å
(see Table 2.1 for detailed values). It can be seen in Figure 2.1a that a single layer lacks
inversion symmetry but has a mirror symmetry around the transition metal plane.

The TMD crystal symmetry leads to a hexagonal first Brillouin zone as sketched in
Figure 2.1c. The high-symmetry points Γ, K, K′, and M are marked. The Q point is not a
high symmetry point and lies in the middle of the line connecting the Γ and K points. The
six corners of the Brillouin zone form two groups consisting of three K or K′ points each.
The three equal K (K′) points can be related by the reciprocal lattice vectors b⃗1 and b⃗2.
K and K′ cannot be transformed into each other by the reciprocal lattice vectors and are
therefore inequivalent.

2.2 Bandstructure and optical selection rules
Bulk TMDs are indirect bandgap semiconductors with the valence band maximum located
at the Γ point and the conduction band minimum located at the Q point [Yun12, Zha13].
At these points, the bands mainly contain atomic orbitals with an out-of-plane contribution.
Therefore, the band energy at the Γ and Q points strongly depends on the layer number of
TMDs. On the other hand, the atomic orbitals at the K/K′ points are strongly confined
to the transition metal layer. They consist of transition metal atom dx2−y2 + dxy (dz2)
states in the valence (conduction) band slightly mixed with chalcogen atom px + py states
[Zhu11, Kor15]. Upon going from bulk TMDs to a single layer, the Γ-Q energy difference
increases while the K-K energy difference is nearly unaffected [Spl10]. In the monolayer
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Figure 2.1. Crystal structure of TMDs. (a) Side view of a 2H-stacked TMD bilayer where the layers are
rotated by 180◦ with respect to each other. The green balls represent the transition metal atoms (M) and
the yellow balls are the chalcogen atoms (X). The distance between the layers is roughly 0.6 nm. The
primitive unit cell is shown as the red shaded area. (b) Top view of a TMD monolayer. The lattice vectors
a⃗1 and a⃗2 span the primitive unit cell (red shaded area). (c) Sketch of the first Brillouin zone defined by
the reciprocal lattice vectors b⃗1 and b⃗2. The inequivalent high-symmetry K and K′ points are located at
the corners of the Brillouin zone. In-between the K and Γ points lies the Q point.

limit, TMDs become a direct bandgap semiconductor with the minimum energy transition
located at the K and K′ points [Spl10, Mak10].

Figure 2.2 shows the parabolic electronic bands around the K and K′ points for MoS2

(MoSe2), and WSe2 monolayers. The heavy transition metal atoms lead to a strong spin-
orbit interaction. The spin-orbit interaction lifts the degeneracy of the spin-states in the
valence and conduction bands at the K/K′ points. The valence band spin-splitting ∆v is
large (> 100 meV) [Zhu11, Che12, Xia12]; the conduction band spin-splitting ∆c is much
smaller [Liu13, Kos13]. Theoretically calculated values for the spin-splitting for MoS2,
MoSe2, and WSe2 monolayers are given in Table 2.1. Please note that the conduction
band spin-splitting has an opposite sign for Mo- and W-based TMDs. The K and K′

points are related by time-reversal symmetry which leads to an inverse spin-ordering in
the two valleys. The two spin-allowed intravalley A (lower energy) and B (higher energy)
transitions are a consequence of the large spin-orbit interaction.∗

The inversion symmetry in TMD monolayers is broken which leads to valley-dependent
optical selection rules and dictates an opposite sign of the orbital moment at K and K′

[Yao08, Xia12, Cao12]. The origin of the selection rules is the phase winding of the Bloch
electrons under rotational symmetry [Yao08, Liu15]. This winding influences the orbital
magnetic moment of the electronic states at the K/K′ points. The valence bands transform
with an angular momentum of 0, while the conduction band states have an angular

∗At even higher energies, there exists a third transition denoted as the C-transition [Qiu13]. The
physical origin of C is quite different from A and B. The lowest conduction and highest valence bands
between the Γ and Q point have approximately the same slope leading to a band nesting region [Wan17b].
The band nesting enhances the optical response and the resonant transition is called C.
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MoS2 MoSe2 WSe2

a0 (Å) 3.185 3.319 3.316

∆v (meV) 148 184 462

∆c (meV) -3 -20 37

mh (m0) 0.54 0.60 0.36

me (m0) 0.47 0.58 0.29
Table 2.1. Calculated material parameters for the studied TMD monolayers. All numbers are extracted
from Reference [Kor15]. a0 is the lattice constant, ∆v,c is the valence and conduction band splitting, and
mh,e are the effective hole and electron masses.

Δc < 0

Δv
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K K′

σ+ σ -
A B A B
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E
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Figure 2.2. Bandstructure and optical selection rules in (a) monolayer MoS2 (MoSe2) and (b) monolayer
WSe2. In the monolayer limit, these materials have a direct bandgap at the K and K′ points (also referred
to as valleys) in the Brillouin zone [Mak10, Spl10]. Spin-orbit coupling splits the spin-↑ (green) and the
spin-↓ (blue) bands. The K and K′ points are linked by time-reversal symmetry which leads to opposite
spin-ordering in the two valleys. The splitting in the valence band ∆v is much larger than the splitting
in the conduction band ∆c (see Table 2.1). The sign of ∆c depends on the metal atom (Mo or W).
The lowest-energy spin-allowed transition is called the A-transition while the higher-energy one is called
B-transition. The broken inversion symmetry in TMD monolayer crystals leads to valley-dependent optical
selection rules [Yao08, Xia12, Cao12]. Transitions in the K (K′) valley couple to σ+ (σ−) circularly polarised
light.

momentum of ±1 at K/K′ [Cao12]. The angular momentum of a left/right circularly-
polarised photon is ±1. Therefore, TMD monolayer K (K′) transitions couple to σ+ (σ−)
circularly polarised light (see Figure 2.2).
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2.3 Excitons
An exciton is a Coulomb-bound electron-hole pair. In semiconductors, an electron can
be excited from the valence band into the conduction band through the absorption of a
photon with an energy above the bandgap. Simultaneously, this process creates a positively
charged hole in the valence band. The opposite charge of electron and hole leads to an
attractive Coulomb interaction binding them together. The resulting bound state is called
an exciton. Typically, excitons are categorised into two limiting cases: Frenkel excitons and
Wannier-Mott excitons. Frenkel excitons are strongly localised and tightly bound excitons
with a size of roughly the lattice constant [Fre31]. The weakly bound Wannier-Mott exci-
tons are highly mobile with a size much larger than the lattice constant [Wan37, Mot38].
Typically, Wannier-Mott excitons exist in semiconductors. In TMDs, the exciton radius is
on the order of 1-2 nm [Gor19] which is larger than the lattice constant (see Table 2.1).
Therefore, the excitons in TMDs can be described as Wannier-Mott excitons [Wan18a].

The bound nature of an exciton reduces its ground state energy as compared to the energy
difference of a free electron and hole. The energy difference is known as the binding energy
Eb. In other words, Eb is the energy needed for ionisation of the bound exciton state. The
larger the binding energy is, the more stable the excitons are. The energy of an exciton
with principal quantum number n and with a zero centre-of-mass in-plane wave vector
(K⃗ = 0) is given by [Gro14]

E
(n)
X = Eg − E

(n)
b , (2.1)

with Eg being the renormalised free particle bandgap (n = ∞). Figure 2.3a shows the
dispersion of the quantised bound states with principle number n. The energy dispersion

as a function of K⃗ is given by the kinetic energy of the exciton
ℏ2
∣∣∣K⃗∣∣∣2

2(me + mh) [Kli12]. The
optical absorption is sketched in Figure 2.3b. The strong Coulomb interaction leads to
excitonic resonances below the bandgap. The exciton energy approaches the bandgap
energy for increasing n. An important property of an excitonic state is how well it couples
to an external light field. This interaction is described by a quantity called oscillator
strength f which scales as f ∝

(
n − 1

2

)−3
in two dimensions [Kli12].

A Wannier-Mott exciton is an analogue of the hydrogen atom with the hole replacing
the proton and with the semiconducting crystal lattice acting as a dielectric background.
Solving this problem for a 2D system, one can write the binding energy of the ground
(n = 1) or excited (n > 1) bound states as [Kli12]

E
(n)
b = RX

1(
n − 1

2

)2 , n = 1, 2, 3, ... , (2.2)
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Figure 2.3. (a) Exciton dispersion of the quantised bound states with principal quantum number n. K⃗

is the excitonic centre-of-mass wave vector. The exciton ground state energy EX (n = 1) with K⃗ = 0 is
given by the renormalised bandgap energy Eg minus the excitonic binding energy Eb. (b) Sketch of the
optical absorption in a 2D semiconductor. Excitonic states appear below the bandgap energy. The energy
difference between the excitonic states decreases upon approaching the free particle bandgap. The figure is
adapted from Reference [Wan18a].

with RX being the excitonic Rydberg energy. For the calculation, a locally screened ∝ 1
r

Coulomb potential is assumed, where r is the distance between the charges. The term
n − 1

2 comes from the two-dimensionality of the confinement (in 3D: Eb ∝ 1
n2 ). In analogy

to the hydrogen Rydberg series, the bound exciton states are often labelled as 1s, 2s, etc.
The excitonic Rydberg energy is given by

RX = 1
2

e2

4πϵ0ϵraX
, (2.3)

with the elementary charge e, the dielectric constant of the lattice ϵr, the vacuum permit-
tivity ϵ0, and the excitonic Bohr radius aX . The Bohr radius is defined as

aX = 4πϵ0ϵrℏ2

µe2 , (2.4)

where µ = ( 1
me

+ 1
mh

)−1 is the reduced effective mass of the exciton. Using typical values
for TMDs (me,h = 0.5m0 and ϵr = 7 [Lat18]), a Bohr radius of ≈ 1.5 nm and a binding
energy of ≈ 280 meV can be estimated. Due to the large binding energy, the excitonic
bound states are stable at room temperature and above ( Eb

kB
≈ 3000 K). The small Bohr

radius suggests that the Coulomb effects are very dominant in TMDs. Consequences of
the strong interaction will be discussed in Chapter 7.

It is interesting to put the Bohr radius and binding energy of TMDs in perspective with
the properties of a conventional semiconductor like GaAs. Typical values for excitons in
GaAs are RX = 4.2 meV and aX = 13 nm [Fox10]. Excitons in TMDs are much stronger
bound than excitons in GaAs. One reason is that the effective exciton mass is much smaller
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in GaAs (µ = 0.06m0) [Fox10]. Another reason is that TMDs are typically surrounded by
a dielectric material with a small permittivity (e.g. hBN ϵr = 3.76 [Lat18]). This means
a significant amount of the electric field between electron and hole is also confined to
the surrounding dielectric which has a huge impact on Eb and Eg [Sti16b, Raj17]. As
a consequence, the assumption of a simple 1

r Coulomb potential breaks down especially
for low n [Che14]. The strong screening in the TMD layer and the weak screening in
the dielectric is modelled by the Rytova-Keldysh potential [Ryt67, Kel67]. For a small
electron-hole separation, the potential scales as log(r); at a large separation, it scales as 1

r

[Che14].

2.4 Charged excitons
Excitons can interact with free charge carriers present in the semiconductor. A free electron
or hole can bind to an exciton forming a three-particle bound state. In the few-particle
picture, the resulting state is referred to as a negative or positive trion (X− or X+). Neutral
excitons are denoted as X0. In TMD monolayers, the trion emission energy EX− is smaller
than the free exciton emission energy EX0 . In the limit of zero free charge carriers in the
monolayer, the energy difference is given by [Mak13, Ros13]

EX0 − EX− = E0
T , (2.5)

where E0
T is the trion binding energy. Typical values of E0

T in TMD monolayers are
20 − 30 meV [Mak13, Ros13]. Due to the Pauli exclusion principle, the additional charge
carrier cannot have the same spin and valley state as the charge in the exciton. This results
in different possible intra- and intervalley trion states in TMD monolayers [Sin16, Li18,
Zhu20, Rob21, Grz21, Kle22]. Charged excitons can also be described in a many-body
approach, the Fermi-polaron picture [Sur01, Efi17, Sid17, Roc19]. In this picture, the
exciton is dressed by interactions with the Fermi sea of electrons. These interactions
split the exciton into two resonances, the higher-energy repulsive polaron (exciton branch)
and the lower-energy attractive polaron (charged exciton branch). For a small charge
carrier density, the trion and polaron pictures yield identical results [Gla20]. However, the
three-particle trion picture breaks down at higher charge densities. The charged exciton
optical response in monolayer MoS2 will be discussed in Chapter 7.

2.5 Intralayer and interlayer excitons in bilayer TMDs
So far, the discussion has been limited to excitons in TMD monolayers. Adding a second
TMD monolayer to form a bilayer system creates new types of excitons with rather
interesting properties as discussed below. Excitons in bilayer TMDs can be sorted into two
categories: Intralayer and interlayer excitons. For intralayer excitons, the Coulomb-bound
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electron-hole pair resides in the same layer while for interlayer excitons the electron and
hole reside in different layers. The two exciton types are sketched in Figure 2.4. Sometimes
these two exciton categories are also referred to as spatially direct and indirect excitons.
Interlayer excitons are particularly interesting to study as they possess an out-of-plane
electric dipole moment which enables a large energetic tunability (see Subsection 2.7.1).

Interlayer excitons can have very different properties depending on the TMD material of
each layer and the twist angle between them. Generally, one can distinguish two types of
interlayer excitons that depend on the electronic orbitals that constitute the electron-hole
pair. A hybridised interlayer exciton (IE) has an electron or a hole state that is delocalised
across both layers (see Figure 2.4a). In this case, an interlayer exciton is effectively mixed
with an intralayer exciton which can lead to interesting exciton-exciton coupling effects
(see Chapter 6). The other type is an interlayer exciton (IX) where the electron and hole
are purely confined to the opposite single layer (see Figure 2.4c). Please note the different
abbreviations for the two types of interlayer excitons (IE and IX) which will be used
throughout this thesis.

The mixed excitonic states forming hybridised excitons can be found in a lot of bi-
layer systems, such as bilayer MoS2 [Ger19, Slo19, Car19, Nie19], bilayer MoSe2 [Sun20],
MoSe2/WS2 [Ale19], WSe2/WS2 [Tan21], MoS2/WS2 [Kie20], MoSe2/WSe2 [McD21], or
MoTe2/MoSe2 [RT19]. A particularly interesting system for hybridised excitons is ho-
mobilayer MoS2. Homobilayer indicates a naturally 2H-stacked bilayer. Atomic orbital
hybridisation of the two spin-like valence bands leads to IE with a large oscillator strength
[Dei18, Ger19]. The resulting IE with its hybridised hole state is sketched in Figure 2.4b.
The optical response of homobilayer MoS2 is discussed in detail in Chapter 5 and Chapter 6.

IX are typically found in heterostructures with a type-II band alignment as shown in
Figure 2.4d. For such a staggered band alignment, one monolayer has the energetically
lowest conduction band state while the other one has the highest valence band state. After
exciting an electron-hole pair in either monolayer, charges tunnel between the layers to reach
their respective minimal energy state. The charge transfer happens on a sub-picosecond
timescale [Hon14, Ceb14] which is much faster than the IX lifetime and also the intralayer
exciton recombination time [Mil17]. After the tunnelling event, an IX is formed at an energy
lower than the two intralayer exciton energies. This process is sketched in Figure 2.4d.
IX energies are usually between the infrared and near-infrared energies. Even though
the electron and hole are separated in space, IX still have a very large binding energy
of over 200 meV [Wil17] enabling room temperature experiments [Unu18]. Unlike the
strong oscillator strength of IE in e.g. bilayer MoS2, IX in heterobilayers have a negligible
oscillator strength. IX have been observed using photoluminescence spectroscopy in several
material combinations with a type-II alignment like MoS2/WSe2 [Kun18, Kar19, Hua20],
MoS2/WS2 [Che16, Oka18], WS2/WSe2 [Wan16, Jin19a, Mon21], or MoSe2/WSe2 [Riv15,
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Figure 2.4. Schematic of intralayer and interlayer excitons. (a,b) Intralayer A- and B-excitons and
hybridised interlayer excitons (IE) in homobilayer MoS2 sketched (a) in the crystal structure and (b) in
the bandstructure. Intralayer excitons consist of electrons and holes confined in the same layer. IE consist
of an electron confined to one of the two layers and a hole that is delocalised across both layers. The
hybridised hole state is a consequence of atomic orbital hybridisation in the valence bands of the two
layers [Ger19]. CB+1 (VB−1) indicates the higher (lower) energy conduction (valence) band. (c) Interlayer
exciton (IX) sketched in the crystal structure of a type-II MoSe2/WSe2 heterobilayer. IX consist of an
electron residing in MoSe2 and a hole in WSe2. (d) Formation process of IX depicted in the bandstructure
of the heterobilayer. The valence band maximum is located in the WSe2 layer, while the conduction band
minimum is located in the MoSe2 layer. Exciting an intralayer exciton in either layer leads to an efficient
charge transfer between the layers (indicated by the coloured arrows) and ultimately to the formation of IX.

Riv16, Nag17b, Mil17, Ros17, Han18, Hsu18, Via19, Fö19, Jau19, Sey19, Tra19, Cia19].
It is important to note that IX are formed with electrons and holes both located near the

K (K′) point in the Brillouin zone. As discussed in Chapter 2.2, other points in the Brillouin
zone like Γ or Q are influenced by the number of layers. This leads to a hybridisation of
the atomic orbitals of the two layers at the Γ and Q points. In the following discussion,
the focus lies on the most-studied heterobilayer MoSe2/WSe2 which is also the system
investigated in this thesis. Several studies of IX in MoSe2/WSe2 argue that the conduction
band minimum is at the Q point and not at the K point [Mil17, Han18, Fö21]. Additionally,
the stacking of two crystals leads to the formation of a moiré pattern which influences the
properties of IX. The main implications of the moiré potential will be explained in the
next section. Due to this complex heterobilayer system, the interpretations of the physical
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α
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hRX
h

Figure 2.5. Moiré superlattice formed when stacking two TMD monolayers at an angle α on top of each
other. Here, monolayer MoSe2 and WSe2 with a very similar lattice constant are stacked at a twist angle
of α = 5◦. Therefore, the moiré periodicity amoiré ≈ 3.8 nm. The supercell of the moiré superlattice
is highlighted with the red shaded area. There exist three high-symmetry points with a Ĉ3 rotational
symmetry (three-fold rotational symmetry): Rh

h, RX
h , and RM

h . R indicates 3R-stacking (near 0◦ stacking).
The superscript µ (hexagonal centre h, chalcogen atom X, or metal atom M) indicates the site of the
MoSe2 layer that is aligned with the hexagon centre (h) of the WSe2 layer. These high-symmetry points
are explained in more detail in Figure 2.6.

origin of the IX are still widely discussed [Tra20]. In Chapter 4, the properties of IX in
a MoSe2/WSe2 heterobilayer are discussed and the real and momentum space origin is
determined.

2.6 Moiré effects in twisted TMD heterobilayers
Upon stacking two TMD monolayers with a different lattice constant and/or at a specific
twist angle on top of each other, the two crystal lattices will overlap forming an interference
pattern, a so-called moiré pattern. The moiré effect is illustrated in Figure 2.5 where
monolayer MoSe2 and WSe2 are stacked with a twist angle of α = 5◦. The moiré supercell
is shaded in red. Assuming a very small lattice mismatch, the periodicity of the superlattice
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can be approximated as [RP18]

amoiré ≈ a0,W√
α2

rad + δ2
, (2.6)

with the lattice constant mismatch δ = |a0,Mo − a0,W|
a0,W

and αrad being the twist angle in

radian. Due to the small lattice mismatch of TMDs (see Table 2.1) the periodicity is
mainly given by the twist angle. For very small twist angles, the moiré periodicity can
reach up to several hundred nanometers which is much larger than the monolayer lattice
constant or the exciton radii.

Similar to bulk TMDs, a heterobilayer can have two extreme stacking angles: 3R/R
stacking (near 0◦ twist) or 2H/H stacking (near 60◦ twist). The influence of the moiré
pattern on the excitonic properties strongly depends on the stacking configuration [Yu18,
Hua22]. The studied heterobilayer in this thesis has a nearly R-stacked configuration
(≈ 3◦ twist). Therefore, the discussion in this theory chapter focuses on IX in R-stacked
MoSe2/WSe2 heterobilayers.

In this section, several moiré effects will be discussed. Following the crystal symmetry,
the optical selection rules in the bilayer are modified significantly as presented in Subsec-
tion 2.6.1. After introducing the moiré potential in Subsection 2.6.2, the moiré excitons
residing in this potential are discussed in Subsection 2.6.3. It is shown that the stacking
angle is very crucial for the excitonic properties. Finally, atomic reconstruction is presented
in Subsection 2.6.4.

2.6.1 Optical selection rules in a moiré superlattice
Inside the moiré supercell, there exist three high symmetry points where the three-fold
rotational symmetry (Ĉ3) is preserved. These points are shown in Figure 2.5 and are
labelled as Rh

h, RX
h , and RM

h [Yu17]. The superscript µ (hexagonal centre h, chalcogen
atom X, or metal atom M) indicates the site of the MoSe2 layer (electron layer) that is
aligned with the hexagon centre (h) of the WSe2 layer (hole layer) as indicated by the
subscript. The side and top view of the atomic stacking configuration at each symmetry
point are shown in the top row of Figure 2.6.

As in the monolayer, the optical selection rules for excitons depend on the Bloch
phase winding under the C3 rotation. The C3 rotation eigenvalue of the Bloch function
depends on the electron layer rotation centre (h, X, M) for a fixed hole layer centre (h)
[Yu17]. First, the transitions at the K point are discussed. Contrary to the monolayer,
the spin-flip (spin-triplet) transitions in a heterobilayer are dipole-allowed with a similar
magnitude as spin-conserved transitions because of the broken out-of-plane mirror symmetry
[Yu18, Tra20]. As a result of the Bloch phase shift, the spin-conserved IX transition at Rh

h
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Figure 2.6. High-symmetry points in the moiré superlattice and their corresponding optical selection rules
at the K point of an R-stacked MoSe2/WSe2 heterobilayer. (a) For Rh

h, the two hexagons are aligned with
metal and chalcogen atoms on top of each other. The spin-conserved transition is σ+ polarised, while
the spin-flip transition only couples to photons polarised in-plane (z). (b) For Rh

X, the chalcogen atom
of the MoSe2 layer is on top of the hexagon centre of WSe2. The spin-conserved (spin-flip) transition
couples to σ− (σ+) polarisation. (c) For Rh

M, the metal atom of the MoSe2 layer is on top of the hexagon
centre of WSe2. The spin-conserved (spin-flip) transition couples to in-plane (σ−) polarisation. To get the
selection rules for the K′ point, all σ+ and σ− polarisations need to be swapped. The figure is adapted
from References [Yu18, Tra19].

(RX
h ) couples to σ+ (σ−) polarised light. The spin-flip IX transition at Rh

h (RX
h ) couples to

in-plane (σ+) polarised light. The spin-conserved (spin-flip) transition at RM
h couples to

in-plane (σ−) polarised light [Yu15, Yu17, Wu18]. All selection rules are summarised in
the bottom row of Figure 2.6. The K′ selection rules follow from time-reversal symmetry.
As a result, all σ+ and σ− polarisations need to be swapped on going from K to K′. In
between the high-symmetry points, the selection rules vary continuously in the whole moiré
supercell [Yu15].

2.6.2 Moiré potential
In addition to the modified selection rules, the moiré pattern also leads to a real space
variation of the distance between the two layers and the IX energies with the extrema located
at the high-symmetry points [Yu17, Wu18]. The resulting theoretical layer separation δd

and moiré potential for a bilayer with zero twist angle are plotted in Figure 2.7a. The
layer separation of a heterobilayer measured with scanning tunnelling microscopy (STM)
is roughly a factor of three larger than the theoretical prediction [Zha17a]. The lowest
IX energy is at the RX

h point. The moiré potential magnitude strongly depends on the
twist angle of the bilayer [Bre20a]. The potential depth of the minimum IX energy point
for R stacking (60 − 100 meV) is calculated to be larger than for H stacking (∼ 20 meV)
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[Wu18, Tra19, Bre20b].∗

IX can therefore be seen as particles residing in this real space moiré potential. The IX
movement in this potential then strongly depends on the size of the moiré supercell or
in other words on the exciton radius as compared to the distance between the potential
minima. Additionally, the diffusion of IX also depends on the exciton density (filling of
the potential) and the temperature [Wan21a]. IX are localised in the moiré potential at
small twist angles and/or small exciton densities; the IX diffusivity increases for larger
twist angles and/or higher exciton densities [Yua20, Cho20, Wan21a]. If IX are strongly
confined, or not, has a big influence on the optically dominant IX in the bilayer as will be
discussed in the next subsection.

2.6.3 Moiré excitons
The moiré pattern also influences the crystal properties in momentum space as sketched in
Figure 2.7b. In a bilayer, the two Brillouin zones of each monolayer are rotated by the real
space twist angle α as well. This leads to a momentum difference of ∆K of the K and K′

valleys in each layer, respectively. The momentum conservation of IX then depends on ∆K

and the reciprocal lattice vectors of the upper and lower layer. The whole k space behaviour
of intra- and interlayer excitons near the K/K′ point can be folded into the so-called moiré
mini Brillouin zone (mBZ) [Wan17c, Wu18]. The distance between the mBZ centre γ and
the hexagon corners κ/κ′ is ∆K. Recently, the emission of IX inside the mBZ has been
measured experimentally in momentum space using femtosecond photoemission momentum
microscopy [Sch22]. It should be noted that if the stacking angle is too far away from 0◦ or
60◦ then the interlayer coupling (efficiency of the charge transfer) is reduced and therefore
the optical emission is quenched significantly [Nay17].

The resulting zone-folded moiré mini IX bands strongly depend on the twist angle.
Figure 2.7c shows the moiré IX bandstructure for a small twist angle of 1◦ which exhibits
flat bands [Wu18, Nai20, Guo20, Bre20b]. Flat bands are possible in TMD bilayers for a
large range of angles where the exact angles depend on the materials used for the bilayer.
The optically active excitons are at the γ point and have their real space origin at RX

h .
The deep confinement of IX at small twist angles leads to multiple exciton resonances
at the same location as sketched in Figure 2.7a bottom. This situation is very similar
to semiconducting quantum dots. Exciton ground and excited states are observed with
alternating optical selection rules [Tra19]. The ground state has the σ− polarisation of
the spin-conserved transition at the RX

h point [Wu18, Bre20b]. Localised IX in a moiré
potential could for example be used to realise an ordered array of quantum dots with highly

∗The intralayer exciton energy is also modified through the moiré pattern [Yu17]. Intralayer moiré
excitons have been experimentally determined in bilayer heterostructure [Zha18, Jin19b]. However, the
exact origin of intralayer excitons in the moiré superlattice is still under discussion [Tra20].
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Figure 2.7. (a) Layer separation δd (top) and interlayer bandgap variation δEg along the high-symmetry
points in the moiré superlattice at zero twist angle. (b) Schematic of the moiré mini Brillouin zone (mBZ)
for a MoSe2/WSe2 heterobilayer at a twist angle of α. K and K′ valleys are separated in momentum by
∆K. The momentum difference between the centre of the mBZ γ and the hexagon corners κ and κ′ is also
∆K. (c,d) Sketch of the moiré interlayer exciton minibands for a twisted MoSe2/WSe2 heterobilayer at (c)
α = 1◦ and (d) α = 3◦. For very small twist angles, the deep exciton potential at RX

h leads to multiple
confined interlayer exciton states with a flat band (see also (a) bottom). For larger twist angles, the bands
are almost parabolic and follow the zone-folded bands of free excitons closely (light grey dashed lines).
Hybridisation of the free exciton bands leads to avoided crossings at the intersection points. Optically
active exciton states spatially located at RX

h (Rh
h) are marked with an open blue (green) circle. The sketch

in (a) top is adapted from Reference [Yu17]. The sketches in (a) bottom and in (c,d) are adapted from
Reference [Bre20b].

tunable properties [Yu17, Sey19, Nai20]. The quantum nature of moiré-trapped IX has
already been confirmed experimentally [Bae20].

The IX mini bands for a slightly larger twist angle of 3◦ are shown in Figure 2.7d. On
increasing the angle, the flat bands change to nearly parabolic bands. The parabolic bands
indicate delocalised states. The resulting bands (dark grey lines) follow the zone-folded
bands of the free excitons (light grey dashed lines) closely [Bre20b]. The hybridisation of
excitons with a different centre of mass leads to avoided crossings in the bandstructure.
The strong mixing can be seen as standing waves localised at different symmetry locations.∗

The lowest-energy (second lowest-energy) optically active IX at the γ point originates from
RX

h (Rh
h) coupling to σ− (σ+) polarisation [Bre20b].

The twist angle is therefore a very important tuning knob in bilayer TMDs. IX are
either confined in a deep moiré potential, delocalised, or some state in-between. Their state
strongly influences the optical response of the bilayer. Additionally, only K/K′ excitons are
considered in the moiré exciton picture; potentially energetically lower momentum-indirect
Q-K exciton transitions are neglected [Gil18]. It is important to understand all these
different microscopic pictures when discussing IX in bilayers.

∗Here, two interlayer states mix resulting in two IX with electron and hole still localised in either layer.
This is in contrast to certain hybridised IE which are formed when the intralayer and interlayer moiré mini
bands hybridise [Ale19, RT19, Bre20a].
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Figure 2.8. Periodic atomic reconstruction (AR) in R-stacked TMD bilayers for small twist angles. Below
a certain twist angle, the energy gain from forming low-energy and high-symmetry points (RX

h and RM
h )

outweighs the energy cost of twisting the layers into the high-symmetry configurations. After AR, the
bilayer shows alternating triangular domains with RX

h and RM
h symmetry. This is a significant deviation

from the moiré pattern shown in Figure 2.5 where a rigid lattice is assumed. The triangular domain size is
very position and twist-angle dependent and can vary from 5 nm up to ∼300 nm [Sus19, Ros20, Wes20].

2.6.4 Atomic reconstruction of bilayers
So far the bilayer system has been treated as two rigid monolayers. In reality, atomic
reconstruction (rearrangement of atoms in each layer) happens between the two layers at
small twist angles. The reconstruction leads to significant changes in the crystal structure
of the bilayer system. Certain high-symmetry stackings of the two layers are energetically
much more favourable than others. Therefore, atomic reconstruction occurs if the energy
gain of forming a preferred crystal orientation overcomes the energy cost of twisting the
layers into said orientations [Car18, Wes20]. Atomic reconstruction has been theoretically
and experimentally shown in bilayer graphene [Ald13, Wij15, Yoo19, McG20] and bilayer
TMDs [Car18, Sus19, Ros20, Wes20, Sun20, Luo20, Hal21, And21, Li21, Sha21a]. The
critical twist angle, below which the reconstruction takes place, is hard to determine. Studies
suggest that reconstruction is likely to happen for angles below 2◦ [Ros20, Wes20] while
there appears to be a rather large transition region (2◦-6◦) between pure reconstruction
and pure moiré [Qua21]. However, these numbers might depend on the materials used for
the bilayer.

An atomically reconstructed R-stacked TMD bilayer is sketched in Figure 2.8. Two
alternating triangle domains of the low-energy and high-symmetry points RX

h (red) and RM
h

(blue) are formed. Rh
h domains are pushed to the corners of the triangles. Both triangles

are rather strain-free. This means that the strain resulting from the twisting mainly acts in
the boundaries between the domains (black lines) [Wes20]. The domain size of the triangles
can vary from 5 nm up to ∼300 nm due to the strong position and twist angle dependency
[Sus19, Ros20, Wes20]. Generally speaking the smaller the twist angle is, the larger the
domain sizes are. H-type stacked bilayers have only one lowest-energy stacking symmetry
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which forms hexagonal domains [Car18, Ros20]. It is not clear yet as to how much hBN
encapsulation influences the atomic reconstruction [Tra20].

An open question is to what extent atomic reconstruction influences the optical properties
of TMD bilayers. The optical selection rules of the reconstructed high-symmetry domains
are the same as described in Subsection 2.6.1 [Woz20]. However, the correlation of
the optical properties with the atomic structure is not an easy task [And21]. From an
experimental point of view, it is interesting to correlate atomic reconstruction to the
excitonic properties measured via photoluminescence spectroscopy. Currently, atomic
reconstruction is usually studied optically only with Raman spectroscopy which allows the
measurement of certain low-frequency phonon processes that only take place in reconstructed
areas [Pur16, Hol20]. These processes are discussed in more detail in Appendix Chapter C.

2.7 Excitons in electric or magnetic fields
External electric or magnetic fields can be used to manipulate and tune certain properties of
excitonic particles. Experimentally, these fields are easily accessible and tunable. Therefore,
measurements utilising these fields are an integral part of this thesis. Studying the excitonic
response to external fields is an important step toward understanding the optical properties
of TMDs. Since a 2D material system is studied and therefore excitons that exist in a 2D
confinement, the orientation of the external field with respect to the 2D plane is crucial.
Generally, one can distinguish the response of excitons to an out-of-plane field along the
z-direction and an in-plane field at an arbitrary direction in the x-y-plane. In this thesis,
only the response to out-of-plane fields is studied. In the following, some of the most
important consequences for excitons in external out-of-plane fields will be discussed. For
completeness, some influences of in-plane fields will also be mentioned.

2.7.1 Electric field
In an external electric field F⃗ , excitons experience an energy shift ∆E given by

∆E = −µ⃗ · F⃗ − β⃗ · F⃗ 2 , (2.7)

where µ⃗ is the excitonic dipole moment and β⃗ is the excitonic polarisability. This effect
is called the quantum-confined Stark effect (QCSE) [Mil84]. The vector notation implies
that this effect is present for both out-of-plane and in-plane electric fields. For a non-zero
excitonic dipole moment (e.g. for interlayer excitons), the linear term dominates the energy
shift for experimentally accessible electric fields.

Intralayer excitons have a near-zero out-of-plane dipole moment (µz ≃ 0) leading to
a quadratic QSCE determined by the polarisability. The out-of-plane polarisability in
monolayer MoS2 is roughly βz = 8 × 10−10 D m V−1 which translates to negligible energy
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shifts [Roc18]. Interlayer excitons on the other hand have a non-zero out-of-plane dipole
moment µz defined by the effective interlayer separation of the electron and hole. Applying
an out-of-plane electric field can lead to very large linear energy shifts of these excitons
(see Chapter 4 and Chapter 5).

The large response of interlayer excitons to external electric fields can for example be
utilised to study exciton dynamics [Unu18, Unu19, Cho20, Wan21a]. Another interesting
approach is to trap interlayer excitons by creating a lateral variation of the vertical electric
field through nano-patterning of the gate electrodes [Sch11, Sha21b]. On account of the
repulsive dipole-dipole interaction between interlayer excitons, it should be possible to
electrostatically trap a single exciton [Sch13a] or a single exciton-polariton [Del19, MM19].
However, nano-fabricating a trap with a size comparable to the exciton is a very challenging
task due to the very small interlayer exciton diameter of ∼ 5 nm [Kar22]. Appendix A
discusses the challenges of fabricating small traps and shows two procedures that are used
to pattern holes (35 to 50 nm) into few-layer graphene.

An out-of-plane electric field additionally influences the interlayer exciton lifetime
by changing the wave function overlap of electron and hole. The interlayer excitonic
lifetime is inversely proportional to the wave function overlap squared [Kö88, Phi89, Ale90].
Depending on the sign of the electric field, the interlayer exciton lifetime can be tuned
from 1 ns to 500 ns [Jau19].

The in-plane polarisability of intralayer excitons is much larger than the out-of-plane
polarisability due to the lack of confinement. For monolayer MoS2, βx,y = 3×10−7 D m V−1

which is roughly a factor 1000 larger than βz [Cav18]. Using in-plane electric fields in
monolayer TMDs might prove an interesting alternative route to trapping neutral excitons
[Thu22]. A negative side effect of an in-plane electric field may be the ionisation of excitons.
The field strength necessary for ionisation can be estimated by comparing the electric field
drop along the exciton Bohr radius with the exciton binding energy [Die19]. Because of
the extremely large binding energy and the small Bohr radius of (interlayer) excitons in
TMDs, ionisation of excitons requires very large lateral fields which are not reached in most
experiments. The ionisation of excitons can become important in the more traditional 2D
semiconductor systems (e.g. III-V quantum wells) [Die19].

2.7.2 Magnetic field
At zero magnetic field, the K and K′ valley exciton energies are degenerate (see Figure 2.9).
An out-of-plane magnetic field Bz lifts the valley degeneracy by breaking time-reversal
symmetry [Li14, Sri15, Aiv15, Mac15]. The electronic bands shift in energy according to
the valley Zeeman effect [Mit15, Wan15a]. The total Zeeman energy shift of a band has
three contributions:

• Spin: ∆s = 1
2gsµBszBz ≃ µBszBz, with gs ≃ 2 being the free-electron g factor, µB



22 Chapter 2 • Optical response of transition metal dichalcogenides

σ+

σ+

σ -

K K′

σ -

E
k

Bz > 0Bz = 0 Bz = 0
K K′

Valley
Atomic orbital
Spin

Figure 2.9. Bandstructure of a TMD monolayer in an external magnetic field Bz perpendicular to the 2D
plane. Electronic bands shift in energy due to valley, atomic orbital, and spin contributions as illustrated
by the coloured arrows. The magnetic field lifts the degeneracy of K and K′ excitons; the energy of the σ+

(σ−) transition decreases (increases). The corresponding excitonic g-factor can be estimated to be -4.

being the Bohr magneton, and sz = ±1 being the pseudospin operator perpendicular
to the monolayer [Kor14].

• Atomic orbital: ∆α = µBmlBz, with ml being the orbital magnetic moment. ml = 0
for the conduction bands while ml = 2 (-2) for the K (K′) valley valence band [Aiv15].

• Valley: ∆v = µBαc,vτzBz, with τz = +1 (τz = −1) being the valley quantum number
at K (K′) and αc,v = m0

me,h
determining the valley magnetic moment defined by the

different effective masses of electrons me and holes mh in the conduction and valence
band [Mac15].

The detailed magnetic field-induced energy shifts of the lowest-energy bands in a mono-
layer are sketched in Figure 2.9. The coloured arrows representing the three contributions
are sketched on roughly the same scale. The total Zeeman shift of an exciton in a magnetic
field depends on the energy shift difference of the contributing valence and conduction
bands. The spin contributions cancel out for spin-conserving transitions. Additionally in
a monolayer, the effective electron mass in the conduction band is roughly equal to the
effective hole mass in the valence band (see Table 2.1). Therefore, the valley contributions
cancel each other out. The only relevant Zeeman shift is due to the orbital magnetic
moment of the valence band. The energy shift is equal to −2µBBz (+2µBBz) for the
spin-conserving interband transitions in the K (K′) valley.
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Figure 2.10. Bandstructure evolution of an R-stacked MoSe2/WSe2 heterobilayer in an external magnetic
field Bz perpendicular to the 2D plane. The optical selection rules are the ones for RX

h symmetry as it is
the stacking with the lowest interlayer energy (see Figure 2.6). Electronic bands are shifting in energy due
to valley, atomic orbital, and spin contributions as illustrated by the coloured arrows. The spin-conserving
(spin-flip) transition is sketched as the dashed (continuous) vertical lines. The excitonic g-factor of the
spin-conserving (spin-flip) transition can be estimated to be +6 (-10).

The valley Zeeman shift of the excitons scales linearly with the applied magnetic field.
The slope of the shift is different for each valley. It is useful to define the valley Zeeman
splitting ∆E between the two valleys as

∆E = Eσ+ − Eσ− = gµBBz , (2.8)

where g is the intervalley excitonic g factor and Eσ+ (Eσ−) is the transition energy of the
left (right) circularly polarised transition [Aro21].

Figure 2.9 illustrates that the K (K′) valley A-exciton shifts to a lower (higher) energy
in a monolayer TMD. The resulting g factor can be estimated to be -4. This estimation is
in line with our results on monolayer A-exciton g factors (see Chapter 4). An extensive
overview of measured g factors in TMD monolayers can be found in Reference [Woz20].
Deviations from a g factor of -4 are usually attributed to the difference of electron and hole
masses. The B-exciton g factor is also measured and calculated to be -4 [Sti16a, Woz20].

The excitonic g factor is a very important property which helps the identification of
interlayer excitons in bilayers. In homobilayer MoS2, the hybridised interlayer exciton has a
g factor of ∼ +7 which makes it clearly distinct from intralayer resonances (see Chapter 5).
In heterobilayers, the interlayer exciton g factor gIX strongly depends on the local stacking
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order and the spin configuration of the corresponding exciton. For example, measuring gIX

is a method to distinguish between R- and H-stacked bilayers with gR = +6 and gH = −13
[Nag17b, Woz20].

Figure 2.10 shows the band evolution of an R-stacked MoSe2/WSe2 heterobilayer in a
perpendicular magnetic field. Note that the valley energy shift is larger in the valence
band due to the smaller hole mass in WSe2 as compared to the conduction band electron
mass in MoSe2 (see Table 2.1). Using me = 0.58m0 and mh = 0.36m0, a band energy
shift of roughly −1µBBz (+1µBBz) is estimated at the K (K′) point due to the valley
contribution. The optical selection rules in Figure 2.10 are taken from the lowest energy
RX

h symmetry point. Using the simple considerations from above, gIX can be estimated to
be +6 (-10) for the spin-conserving (spin-flip) transition. At the RH

h point, the swapped
selection rules lead to a gIX of -6 (+10) for the spin-conserving (spin-flip) transition. The
strong dependence on the local crystal symmetry makes measuring gIX a valuable tool
to identify the interlayer exciton origin. In contrast, the main exciton g factor gIX in a
H-stacked sample is ∼ −13 [Nag17a]. An extensive overview of measured and calculated g
factors in a MoSe2/WSe2 heterobilayer can be found in References [Woz20, Fö21].

In addition to the linear Zeeman energy shift, excitons also experience a diamagnetic
energy shift that scales with B2

z [Wal98]. The diamagnetic shift coefficient depends on
the size of the exciton. By measuring the quadratic energy dependence one can therefore
determine the exciton radius [Sti16a]. Due to the strong exciton confinement and hence
the small radius, diamagnetic shifts only become apparent at very large magnetic fields
(60 T). Typical intralayer 1s exciton radii are determined using the diamagnetic shifts
to be on the order of 1-2 nm [Gor19]. The 2s exciton radius is on the order of 5-8 nm
[Aro17, Zip18, Wan20b]. The large radius of 2s/3s excitons makes them an ideal sensor
to study optically for example correlated electronic states in TMD bilayers [Xu20] or
the fractional quantum Hall effect in graphene [Pop22]. A monolayer TMD sensor is
placed close to the layers of interest. The large 2s/3s excitons are very sensitive to the
dielectric environment and can therefore detect changes in the charge state of the sample
[Raj17, Raj19].

The lifted valley degeneracy in a magnetic field may also influence the polarisation
dynamics of excitons. For monolayer WSe2, the magnetic field does not visibly influence the
valley polarisation of neutral excitons [Mit15, Wan15a]. In contrast, the valley polarisation
of neutral excitons in monolayer MoSe2 is strongly influenced by Bz [Wan15a].

In tungsten-based TMDs, the excitonic ground state is optically dark (spin-flip transition)
for excitation/detection perpendicular to the monolayer. However, some of these dark
excitons can couple to light that is polarised perpendicular to the plane (z-polarisation)
which corresponds to excitation/detection parallel to the monolayer [Wan17a]. Another way
to study these dark transitions is by applying an in-plane magnetic field Bx,y. Bx,y mixes
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bright and dark states due to a mixing of the two spin states in each band [Mol17, Zha17b].
The bright dark splitting in WSe2 (WS2) is found to be 40 meV (55 meV) [Wan17a].
Interestingly, the dark exciton state in the seemingly bright MoS2 also lies 14 meV below
the bright exciton [Rob20].

2.8 Optically probing correlated electronic states
The interaction and hybridisation effects between electrons and holes in/between the indi-
vidual layers of 2D materials may allow the study of strongly correlated electronic states. A
notable example is twisted bilayer graphene where correlated insulator states, superconduc-
tivity, and ferromagnetic phases have been observed [Cao18a, Cao18b, Ker19, Lu19, Sha19].
Recently, experiments in twisted bilayer TMDs also showed strongly correlated insulating
states and the formation of Wigner crystals [Reg20, Wan20a, Tan20b, Shi20, Xu20, Zho21,
Hua21, Li21]. A Wigner crystal is an ordered, crystalline state of the charge carriers in
the solid-state [Zho21]. Depending on the filling factor and the moiré potential in TMD
bilayers, the Wigner crystal takes different forms [Reg20]. The TMD crystal symmetry
allows the realisation of a triangular Hubbard model [Wu18] which could be used as a
condensed-matter quantum simulator [Ken21].

The possibility to probe the correlated electronic states optically is very exciting. There-
fore, it is interesting to study the interaction of excitons with charges in the moiré potential.
Recently, several research groups found experimental evidence of moiré trions that could
be used as a possible probe of the correlated states [Wan21b, Liu21, BG21]. As mentioned
before, another option to probe the correlated state is by using the large 2s/3s excitons in
a TMD monolayer sensor placed next to the system of interest [Xu20, Pop22].

The formation of correlated states is not only limited to TMD bilayer systems. In TMD
monolayers, the Coulomb interaction between electrons can dominate over all other energy
scales. This can lead to the formation of a Wigner crystal of electrons as experimentally
demonstrated in monolayer MoSe2 [Smo21]. A particularly interesting case is monolayer
MoS2 where the conduction band splitting is very small (see Table 2.1). On account of
strong Coulomb interaction and electron-electron exchange between the valleys, electrons
will form a spin-polarised/ferromagnetic state at small to moderate charge carrier densities
[Roc19]. The ferromagnetic electronic state is probed by monitoring the excitonic response
upon charging the monolayer. On increasing the charge carrier density, the ferromagnetic
state undergoes a first-order phase transition which will be discussed in more detail in
Chapter 7.





“All that is gold does not glitter,
Not all those who wander are lost; ”

J. R. R. Tolkien, The Fellowship of the Ring
(1954)

Chapter3
Sample fabrication and experimental
methods

In the beginning, there is nothing but a few crystals and a silicon wafer. In the (happy)
end, there is a finished heterostructure that has the potential to push the boundaries of
2D semiconductor physics forward. In-between, there are a lot of challenges that need to
be overcome and a lot of techniques that need to be mastered. This chapter tries to fill in
the voids such that a happy end is within reach.

Section 3.1 shows how to exfoliate and to identify flakes of 2D materials. Then, the
stacking of the flakes into a van der Waals heterostructure is explained in Section 3.2.
The stacking of 2D layers is at the core of 2D research and an art form in itself. When
stacking two different TMD monolayers on top of each other the crystal alignment becomes
important. Therefore, Section 3.3 introduces second harmonic generation as a method to
align two monolayers for stacking. The electrical gating methods and the corresponding
electrostatics for the different heterostructure devices are shown in Section 3.4. The
finished heterostructure is studied with optical characterisation techniques like absorption
or photoluminescence spectroscopy which are presented in Section 3.5. Afterwards, the
influence of thin-film interferences on the optical properties of TMDs inside a heterostructure
will be discussed in Section 3.6. Lastly, Section 3.7 shows the complete confocal microscope
setup used to study the properties of TMDs.

3.1 Exfoliation and flake identification
2D materials consist of atomically thin layers weakly bound by van der Waals forces.
Exploiting the weak interlayer forces, the top layers of a bulk crystal can be torn off using
adhesion tape. This rather simple method enables the isolation of even a single 2D layer.
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Material Type Source

MoS2 Natural SPI Supplies

MoSe2 Synthetic HQ Graphene

WSe2 Synthetic HQ Graphene

Graphite Natural NGS Nanographit

hBN Synthetic K. Watanabe and T. Taniguchi [Tan07]
Table 3.1. Bulk crystals used in this thesis.

This process is called mechanical exfoliation or the Scotch tape method. Table 3.1 lists the
sources of all bulk crystals used for exfoliation in this thesis.

The detailed exfoliation process used in this thesis is shown in Figure 3.1. A bulk crystal
is thinned down on a master tape (Nitto tape ELP BT-150-LC, Nitto) by folding the tape
and taking it apart again several times. Usually, the desired flake thickness is reached after
folding four to eight times. Too much applied force or the folding process itself (bending of
the tape) might lead to a fragmentation of the flakes. Therefore, one should take care that
no big flake pieces are in the folding edge. Additionally, it is usually not recommended to
fold flakes on top of other flakes in the thinning down process.

The exfoliation onto the substrate is not done with the master tape but with a second
exfoliation tape that is pressed onto the master tape. Ideally, when peeling off the exfoliation
tape slowly, the flakes cleave again such that the new top surface has not been in contact
with any tape and is therefore clean. In Figure 3.1 the exfoliation tape used is again the
Nitto tape. Another option is to use a thin polydimethylsiloxane (PDMS) film (Gelfilm
WF-25-X4, Gel-Pak) as the exfoliation tape. Using PDMS reduces the tape residues as
compared to the Nitto tape. However, the exfoliation yield is much smaller for the PDMS
film.

The exfoliation tape is pressed onto one (or more) diced and cleaned Si/SiO2 chip(s).
The tape is removed slowly cleaving the flakes again creating a clean top surface as before.
The chip then has a few flakes of all thicknesses and sizes and tape residue on its surface.
To find suitable flakes on the chip an optical microscope is used. The chip is scanned
systematically with an x5 or x10 objective until a suitable flake is found. Figure 3.1(i) shows
a microscope image of a MoS2 monolayer with a x100 objective. Usually, the desired flakes
are very thin (1-2 monolayers) which makes them hard to see in a microscope. However,
using interference effects in the substrate, one can maximise the contrast of very thin flakes
(monolayers) for a specific SiO2 thickness [Gor11, Wan12]. Typically, the SiO2 thickness is
either ∼ 90 nm or ∼ 285 nm.
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Figure 3.1. Mechanical exfoliation. (a) A bulk crystal (here: MoS2) (b) is put on a master tape. After
pressing the crystal onto the tape, the bulk crystal is removed such that some material is left on the tape.
(c) The tape is folded several times to thin down the crystal (d) until the tape is covered with thin crystals.
(e) The actual exfoliation tape is put on the master tape while slight pressure is applied. (f) The exfoliation
tape is slowly peeled off and (g) pressed on top of a cleaned Si/SiO2 (here: 285 nm SiO2) chip with a mild
force for a minute. (h) The tape is peeled off slowly from the chip. (i) Microscope image of a monolayer
MoS2 flake with an x100 objective.

A trained eye can spot TMD monolayers quickly while scanning the chip for suitable
flakes. After a while of searching one can develop a feeling of which flakes are a monolayer
and which are not. However, there are other methods to ensure one has found a monolayer.
Using an atomic force microscope, the step height of a single layer can be measured.
Another option is to measure the frequency difference between the out-of-plane A1g and in
the in-plane E1

2g Raman mode of the TMD flake (see Appendix C). The exact frequency
difference is a fingerprint that can differentiate between mono- and few-layer TMDs
[Lee10, Zha15]. Probably the most convenient way to confirm a monolayer is to utilise the
fact that, unlike their few-layer and bulk counterparts, they are direct bandgap materials.
The very bright luminescence of a TMD monolayer in response to a strong excitation can
be imaged in the same optical microscope setup during flake searching. To this end, we
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have expanded our microscope with a tungsten halogen lamp that can excite the exfoliated
flakes. On excitation, a monolayer will glow very brightly as opposed to TMDs with larger
thicknesses (see Appendix Figure B.1 for images of glowing flakes). The homogeneity of
the luminescence in the monolayer region can be used as an indication of flake cleanness.

Tape residues are the main source of dirt on the chip and flake surface. It is important to
select very clean flakes. Sometimes the residues are clearly visible in the optical microscope.
However, especially for thicker flakes (e.g. hBN), residues, thickness steps, or cracks within
the flakes are barely visible. These inhomogeneities can be detected using the dark field
mode of our optical microscope.

Typically, there is a lot of back and forth between exfoliating and searching for good
flakes. The exfoliation yield depends not only on a lot of the parameters used in the process
but also on the used 2D materials. It is advised to constantly adjust parameters during
exfoliation when the yield gets worse or is just not good enough. If, for example, the chip
is generally quite dirty, then a new master tape might help. Other possibilities are to put
the chip or the PDMS exfoliation tape into a UVO-cleaner (ultraviolet ozone). This step
activates the surface and makes it more adhesive. Another option to increase the yield is
to heat the chip with the exfoliation tape on top to 100 ◦C on a hot plate. Remove the
chip with the tape from the heat and let it cool down before removing the tape. In the end,
exfoliation is a flexible process that is constantly adapted through experience, intuition,
and creativity.

3.2 Stacking van der Waals heterostructures
Different exfoliated 2D materials can be combined into a large van der Waals heterostructure
with improved properties and the ability to control their properties electrically. However,
for a high-quality sample, it is important to minimise the disorder in the system. The
disorder can have many sources like polymer residues between the stacked flakes, strain,
wrinkles, crystal defects, and trapped charges. There are two main ways to mitigate these
effects: hBN encapsulation and the dry stacking technique.

Optical and electrical properties are strongly influenced by fluctuations of the surrounding
dielectric environment [Raj19]. A uniform dielectric environment with no dangling bonds
and atomically flat surfaces is achieved by encapsulating the active layers (e.g. graphene or
TMDs) with two hBN flakes [Dea10]. hBN is an insulating 2D material and is used for
nearly all high-quality samples. The hBN encapsulation improves the optical properties of
TMDs significantly and is therefore essential [Cad17, Shr19].

The heterostructure quality can also be increased by using an appropriate stacking
technique. A well-established way to stack is using the dry stacking technique [Zom14].
Here, a sticky polymer stamp is used to pick up flakes from the exfoliation chip. The
stack is consequently assembled by picking up additional flakes starting from the top layer
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to the bottom layer. Once the final layer is picked up the whole stack gets deposited
onto a substrate. The main advantage of this method is that only the top layer of
the stack will be in contact with the polymer. All other interfaces in the stack are
therefore much cleaner which leads to an increased sample quality. All samples studied
in this thesis are fabricated using an implementation of the dry stacking technique based
on Reference [Zom14]. Subsection 3.2.1 describes the stamp fabrication followed by a
description of the stacking setup in Subsection 3.2.2. The heterostructure design is discussed
in Subsection 3.2.3. Finally, the stacking procedure is introduced in Subsection 3.2.4.

3.2.1 Polymer stamp
At the core of the dry stacking process is the stamp used for flake pick-up. The stamp
consists of a piece of PDMS covered with a thin layer of poly-(bisphenol A-carbonate)
(PC). Figure 3.2 shows and explains the step-by-step fabrication of the polymer stamp.
The size of the PDMS base is roughly 5 by 5 mm with a thickness of 3 mm. The PDMS
(184 silicone elastomer kit, Sylgard) is prepared by mixing the elastomer base and the
elastomer curing agent with a weight ratio of 10:1 in a petri dish. The mix is rested for
30 min followed by a baking step at 65 ◦C for 55 min. The thin PC film is fabricated by
uniformly sliding apart two glass slides with the liquid PC between them. For making the
liquid PC (analytical standard pellets MW = 28.2, Sigma-Aldrich), 0.8 g of the pellets are
dissolved overnight in 20 ml chloroform under continuous stirring. The thin PC film is
picked up by a doubled Scotch tape with a square window larger than the PDMS piece.
Then, the tape with the PC window is carefully placed on top of the PDMS piece and fixed
with additional Scotch tape. In order to avoid wrinkles in the PC film, some tension can
be applied to the tape. The stamp is now finished and can be fixed to the stacking setup.

3.2.2 Stacking setup
The home-built stacking setup on top of a damped optical table with a mounted stamp is
shown in Figure 3.3. The setup consists of two independent positioning stages, one for the
sample and one for the stamp. The stamp can be positioned with an x-y-stage and the
height is controlled by a z-stage. The sample is fixed on the sample holder by vacuum and
can be moved laterally, rotated, and tilted using the respective stages. Additionally, the
sample stage can be heated up to 190 ◦C using a home-built heater. The stacking process
is imaged with an optical microscope (TH4-200, Olympus) equipped with three different
objectives (x5, x10, and x20 magnification). The focus of the microscope is adjusted
independently of the stamp and sample stage. The whole stacking process is done under
ambient conditions and by hand - nothing in this setup is automated. There are, however,
efforts in the 2D community to automate the stacking procedure to achieve a reproducible
fabrication process [Lau22, Man22].
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Figure 3.2. Preparation of the stamp used for flake pick-up. (a-c) Fabrication of a thin PC film. The glass
slides are cleaned with acetone, IPA, and ethanol. Liquid PC dissolved in chloroform is put on a glass
slide with a pipette. The second glass slide is pressed slightly on top of the first slide to create a uniformly
distributed solution. One glass slide is uniformly slid to the side. This creates a thin PC film on each glass
slide. The thickness of the film is important and depends on the amount of liquid, the pressure, and the
sliding speed. (d) A commercial Scotch Magic tape is reinforced by doubling it. (e) A square hole is cut
into the doubled tape. (f) The tape with the hole is put on top of the thin PC film. The tape is pressed
slightly to ensure that the PC film sticks to it. The PC film is cut on the side of the tape. (g) A small
piece of PDMS is cut and afterwards cleaned in acetone and IPA in an ultrasonic bath. Next, the thin side
of the PDMS stamp is placed on a cleaned glass slide and put in a UVO cleaner for a couple of minutes.
This not only cleans the PDMS surfaces but also makes the PDMS more sticky. (h) The PDMS is flipped
so that the large surface is in contact with the glass slide. It should be ensured that the whole stamp sticks
nicely to the glass. The stamp is put into the UVO cleaner for a few minutes. The tape with the hole is
slowly peeled off from the PC-covered glass slide in (f). The thin film will usually stick to the tape. (i) The
tape is carefully placed on the PDMS stamp such that the PC covers the whole PDMS. The PC film is
fixed by using more Scotch tape around the edges of the glass slide. The inset in (i) shows a schematic side
view of the finished stamp. As a final step, the stamp should be checked under a microscope to see if there
are no wrinkles in the PC or big dirt pieces present.
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Figure 3.3. Stacking setup. (a) The setup is built on top of a damped optical table. The labelled components
are 1 the stamp x-y-stage, 2 the stamp z-stage, 3 the sample x-y-stage, 4 the sample rotation stage, 5
the sample tilt stage, 6 the optical microscope, 7 the sample heater, and 8 the heatable sample stage. (b)
Close-up of a mounted sample below the stamp. The sample is imaged by the microscope through the
PDMS stamp. The substrate and the stamp are slightly tilted with respect to each other.

3.2.3 Planning a heterostructure
In addition to the hBN encapsulation of the TMD crystal, top and bottom few-layer
graphene (FLG) flakes are often included in the final heterostructure design. Together
with metal contacts or FLG contacts to the TMD, these layers act as electrodes which
allow the control of the charge carrier density in the TMD layer and the external electric
field perpendicular to the TMD layer. If only charge carrier control is desired the top FLG
gate is usually left away and the bottom gate could either be a FLG flake or a p-doped
silicon substrate. Often FLG gates, especially the bottom gate, are replaced by thin metal
gates defined by electron-beam (e-beam) lithography. The electrostatic details of these
device structures will be discussed in Section 3.4.

Ultimately, the stack will have five (six) different layers for monolayer/homobilayer
(heterobilayer) samples.∗ The stacking of a working structure with this many layers is not
a straightforward task especially considering the random sizes and shapes of the flakes after
exfoliation. Usually, we exfoliate until we have several reasonably large and clean TMD
layers and a few good-looking hBN and FLG flakes. Before starting the stacking process,
the heterostructure is designed on a computer. For this, we insert microscope images of
the flakes into Adobe Illustrator and outline their shape. Then, we begin to design the
heterostructure by overlaying the different layers while considering the following things:

• The two FLG gates and the TMD layer(s) will be electrically contacted. Therefore
one needs to place the insulating hBN such that there is no short-circuit formed

∗The stack will have even more layers when one chooses to electrically contact the TMD layer with
FLG instead of metal gates.
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inside the stack.

• The metal contacts to the flakes should be planned. If a flake can not be contacted
directly additional etching steps might need to be performed.

• Sometimes there are quite thick flakes next to the flake of interest. In this case, the
contact line (the frontier line where the stamp touches the sample) should cross the
thick flake after it crosses the TMD region (or not at all if possible).

• TMD monolayers are very hard to see through the stamp that already has picked
up the top FLG and hBN. Flakes in the vicinity of the exfoliated TMD layer should
also be marked as they can be used for alignment.

• If an exfoliated flake is close to the chip edge the pick-up direction becomes important.
In this case, the contact line should approach the flake from the centre of the chip
towards the edge.

• When stacking, things usually do not go according to plan and certain steps in the
process might fail. Therefore, it is useful to exfoliate more flakes than needed. This
allows an adjustment of the stacking plan.

3.2.4 Heterostructure stacking and contacting
Once a heterostructure is planned and the stamp is ready, the stacking procedure can
start. The chip with the topmost flake is placed on the sample stage. After mounting the
stamp, the flake is located with the optical microscope through the stamp and centred
under a clean area of the PC film. There should be an angle of a few degrees between the
stamp and the sample surface (see Figure 3.3b). The angle helps the pick-up process as
the contact between stamp and chip happens at a smoother and slower pace. The stamp is
lowered until there is contact with the chip. Upon lowering the stamp further, the contact
line moves closer to the flake (see Figure 3.4a and Figure 3.4b). The whole flake is brought
in contact with the stamp and the contact line is placed a few tens of micrometres past the
flake. The sample stage is heated up to 90 ◦C which will cause the PDMS to expand. The
stamp height is adjusted such that the contact line stays at the initial position. After 90 ◦C
are reached, the heater is turned off. The PDMS will cool down and the contact line will
slowly retract. The contact line will pass the flake and gently peel it off the substrate (see
Figure 3.4c). The adhesion of the flake to the PC is larger than to the Si/SiO2 substrate.
Once the contact line stops moving and the flake is already picked up, the stamp can then
be manually lifted.

This pick-up process is then repeated for the subsequent layers of the heterostructure.
The subsequent flakes stick better to the already picked-up flake(s) than to Si/SiO2 and
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Figure 3.4. Flake pick-up with a stamp. (a) The stamp is lowered and brought into contact with the chip.
Further lowering pushes the contact line towards the flake. (b) The contact line is pushed past the flake
so that the whole flake is in contact with the PC. The sample stage is heated to 90 ◦C. The PDMS will
expand on heating pushing the contact line further. This movement is counteracted by manually adjusting
the stamp height such that the contact line stays at the initial position. After the stage reached 90 ◦C the
heater is turned off. On cooling down, the PDMS will shrink slowly. (c) The contact line slowly retracts
lifting the flake in the process. All images are taken with an x20 microscope objective.

are therefore lifted off. For each layer, it is important to align the flake according to the
stacking plan. The outline of each flake is drawn in the software of the microscope for an
easier check of alignment. If a picked-up flake is slightly shifted or has a different angle the
stacking plan should be adjusted accordingly. Upon lowering the stamp for the subsequent
flakes, always switch the microscope focus between the flake(s) on the stamp and the flake
on the chip. Check their alignment and adjust the two stages accordingly. Slowly go into
contact and repeat the steps described above. If the contact line is close to the flake and
the alignment is not optimal, lift the stamp out of contact again and realign accordingly.
The more flakes are already picked-up with the stamp, the harder the alignment process
will be. Sometimes the alignment process can last for several tens of minutes. When
stacking, it is therefore important to be physically prepared with good mental focus and
concentration.

The stacking is finished once the last layer is picked-up with the stamp. Now, the
heterostructure is placed on a clean Si/SiO2 substrate with pre-patterned alignment
markers used for e-beam lithography. For the deposition, the angle between stamp and
substrate is decreased. Once the stack is in contact with the chip, the stamp is lowered
even further until the whole substrate is covered. The sample stage is heated to 190 ◦C
for several minutes. At these high temperatures, the PC will melt. By slowly lifting
the stamp, the PC will detach from the PDMS and stay on the substrate covering the
stack. Afterwards, the final substrate is heated for 10 minutes at 200 ◦C on a hotplate to
relax potential stress in the PC film. The molten PC film is then dissolved in chloroform
overnight. The chloroform is removed in IPA and the chip is blow-dried with nitrogen. In
case some layers are electrically shorted or FLG gates are buried below hBN, reactive ion
etching (RIE) can be used (see Appendix A).
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The FLG gates and the active layer(s) are contacted from the top by evaporated metal
gates of either Ti (5 nm)/Au (45 nm) or Cr (5 nm)/Au (45 nm). For a high stack, the Au
thickness should be adjusted to be larger than the stack height. The gates are defined by
e-beam lithography. The detailed recipes can be found in Appendix A. After deposition
of the gates, the sample is annealed at 150 ◦C in a vacuum for at least twelve hours.
Thermal annealing tends to decrease the contact resistance and can help to increase the
heterostructure quality. For the device electrostatics, we determine the top and bottom
hBN thicknesses using atomic force microscopy (AFM). As the last step, the sample is
glued and wire-bonded (Au- or Al-wire) onto a chip carrier.

To make the stacking easier and more fault tolerant we sometimes fabricate a stack
in two separate parts instead of picking up the whole stack in one go. The bottom part
consists of the bottom FLG gate and the bottom hBN. On top of these two layers, the
metal contacts to the TMD layers can be conveniently fabricated using e-beam lithography
and subsequent metal deposition. The metal contacts consist of Ti (10 nm)/Au (20 nm)
based on a recipe developed in Reference [Pis18]. The top part starts by picking up the top
gate and ends with the active layer(s). The stacking is done in the same way as described
above. When both halves are finished, the top part is deposited onto the bottom part after
careful alignment. An advantage of this method is that if one part of the stack fails during
fabrication, not the whole sample is lost. A disadvantage is that only the top interface of
the TMD layer will be clean as the top surface of the bottom hBN has been in contact with
the polymer stamp. However, when stacking a heterobilayer sample, the interface between
the two monolayers is clean, which is very important for the interlayer exciton formation.

3.3 Heterobilayer alignment using second harmonic
generation

The stacking angle of a heterobilayer has a big impact on its properties, as discussed in
Section 2.6. Therefore, precise control of the stacking angle is very important. Usually,
the two TMD monolayers are aligned such that their crystallographic axes are at an angle
of modulo 60◦; the K valleys are aligned in momentum space. If a certain moiré period
is desired then the angle can be adjusted accordingly. For the crystal alignment, it is
important to determine the crystallographic axes. During exfoliation, the flakes tend to
break along the main crystal directions. This means that their edges often have an angle
of modulo 60◦. One can then align the edges of two monolayers and stack them together.
This method is very crude and sometimes the edges have contradicting angles or no clear
edges. A much better and more reliable method to determine the crystal directions is to
use second harmonic generation (SHG).

SHG is a nonlinear optical process where two photons with angular frequency ω are
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Figure 3.5. (a) Schematic of the second harmonic generation (SHG) process. The TMD layer is excited
by a laser with frequency ω. Two of these photons are converted into one photon with doubled frequency
2ω. For TMD monolayers, the intensity of the SHG signal is dependent on the crystal orientation relative
to the linear polarisation axis of the laser. (b) Illustration of the armchair and zigzag crystal directions
in a monolayer TMD. (c) Sketch of the angle relations of laser and armchair axis in our SHG setup. The
Lab(oratory) axis is defined as the 0◦ axis in the setup. The linear laser polarisation is rotated by a
half-wave plate with an angle of θ. The armchair axis of the monolayer is fixed at an angle θ0 with respect
to the Lab axis. In the measurement, θ is varied while θ0 stays constant.

converted into one photon with angular frequency 2ω (see Figure 3.5a). In other words, SHG
doubles the frequency of the photons. For a pulsed and linearly polarised laser excitation,
the SHG intensity depends on the angle between the material’s crystal directions and the
laser polarisation [Li13]. Figure 3.5b sketches the armchair and zigzag crystal directions in
a monolayer TMD. The linearly co- and cross-polarised SHG intensity, I∥ and I⊥, can be
written as [Li13]

I∥ = I0 cos2 (3ϕ) and I⊥ = I0 sin2 (3ϕ) , (3.1)

where ϕ is the angle between the armchair axis and the linear laser polarisation. Therefore,
we can determine the crystallographic axes for different TMD monolayers using SHG and
stack them accordingly.

We measure the SHG signal of crystals at room temperature using a home-built confocal
microscope setup. A detailed description of our SHG setup can be found in Reference [Lei22].
The sample is excited by a tunable, mode-locked titanium sapphire (Mira 900-D, Coherent
GmbH) laser with femtosecond pulses (∼ 150 fs) at a repetition rate of 76 MHz. Dispersion
effects in a long optical fibre stretch the pulse to 36 ps [Lei18]. Typically, we use an excitation
wavelength of roughly 810 nm with a power of several mW. The linear polarisation of
the laser is turned by a λ/2 waveplate mounted on a computer-controlled stepper motor
rotation stage; the sample orientation stays fixed. The light is focused onto the sample
with an x40 microscope objective (NA = 0.65). Only the co-polarised SHG signal I∥ at
405 nm is detected in our setup. Additionally, our setup can image the flake using a CCD
camera under red LED excitation. This is important to correlate the armchair axis with
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the flake image. We define a Lab(oratory) axis as the 0◦ axis in the setup. The laser
angle θ is varied in the measurement while the armchair axis angle θ0 stays constant. The
angle relations are sketched in Figure 3.5c. Using these angles, we can rewrite I∥ from
Equation 3.1 as

I∥ = I0 cos2 [3(θ − θ0)] . (3.2)

A typical SHG measurement is shown in Figure 3.6a. The data points represent the
integrated SHG intensity I∥ of monolayer MoSe2 (red) or monolayer WSe2 (blue). The
two data sets are fitted by Equation 3.2 yielding an angle between armchair and Lab
axis of θMo = −16.5◦ and θW = −26.5◦. The six-fold crystal symmetry can be clearly
observed where a maximum (minimum) in the “flower” plot occurs along the armchair
(zigzag) axis of the monolayer.∗ Then, the orientation of the monolayer inside the TMD
setup is imaged as shown in Figure 3.6b. The two monolayers can then be aligned for
stacking by twisting one of them to align their armchair axes. Figure 3.6c illustrates the
rotation of monolayer WSe2 by (θMo − θW) + i · 60◦. The rotation angle is chosen with a
suitable value of i either to maximise the overlap region or to leave enough space to contact
each monolayer with electrical contacts. Hence, this step is incorporated into making the
heterostructure stacking plan as described in Subsection 3.2.3. The two monolayers shown
in Figure 3.6b are the ones used in the heterobilayer device studied in this thesis (see
Chapter 4 and Appendix B). The accuracy of the angle determination is ±0.2◦ in our setup
[Lei18]. The manual rotation and alignment of the two layers during stacking is probably
more inaccurate than 0.2◦ and therefore the main source of twist angle misalignment.

It is important to note that only the six-fold symmetry can be determined by SHG.
Therefore, a 0◦ (R-stacking) heterobilayer can not be distinguished from a 60◦ (H-stacking)
heterobilayer during the fabrication process. In principle, measuring SHG on the finished
heterobilayer sample enables the determination of the stacking orientation. Depending
on the stacking type, the SHG signal in the bilayer region is suppressed or enhanced as
compared to the SHG signal in the monolayer regions [Hsu14]. A more reliable way to
determine the stacking orientation is to measure the optical response of the heterobilayer
at low temperatures. The optical selection rules and photoluminescence signal of interlayer
excitons are very different for R- and H-stacked heterobilayers as discussed in Section 2.6
and Chapter 4.

3.4 Heterostructure electrostatics
We study optoelectronic devices in either the single-gate or the dual-gate configuration (see
Figure 3.7). Voltages applied to the gates allow the tuning of the charge carrier density n

∗The angle-resolved SHG intensity is very symmetric in Figure 3.6a indicating zero strain. Strained
monolayers would exhibit a strongly modified SHG intensity along one or more crystal directions [Men19].
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Figure 3.6. (a) Integrated SHG intensity I∥ co-polarised to the laser polarisation as a function of angle
θ for monolayer MoSe2 (red) and monolayer WSe2 (blue). A six-fold symmetry is observed where the
maxima are located along the armchair axes and the minima along the zigzag axes of the crystal. The SHG
intensity is fitted by equation 3.2 and plotted as the coloured lines. From the fit we find θMo = −16.5◦ and
θW = −26.5◦. (b) Orientation of the two monolayers in the SHG setup. The image is taken with a CCD
camera under red LED excitation of the sample. The two monolayer regions are outlined by the coloured
polygons. (c) Rotation of monolayer WSe2 with respect to MoSe2 in order to align the armchair axes of
both layers and to maximise overlap region. The heterobilayer region is shaded in light blue.
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in the TMD layer for a single-gate device. For dual-gating, the electric field perpendicular
to the heterostructure Fz can be controlled in addition to n. The two hBN layers around
the TMD layer not only increase the sample quality but also act as a dielectric spacer. hBN
has a breakdown voltage of roughly 1.2 V/nm [Hat15]. In experiments, we limit the applied
voltages to 0.5 V/nm which usually shows no leakage current. For many measurements,
we want to show the dependence of device properties on n and/or Fz. The calculation of n

and Fz from the applied gate voltage(s) is modelled electrostatically and explained in the
following.

3.4.1 Single-gate device
The electrostatics of a single-gate device can be described with a plate capacitor model
[Roc19]. One electrode is the TMD layer while the other electrode is either (i) a p-doped
Si or (ii) a FLG back gate as sketched in Figure 3.7a. In the simple model, the charge
carrier density n can be calculated as

n = CVG
e

, (3.3)

where C is the total capacitance per unit area, e is the electron charge, and VG is the
voltage applied to either of the electrodes. For a p-doped Si back gate, the capacitance is
calculated by putting the hBN and SiO2 capacitors in series:

C =
(

dhBN
ϵ0ϵhBN

+ dSiO2

ϵ0ϵSiO2

)−1
, (3.4)

where dhBN and dSiO2 are the thicknesses and ϵhBN = 3.76 [Lat18] and ϵSiO2 = 3.9 are the
dielectric constants of hBN and SiO2, respectively. ϵ0 is the vacuum permittivity. For case
(ii) with a FLG back gate, the device capacitance per unit area is simply

C = ϵ0ϵhBN
dhBN

. (3.5)

3.4.2 Dual-gate device ∗

In comparison to only using one gate, the dual-gate device is a much more powerful
system. Applying voltages at certain conditions to the top and bottom FLG gates allows
independent control of charge carrier density and electric field. This is especially important
in bilayer systems where one wants to study the excitonic transitions as a function of an
electric field while keeping the charge carrier concentration close to zero.

We consider the electrostatic model schematically depicted in Figure 3.7b. The TMD
layer(s) are modelled as two grounded conducting plates encapsulated by two insulating

∗This section is partially adapted from the Supplement of Reference [Lei20].
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Figure 3.7. Heterostructure device schematics studied within this thesis. (a) Single-gate device with (i)
p-doped Si or (ii) FLG as a back gate. On sweeping the gate voltage VG of either gate while grounding
the other gate, the charge carrier density in the TMD layer can be controlled. (b) Dual-gate device where
voltages applied to the top and bottom FLG gates allow the independent control of carrier concentration
and electric field Fz. DT,B are the top and bottom displacement fields. The thicknesses d and dielectric
constants ϵ of the important layers are shown. This figure is adapted from Reference [Lei22].

hBN layers. Upon electrical gating, top and bottom displacement fields, DT and DB,
respectively, lead to a net carrier doping n of the TMD, as well as an imposed interlayer
displacement field D.

In our experiment, the displacement fields DT and DB are tuned independently by the
top and bottom gate voltages, through the relations

DT = CT(VTG − V 0
TG) (3.6)

and DB = −CB(VBG − V 0
BG) . (3.7)

Here, VTG and VBG are the voltages applied to the top and bottom gates, and V 0 is the
effective offset voltage due to initial environmental carrier doping. Note, that the sample
can start to be doped at an arbitrary combination of gate voltages. Hence, the values of
V 0

BG and V 0
TG also depend on each other. To describe the capacitive system, we introduce

the relevant geometric top and bottom gate capacitances per unit area as

CT = ϵ0ϵhBN
dT

and CB = ϵ0ϵhBN
dB

, (3.8)

with dT and dB being the thicknesses of the top and bottom hBN layers as determined by
AFM measurements.

Using the plate capacitor model, we can define the total applied electron density as

n = nT + nB

= 1
e

[
CT(VTG − V 0

TG) + CB(VBG − V 0
BG)

]
, (3.9)
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where nT and nB are the carrier densities in the top and bottom layers. From Equation 3.8
and 3.9, the net carrier doping can be calculated to be

n = 1
e

ϵ0ϵhBN
dT

[
(VTG − V 0

TG) + dT
dB

(VBG − V 0
BG)

]
. (3.10)

Now, we evaluate quantitatively the electric displacement in the system, assuming that
there are no charges accumulated at the interfaces

D = 1
2
[
CT(VTG − V 0

TG) − CB(VBG − V 0
BG)

]
= 1

2ϵ0ϵhBN

[
(VTG − V 0

TG)
dT

− (VBG − V 0
BG)

dB

]
. (3.11)

The electric field across the TMD layer(s) can then be calculated to be

Fz = 1
2

ϵhBN
ϵTMDdB

[
(VTG − V 0

TG) − dT
dB

(VBG − V 0
BG)

]
, (3.12)

where we used D = ϵ0ϵTMDFz, with ϵTMD being the dielectric constant of the TMD layer(s).
An overview of the values for several ϵTMD can be found in Reference [Lat18]. For this
thesis, we use a dielectric constant of 6.8 for homobilayer MoS2 [Lat18] and 7.2 for the
MoSe2/WSe2 heterobilayer [Kim15].

After comparing Equation 3.12 and 3.10 we find the condition

(VTG − V 0
TG) = −dT

dB
(VBG − V 0

BG) = −α(VBG − V 0
BG) , (3.13)

where we can tune the electric field without changing the doping in the TMD. We use this
gate voltage combination to study the optical response of a TMD as a function of purely
tuning the electric field.

Similarly, the charge carrier density can be tuned significantly when using the same
polarity for both voltages in Equation 3.13. On doping the sample, the electrostatic
considerations for a bilayer TMD sample become more complicated than what has been
discussed so far. The electric field across the bilayer then also depends on the charge carrier
density in each layer [Pis19, Jau19]. This means that on sweeping the charge carrier density,
the electric field will also be influenced. This makes the interpretation of experiments more
difficult as one can not simply disentangle the effect of either electrical tuning knob.

3.5 Optical characterisation techniques
All van der Waals heterostructures studied in this thesis are characterised via optical
spectroscopy. Optical spectroscopy is a powerful and non-invasive tool to study the
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excitonic and even electronic properties of 2D semiconductors. Typically, the sample is
excited by light from a laser or an LED and the sample response or the reflected light
is collected and analysed. In our measurements, we focus on the two most widely used
techniques: Absorption (or more specific white-light reflection) and photoluminescence
(PL) spectroscopy. Other techniques would include SHG or Raman spectroscopy which
we mainly use (if at all) during sample fabrication. A good overview of the different
optical spectroscopy techniques and their application to 2D materials can be found in
Reference [Shr21].

This section introduces the concepts of the absorption measurements in Subsection 3.5.1.
It is shown how the measured reflectivity can be related to the absorption and how a good
reference spectrum can be chosen. The basic concepts of PL spectroscopy and how it differs
from absorption will be discussed in Subsection 3.5.2.

3.5.1 Absorption spectroscopy
In an absorption measurement, we are interested in the energies where a sample can absorb
a photon and in how strong the resulting light-matter interaction is. In TMDs, the optical
response is dominated by excitonic resonances. This means that absorption spectroscopy
probes the intrinsic excitonic resonances of the material. Experimentally, the absorption is
not probed directly but most of the time inferred from measuring the reflectivity.

Figure 3.8a shows a sketch of an absorption measurement. A broadband light source
(white-light LED or supercontinuum laser) is used to illuminate the sample. If the light
is on resonance with an optically-allowed excitonic transition the photon is absorbed.
The absorption strength is governed by the oscillator strength which is a measure of the
probability of an excitonic transition. Typically, van der Waals heterostructures are placed
on Si/SiO2 substrates which are not transparent and therefore reflect most of the light.
In a simplified picture, the reflected light R from the sample is then missing the photons
absorbed in the TMD layer(s) (red curve in Figure 3.8a). This allows for example to
measure the excitonic Rydberg series [Che14]. In this simple case, we can write the relative
relation between R and the imaginary part of the optical susceptibility Im(χ), a measure
for the absorption, as

Im(χ) ∝ R − R0
R0

= ∆R

R0
, (3.14)

where R0 is the sample reference spectrum without the response from the TMD layer(s).
∆R
R0

is called the differential reflectivity.
Unfortunately, thin-film interferences at the interfaces inside the heterostructure can lead

to a modification of the measured differential reflectivity. These interferences introduce a
phase shift α(ω) that depends on the angular frequency ω [Bac17]. To first order within
our spectral range of interest, α(ω) = α is assumed to be frequency-independent. This
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Figure 3.8. Sketches of (a) absorption and (b) photoluminescence (PL) measurements. (a) Absorption: A
broadband light source illuminates the sample with an emission profile as sketched by the grey curve. At
the resonance energy of the excitonic states, photons from the light source are absorbed. For TMDs, one
typically measures the reflected signal R from the sample as indicated by the red curve. The absorption,
described by the imaginary part of the optical susceptibility Im(χ), is determined from the differential
reflectivity (R − R0)/R0 = ∆R/R0 using a Kramers-Kronig relation. R0 is a reference reflectivity spectrum
of the substrate. (b) PL: A laser excitation with an energy larger than the bandgap promotes an electron
from the valence band into the conduction band leaving behind a hole in the valence band. Then, the
bound electron-hole pair relaxes towards the lowest energy state where they recombine and emit a photon.

phase shift influences the actually measured absorption spectrum Im(χ̃) as

Im(χ̃) = e−iαIm(χ) ∝ ∆R

R0
. (3.15)

Following the detailed derivation in the Supplement of Reference [Roc19], one can relate
Im(χ) of a TMD in a heterostructure to the experimentally measured differential reflectivity
using the Kramers-Kronig relation:

Im(χ) ∝ sin(α) 2
π

P
∞∫

0

ω′ ∆R
R0

(ω′)
ω′2 − ω2 dω′ + cos(α)∆R

R0
. (3.16)

The integral is calculated on the program Wolfram Mathematica using the trapezoidal rule
where the integration range and step size are given by the resolution of the spectrometer.
For a good choice of α, the differential reflectivity can then be transformed into Im(χ)
where the resonances have a Lorentzian/Gaussian lineshape as shown in Figure 3.9b.

In order to obtain a good differential reflectivity spectrum, the choice of reference
reflectivity R0 is crucial. Reflections inside the optical setup lead to small interference
patterns in the measured reflectivity. Ideally, these interferences should cancel out in the
differential reflectivity. There are several ways to obtain a good R0. The most commonly
used way is to detect the light reflected from a spot on the sample without the TMD
layer(s). However, a heterostructure is very complex and layer thicknesses may change
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Figure 3.9. (a) Raw reflection spectrum R and reference spectrum R0 around the A-exciton resonance
in homobilayer MoS2. The spectra are recorded at T = 4.2 K and at the same sample position. R0

is an interpolation of the raw reflection spectrum at a high electron concentration. (b) The differential
reflectivity ∆R

R0
(orange) can be transformed into the imaginary part of the susceptibility Im(χ) using the

Kramer-Kronig relation shown in equation 3.16. The perfect Lorentzian lineshape of the excitonic resonance
in Im(χ) is achieved by accommodating thin-film interferences by using a phase factor of α = 1.54 rad.

when moving to another sample position which would lower the quality of R0. A different
thickness changes the optical path length slightly and the interference patterns do not
cancel each other out. Another way is to acquire R0 from the same spot as R which
removes any interference pattern effects. In this case, one needs to get rid of the excitonic
resonances in the reflected spectrum. This can be done in several ways. Our preferred
method is to use/interpolate the raw reflectivity spectrum at a very high electron density
(see Figure 3.9a). At these high doping levels, the oscillator strength is spread over a
large spectral range and therefore negligible [Bac17]. Another possibility is to use several
reflectivity spectra where the electric field or the charge carrier density is swept. If the
spectra change significantly in the measurement, then their median can be used as R0.
The last method is to use two spectra at a different Fz or n that each contains only one
resonance at different energies. These spectra can then be combined into one R0 spectrum.

The thin-film interferences can have a big impact on the optical properties of TMDs.
They can influence the differential reflectivity shape, the amplitude, and the linewidth of
excitonic resonances. Details on the interferences and how the differential reflectivity can
be fitted just with the phase factor α will be discussed in Section 3.6.

Excitonic resonances can be modelled classically as optical dipoles where either the mass
or the charge is oscillating. Using this model, the excitonic absorption can be modelled
classically. The model for the absorption spectra of two excitons coupled together will be
derived and discussed in Chapter 6.



46 Chapter 3 • Sample fabrication and experimental methods

3.5.2 Photoluminescence spectroscopy
In a PL measurement, the sample is excited by a photon with an energy larger than the
bandgap which lifts an electron from the valence band into the conduction band. At
the same time, a hole is created in the valence band. Due to the Coulomb interaction
between electron and hole an exciton is formed. Then, the created excitons relax towards
lower energies, for example through phonon emission. The process concludes with the
recombination of the exciton by photon emission at an energy smaller than the excitation
energy. The excitonic life cycle in a PL measurement is sketched in Figure 3.8b.

PL and absorption measurements can give very different information about the studied
system. In absorption, the measured spectra are dominated by excitonic states with a high
oscillator strength. This is not necessarily the case in a PL measurement. Here, states
are dominating, where a lot of excitons have relaxed into [Shr21]. These are mostly states
at lower (the lowest) energy which do not necessarily possess a high oscillator strength
as is for example the case for type-II heterobilayers. While it is still possible to measure
the high oscillator strength intralayer excitons in PL, they are much weaker than the
low oscillator strength interlayer excitons (IX) at a much lower energy. Contrary, in an
absorption measurement, these IX are very difficult to observe [Fö19].∗ In a PL process,
there is a certain amount of relaxation time passing between the excitation and emission.
During this time, excitons can for example relax in complex pathways, they can diffuse, or
be trapped in defects or strained areas. These effects can not be easily modelled. Therefore,
PL spectra are usually more complicated to interpret than absorption spectra.

3.6 Thin-film interference effects in heterostructures
Interference effects in a multilayered van der Waals heterostructure can lead to a big change
in the light reflected/emitted from the sample. In Subsection 3.5.1 we introduced a phase
factor α to account for these changes. In this section, the origin of this phase factor will be
explained in more detail. Additionally, it will be shown how α can change the differential
reflectivity lineshape between a Lorentzian and a dispersive shape. Lastly, the influence of
the interferences on the excitonic linewidth and amplitude will be discussed.

In a simple picture, we have two reflectors inside a heterostructure: A TMD mirror at
the excitonic resonance and a broadband reflector that is the superlattice that embeds
the TMD. The reflections from the TMD and superlattice will interfere, which leads to a
modification of the excitonic properties inside the TMD layer [Ivc05, Scu18]. The modified
properties depend on the phase shift between the two reflected waves [Kar03], which is the
factor α that we have already introduced. The value of α depends on the thickness and

∗IX in a MoSe2/WSe2 heterobilayer have been detected in absorption using an electromodulation
technique [Bar22]. The static IX dipole moment couples to an alternating electric field which periodically
changes the IX energy and thus also the dielectric function.



3.6. Thin-film interference effects in heterostructures 47

refractive index of each layer in the superlattice. In a typical 2D heterostructure, these
are the FLG, hBN, and SiO2 layers. The SiO2 layer thickness is fixed by the chip that is
stacked upon. The FLG layers are usually quite thin so their influence on α is rather small
and therefore neglected in the following. This leaves only the top and bottom hBN layers.
By choosing the thickness of each hBN layer before stacking we can set α such that we
achieve the desired excitonic properties.

The differential reflectivity of a TMD layer embedded in a heterostructure takes the
following form [Smo19]:

∆R

R0
= A cos (α)

γ

2
(ω − ω0)2 + γ2

4

+ A sin (α) ω0 − ω

(ω − ω0)2 + γ2

4

+ C , (3.17)

where ω0 is the frequency, A is the amplitude, and γ is the linewidth of the excitonic
resonance; C is a constant background. This lineshape is called a dispersive Lorentzian.
For α = π, a regular Lorentzian lineshape is recovered. By using α as an additional fitting
parameter the experimentally measured differential reflectivity spectra can be fitted very
well with Equation 3.17 [Bac18, Smo19].

Selecting certain hBN thicknesses before stacking can be important to control the
properties of excitonic resonances. For example, some excitonic resonances might not
be visible at all for one hBN thickness combination while they are perfectly visible for
another combination [Rob18, Shr21]. Therefore, it is important to calculate the differential
reflectivity before stacking. We calculate ∆R

R0
of a multilayer structure using a transfer-

matrix method developed in Reference [Rob18]. The spectra are calculated with a script
written by M. A. Semina and M. M. Glazov (Ioffe Institute, St. Petersburg). We consider
a multilayer system of hBN/TMD/hBN/SiO2 (285 nm)/Si from top to bottom. The TMD
reflection coefficient r for a single excitonic resonance is given by

r = iΓ0
ω − ω0 − i(Γ0 + Γ) , (3.18)

with Γ0 and Γ being the radiative and nonradiative dampings of the resonance. In the
following, we will try to optimise the reflectivity of an excitonic resonance at ω0 = 1.9 eV
with Γ0 = Γ = 1 meV. The excitonic resonance should have a Lorentzian lineshape and a
very small linewidth.

First, the differential reflectivity spectra for several top and bottom hBN thicknesses are
calculated according to the transfer-matrix method. Then, one could manually check all
the combinations and search for the excitonic resonance that looks best. Another option is
to fit the calculated spectra using Equation 3.17 with γ

2 = Γ0 + Γ where only Γ0 is a fitting
parameter; Γ is set to a constant value. Figure 3.10 shows the fit results for modelling the
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Figure 3.10. Fitted (a) phase shift α, (b) radiative linewidth Γ0, and (c) normalised amplitude A of the
calculated differential reflectivity as a function of top hBN thickness dT. The differential reflectivity is
calculated for a constant bottom hBN thickness of 25 nm and fitted by Equation 3.17 with 0.5γ = Γ0 + Γ.
(d) Differential reflectivity spectra for different dT as marked by the coloured dashed lines in (a-c). The
horizontal grey line in (a) indicates α = π.

differential reflectivity calculated with a constant bottom hBN thickness of 25 nm and
a varying top hBN thickness dT. The phase shift α, the radiative linewidth Γ0, and the
amplitude A vary significantly on sweeping dT.∗ There are two points where α comes close
to a value of π as indicated by the orange and blue dashed lines in Figure 3.10a. However,
the linewidths and amplitudes are quite different. Figure 3.10d shows three differential
reflectivity spectra that highlight some extreme cases. For dT = 75 nm (orange), a perfect
Lorentzian spectrum with a nearly minimal linewidth and a strong amplitude is realised. In
contrast, the spectrum at dT = 144 nm (dark blue) has nearly the largest linewidth while
having the same perfect Lorentzian lineshape. A purely dispersive lineshape is achieved
at dT = 16 nm (light blue) where α = 0.5π. To summarise, the best excitonic properties
are achieved for dT = 75 nm when dB = 25 nm. As can be seen from Figure 3.10, there
is a certain region around the optimal condition which also yields good results. These
thicknesses can then specifically be searched for when exfoliating hBN.

∗The excitonic energy also shows a variation as a function of dT. In this case, the maximum energy
difference is less than 1 meV.
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Following the derivation of the optical reflection from a TMD embedded in a superlattice
in Reference [Ivc05] we recover Equation 3.17 with a modified excitonic frequency ω̃0 and
radiative linewidth Γ̃0. ω̃0 and Γ̃0 are given by

ω̃0 = ω0 − r0 sin (α) and Γ̃0 = Γ0 [1 − r0 cos (α)] , (3.19)

where r0 is the reflection coefficient of the whole heterostructure without the TMD layer.
The following relation holds: R0 = |r0|2. r0 can also be calculated using the transfer-matrix
method. For α = π, a large negative r0 leads to a large reduction in linewidth. We find
that the choice of top layer thickness is quite important. From the simulations we find
that a good thickness is dT = λ0

4nhBN
, where λ0 is the excitonic wavelength and nhBN is

the refractive index of hBN.
As an analogy, the TMD inside a heterostructure can be seen as a TMD inside an optical

cavity. An emitter coupled to a cavity experiences a change in its spontaneous emission
rate (radiative lifetime) [Pur46]. It has been shown that the excitonic lifetime is changed
depending on the thickness of the hBN layers used for encapsulation [Fan19]. The change in
lifetime goes hand in hand with a change in excitonic linewidth. A larger (smaller) lifetime
leads to a decrease (increase) in linewidth. This means that at the smallest linewidth, the
monolayer is placed at a node of the optical field inside the cavity [Fan19].

3.7 Experimental setup
The experimental setup is introduced in the following. Figure 3.11 shows a schematic of
the complete setup.

Our confocal microscope setup is designed to study our samples either at room tempera-
ture (293 K) or cryogenic temperature (4.2 K). In this thesis, we only study heterostructures
at cryogenic temperatures. The optical setup is modular and consists of three main parts:
the microscope head, the microscope skeleton, and the sample holder. The sample holder
is connected to the microscope head through the skeleton. The microscope head can easily
be exchanged so that we can swap between absorption (Figure 3.11), PL (Figure 3.12),
and Raman spectroscopy (see Appendix C). Additionally, the microscope heads can be
modified to include polarisation resolution which can give insight into the spin and valley
physics of TMDs.

The sample chip is glued onto a 20-terminal chip carrier with silver paint and contacted
by Au/Ag wire bonding. The chip carrier is clipped into the sampler holder with 20 electric
lines for contacting the sample. The electric lines are guided through the skeleton and
connected to a digital-to-analog converter (DAC) from Basel Precision Instruments via
a breakout box. The DAC is then used to control the voltages applied to the gates in
the heterostructure. The sample holder is screwed on top of an x-y-scanner (ANSxy100,
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attocube) for finetuning the studied sample position in a region of 30 µm by 30 µm. Three-
dimensional positioning of the sample is achieved by using a set of three independent x-,
y-, and z-piezo positioners (ANPx101 and ANPz101, attocube). The positioners are driven
using an attocube ANC300 piezo controller. The stack of sampler holder and positioners is
mounted in a titanium housing and attached to the bottom end of the microscope skeleton.
For cryogenic measurements, the sample holder and skeleton are mounted in a tube which
is evacuated and filled with helium exchange gas (25 mbar). The tube is then placed inside
a helium bath cryostat (CryoVac) with a 9 T out-of-plane magnet. The length of the
skeleton is chosen such that the sample sits in the centre of the magnetic field.

The microscope head is then put on top of the microscope skeleton. We use a confocal
microscope system where we excite the sample and detect the emitted/reflected signal
from the same position. The head consists of an excitation, a detection, and an imaging
arm. Light (LED, laser) is coupled into the excitation arm from an optical fibre and
collimated by an objective. The light is focused onto the sample by a microscope objective
(x20/NA = 0.45 or x60/NA = 0.85, Microthek) with diffraction-limited spot size. The
emitted or reflected light from the sample is collected by the same objective and sent into
the collection arm with a 90:10 beamsplitter (90% is reflected). The signal is focused
into a single-mode fibre with a collimating objective. The light is spectrally analysed
by a spectrograph (Acton SP-2500, Princeton Instruments) and a liquid nitrogen-cooled
charge-coupled device, CCD (Pylon 100BRX, Princeton Instruments). The spectrograph
uses a grating with either 300, 600, or 1500 grooves/mm.

The absorption microscope head is shown in Figure 3.11. The sample is excited with
a white LED (Osram warm white) through a multi-mode fibre. Polarisation control is
achieved by inserting waveplates into the beam path. First, the light passes a linear
polariser followed by a λ/2 liquid crystal (LC) variable retarder (LCC1411-A, Thorlabs).
Applying an alternating current voltage to the LC with the liquid crystal controller (LCC25,
Thorlabs) produces a +λ/2 or −λ/2 retardance of the initial beam. This turns the initial
linear polarisation by +45◦ or −45◦ creating two perpendicular linear polarisations on
demand. After passing an achromatic λ/4 waveplate either σ+ or σ− circularly polarised
light is produced. The circular polarisation can simply be changed during an experiment
by applying a different voltage to the LC retarder. A big problem is that the collected
signal is very broadband which causes interference fringes (etaloning) on the CCD chip.
To minimise the etaloning effects the light at the spectrometer input is defocused which
spreads the light over a larger CCD chip area. The microscope head is generally aligned
with a laser entering from a single-mode fibre (like for a PL measurement) instead of an
LED. After the alignment, the excitation fibres are carefully changed and an absorption
measurement can be started.

The PL microscope head is shown in Figure 3.12. The sample is excited with a red
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Figure 3.11. Confocal microscope setup used for the magneto-optoelectronic study of TMDs. The microscope
head (top part) is designed to measure the reflectivity of the sample after exciting it with a white LED.
In general, the head consists of an excitation, a detection, and an imaging arm. Polarisation optics in
the excitation arm allow for exciting the sample with a specific circular polarisation. The signal from the
sample is collected and sent to a spectrometer for spectral analysis. Parts of the microscope head are easily
modified in order to measure other optical properties like PL (see Figure 3.12) or Raman (see Appendix C).
The sample sits on piezo positioners inside a helium bath cryostat. Connection to a digital-to-analog
converter (DAC) allows electrical control of the sample. The microscope skeleton connecting the sample
holder to the microscope head is not shown in this sketch.

HeNe laser (632.8 nm, HNL050L, Thorlabs). The laser light is cleaned up after exiting
the excitation fibre using two successive laser-line filters (narrow bandpass filter). The
polarisation of the excitation laser is controlled in the same way as in the absorption
microscope head. In a PL measurement, we want to additionally control the detected
polarisation. To this extent, the signal from the sample passes the same λ/4 waveplate
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Figure 3.12. Microscope head used for PL measurements. The sample is excited with a red HeNe
laser. Linear polarisers and waveplates in the excitation and detection arm enable measuring all circular
polarisation combinations. The polarisation combinations can be changed easily during the measurement
by applying a different voltage to each of the liquid crystal retarders. The 50:50 beamsplitter below the red
LED is only inserted when imaging the sample.

before being directed into the detection arm. Here, the light passes another combination
of LC λ/2 and linear polariser. On applying a certain voltage to the LC in the detection
arm, either σ+ or σ− polarised light is detected. Before the light is coupled into the
detection fibre, the reflected laser light is removed with a longpass filter. By using two
LC retarders, full computer-controlled polarisation control is achieved. Applying the
four different voltage combinations every possible excitation and detection polarisation
combination can be realised.

The upper 50:50 beamsplitter is used to send light reflected from the sample to a CCD
camera (Guppy Pro, Allied Vision) for imaging the sample surface. The light is focused
onto the camera by an achromatic lens. The imaging is very important as it helps to
locate the TMD region and position the sample accordingly. By exciting the sample with
the white LED, we can image the sample automatically. For a PL measurement, a 50:50
beamsplitter is temporarily inserted into the detection arm to image the sample with a
red LED (see Figure 3.12). Additionally, we use the camera to image the shape of the
excitation laser to check the alignment of the microscope head.



“Da steh ich nun, ich armer Tor!
Und bin so klug als wie zuvor.”

J. W. v. Goethe, Faust I (1808)

Chapter4
Interlayer exciton origin in a
MoSe2/WSe2 heterobilayer

The photoluminescence (PL) emission from interlayer excitons in a twisted (∼ 3◦) and
R-stacked MoSe2/WSe2 heterobilayer is studied as a function of excitation power, magnetic
field, electric field, charge carrier density, and light polarisation.† A broad two-peak
structure is observed over a large range of experimental parameters. It is shown that these
two excitons correspond to a lower energy momentum-indirect transition and a larger energy
momentum-direct transition, both confined to the moiré potential minimum. A momentum-
indirect transition dominating the emission spectrum has so far only been demonstrated in
H-stacked heterobilayers [Mil17, Bar22]. The properties of these two transitions (energy,
intensity, effective dipole moment, g factor, and degree of circular polarisation) can be tuned
as a complex function of the applied experimental parameters. For a specific parameter
combination, the higher energy momentum-direct exciton dominates the emission spectrum.
It is argued that, even at a seemingly large twist angle of ∼ 3◦ (moiré period similar
to exciton diameter), interlayer excitons are still confined to the moiré potential which
governs their optical properties. Our results highlight the complex task of interpreting the
photoluminescence spectra of interlayer excitons as their properties can be significantly
and non-trivially tuned, even for a small change of experimental parameters.

Section 4.1 introduces interlayer excitons in type-II heterobilayers and discusses why it
is interesting to study them. The device electrostatics are characterised in Section 4.2. In
Section 4.3, the excitation-power dependent PL is presented. With the help of polarisation-
resolved PL in a magnetic field, the interlayer exciton origin is proposed to be from a lower

†Lukas Sponfeldner fabricated the heterobilayer device. L.S. and Nadine Leisgang carried out the
optical spectroscopy measurements. L.S. analysed the measurement data and interpreted the results.
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energy momentum-indirect transition and a larger energy momentum-direct transition.
Section 4.4 discusses the tunability of both interlayer exciton species as a function of several
experimental parameters. Lastly, Section 4.5 summarises the results and gives a small
outlook for the field of moiré interlayer excitons.

4.1 Introduction
In a type-II heterobilayer like MoSe2/WSe2, interlayer excitons (IX) can form due to an
efficient charge separation [Riv15]. In a MoSe2/WSe2 heterobilayer, the electrons (holes)
accumulate in the MoSe2 (WSe2) monolayer (see Section 2.5 for details on the IX formation).
Due to the spatial separation of electron and hole, IX have a very defined dipole moment,
allowing their energy to be tuned in external electric fields. The dipolar character can,
for example, be utilised to study exciton dynamics [Unu18, Unu19, Cho20, Wan21a] or
to trap a single IX by creating a lateral variation of the vertical electric field through
nano-patterning of the gate electrodes [Sch13a, Sha21b]. The large IX dipole moment can
lead to strong interactions between them and therefore macroscopic quantum correlations,
like exciton condensation [Lai09, Fog14]. Recently, experimental evidence has been reported
that IX show signatures of a degenerate many-body state [Wan19, Sig20].

An important degree of freedom for a TMD bilayer system is the twist angle between
the two layers. A finite twist angle leads to a moiré pattern with its periodicity depending
on the twist angle. A heterobilayer can have two extreme stacking angles: 3R/R stacking
(near 0◦ twist) or 2H/H stacking (near 60◦ twist). The influence of the moiré pattern on
the excitonic properties strongly depends on the stacking configuration. The heterobilayer
studied in this chapter has a stacking angle of ∼ 3◦ in the R-stacked configuration (see
Section 4.3). The moiré pattern leads to a real space variation of the optical selection
rules [Yu15] and the IX energies with the lowest IX energy located at the RX

h point∗

[Yu17, Wu18]. Recently, atomic reconstruction has been experimentally observed in bilayer
TMDs [Sus19, Ros20, Wes20, Sun20, Luo20, Hal21, And21, Li21, Sha21a]. At a small
enough twist angle, the layers are reconstructing themselves as the energy gain from
forming certain high-symmetry stackings is larger than the energy cost of twisting (see
Section 2.6 for details on the atomic reconstruction). The atomic reconstruction also results
– like the moiré pattern for larger twist angles – in a real space variation of the IX energies
and their optical selection rules. For an R-stacked bilayer, the energy minimum in both
cases is at the RX

h point with the same optical selection rules [Woz20]. Therefore, it is
hard to differentiate between effects originating from a moiré potential or from atomic
reconstruction, especially as both patterns might coexist even on the same sample [Par21b].

∗R indicates an R stacking of the bilayer. The superscript µ (hexagonal centre h, chalcogen atom X,
or metal atom M) indicates the site of the MoSe2 layer (electron layer) that is aligned with the hexagon
centre (h) of the WSe2 layer (hole layer) as indicated by the subscript.
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Typically, in MoSe2/WSe2 heterobilayers two types of IX emission patterns are observed
in PL spectroscopy: sharp resonances [Sey19, Bae20, Bai20, Li20] and broader (multi-peak)
resonances [Tra19, Cia19, Ale20, Cal20, Wan20c, Fö21]. The sharp resonances are usually
attributed to IX trapped inside several zero-dimensional moiré potential minima. The origin
of the broad resonances is widely debated. There exist several different interpretations of
the broad multi-peak structure, which will be further elaborated in Section 4.3. Determining
the real space and momentum space origin of the observed peaks is not only important for
the fundamental understanding of the heterobilayer system but also crucial for potential
applications utilising the large IX tunability.

Here, we study the PL response of a gated R-stacked MoSe2/WSe2 heterobilayer as a
function of several experimental parameters at a temperature of 4.2 K. We observe a broad
double-peak structure in the whole studied parameter range, where we attribute the lower
(higher) energy peak to originate from a momentum-indirect (momentum-direct) transition,
both localised in the moiré potential minimum. We discuss the high tunability of several
properties of both peaks, which have a complex dependence on the experimentally applied
parameters.

4.2 Electrostatic device characterisation
A MoSe2/WSe2 heterobilayer is integrated in a dual-gate device with top and bottom
gates for applying a static out-of-plane electric field Fz and controlling the charge carrier
density n in the heterobilayer (see Appendix B for the device details). The two monolayers
have been aligned by determining the crystallographic axes before the stacking using
second harmonic generation (see Section 3.3). From a microscope image of the picked-up
heterobilayer on a stamp, we estimate a stacking angle of ∼ 3◦. By monitoring the MoSe2

intralayer neutral and charged excitons, the MoSe2 monolayer is found to be intrinsically
n-doped with n0 = 1.2 × 1012 cm−2 (see Appendix B). When sweeping Fz we choose the
top and bottom gate voltages such that we negate the intrinsic n-doping in the MoSe2

monolayer.
The electrostatic control of the heterobilayer is demonstrated in Figure 4.1 and Figure 4.2.

The large and linear energetic tunability of the IX (see Figure 4.2) shows that the electric
field across the heterobilayer can be swept successfully. To confirm only a variation of Fz

we monitor the intralayer excitons in the heterobilayer region with absorption spectroscopy.
The left column in Figure 4.1a (Figure 4.1b) shows the σ+ (σ−) polarised absorption for
the same electric field sweep as in Figure 4.2 with a larger Fz range. The lower (higher)
energy resonance is the neutral MoSe2 (WSe2) exciton X0

Mo (X0
W). The constant neutral

exciton energy and the large absorption strength are a sign that only Fz is varied while
the charge carrier density is kept constant and small.

Upon doping a TMD monolayer, the neutral excitons blueshift and lose oscillator strength
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Figure 4.1. (a) σ+ and (b) σ−-polarised absorption measurements of the intralayer excitons at an out-of-
plane magnetic field of 9 T for either only a varying electric field Fz (left column) or only a varying charge
carrier density n (right column). The spectra are recorded in the heterobilayer region of the sample. The
dashed horizontal lines indicate the energies of the intralayer excitons X0

Mo and X0
W in each monolayer. On

sweeping only the electric field (left column), the exciton energy stays constant and no signs of charge
doping are detected. On doping the bilayer with electrons (holes), the charges accumulate in the MoSe2

(WSe2) layer leading to a blueshift and a loss in oscillator strength of the X0
Mo (X0

W). Due to the shifted
electronic bands at high magnetic fields, the negatively charged X−

Mo (positively charged X+
W) does only

appear in σ− (σ+) polarisation. The reference reflectivity spectrum R0 for each polarisation is the sum of
the spectra at the highest p- and n-doped density as indicated by the two dark blue double arrows in the
top right colour map.

[Bac17, Roc19]. This is also the case in our heterobilayer system as shown in the right
column in Figure 4.1. X0

W vanishes at a much lower density as X0
Mo. X0

Mo (X0
W) stays strong

and constant in energy in the p-doped (n-doped) region as all holes (electrons) accumulate
in the opposite layer due to the type-II alignment of the monolayers. Additionally, we
observe the appearance of the negatively charged X−

Mo (positively charged X+
W) in σ− (σ+)

polarisation when n-doping (p-doping) the bilayer. The charged excitons appear only in
one polarisation due to the applied out-of-plane magnetic field of 9 T. These measurements
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Figure 4.2. Excitation power P dependent Stark tuning of the IX by sweeping the electric field Fz at
close-to-zero charge carrier density. An exciton with a small linewidth (XH) energetically above a broad
excitonic resonance (XL) becomes dominant for an increasing excitation power.

confirm that we can tune the charge carrier density inside the heterobilayer.∗

4.3 Two interlayer exciton species
We study the evolution of the IX spectra as a function of Fz and excitation laser power P

using PL spectroscopy. The sample is excited with a red HeNe laser (632.8 nm) and the
PL signal is collected (see Section 3.11 for the detailed experimental setup). Figure 4.2
summarises the whole measurement series. These measurements are conducted at zero
magnetic field with no polarisation resolution. In each measurement, Fz is swept for a
close-to-zero n. Between each measurement, P is increased from 0.0063 µW to 58.0 µW
in eight steps. At first glance, two exciton peaks are visible that linearly shift with the
applied Fz. The lower energy exciton XL has a large linewidth. On increasing P , a higher
energy exciton XH with a smaller linewidth becomes more pronounced.

∗Changing the doping probably also influences Fz across the heterobilayer due to the accumulated
charges in each layer [Pis19, Jau19].
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Figure 4.3. Normalised PL spectra as a function of laser power for different applied electric fields. The
colour-maps are replotted from the data shown in Figure 4.2. Each individual spectrum is normalised by
its maximum PL intensity. At small electric fields, the appearance of the higher-energy peak XH is clearly
visible. XH becomes the dominating peak for higher powers at small fields.

Figure 4.3 offers a different view of the double-peak structure, where the colour-maps
shown in Figure 4.2 are replotted as a function of power. Each spectrum is normalised by
its maximum PL intensity. At small electric field values, the two exciton peaks are clearly
visible. For an increased power, XH gains intensity until it becomes the dominant exciton
at the highest powers. For a more positive Fz, the power when XH appears is increased.
At the largest positive Fz (top right colour-map in Figure 4.3), the maximally used power
is not enough for XH to dominate the spectrum.

To gain a quantitative insight into the behaviour of the two IX peaks, each spectrum is
fitted by the sum of two Gaussians. Figure 4.4a shows an example spectrum of the two
excitons at zero electric field and a power of 4.99 µW. The corresponding fit of XH (XL) is
plotted in blue (orange). Figure 4.4b shows the extracted peak energies as a function of
power. On increasing the power, the peak energies increase due to dipole-dipole interactions
as will be discussed in more detail in Subsection 4.4.2. The extracted peak intensities are
plotted in Figure 4.4c. At small powers, XH has a smaller intensity than XL. At a power
of ∼ 5 µW, XH becomes the exciton with the largest intensity. Figure 4.4d shows the
extracted full width at half maximum (FWHM) of each peak. Apart from the smallest
power, the FWHM of each peak stays rather constant with power. The FWHM of XL is
roughly twice as large as XH.

To further study the two IX species, we employ polarisation-resolved PL measurements
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Figure 4.5. Polarisation-resolved PL spectra at a magnetic field of 9 T. The spectra are recorded at zero
electric field and with a power of 28.0 µW. PL spectra for a (a) σ+-polarised and (b) σ−-polarised excitation.
The spectra with σ+-polarised (σ−-polarised) detection are coloured in purple (green). For both excitation
polarisations, the σ−-polarised detected signal is larger. The dashed vertical lines indicate the fitted peak
energies of each exciton. For both exciton species, the σ+-polarised energies are larger than the σ−-polarised
energies resulting in positive g factors.

in an out-of-plane magnetic field of Bz = 9 T. In a magnetic field, the exciton energy
shifts, leading to an energy difference ∆E+,− = Eσ+,−/σ+ − Eσ+,−/σ− between the σ+-
polarised and σ−-polarised PL signal for an excitation with σ+ and σ− polarisation,

respectively. A measure for the energy difference is the excitonic g factor g+,− = ∆E+,−

µBBz
,
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with µB = 58 µeV/T being the Bohr’s magneton (see Section 2.7). Additionally, the
integrated intensity Iexcitation/detection of an exciton depends on the polarisation. To
quantify this dependence, we define the degree of circular polarisation (DOCP) as

DOCP+,− = Iσ+,−/σ+ − Iσ+,−/σ−

Iσ+,−/σ+ + Iσ+,−/σ− . (4.1)

The combined information of DOCP and g factor helps determine the real space origin of
IX in the moiré potential (see Section 2.6).

The polarisation-resolved PL spectra for σ+-polarised (σ−-polarised) excitation are
shown in Figure 4.5a (Figure 4.5b). The measurements are done at zero electric field and
with P = 28.0 µW. We extract a g+ (g−) of +2.7 (+4.0) and a DOCP+ (DOCP−) of -0.25
(-0.17) for XH with a σ+-polarised (σ−-polarised) excitation. For XL, we extract a g factor
of +2.7 (+3.5) and a DOCP of -0.29 (-0.16) with a σ+-polarised (σ−-polarised) excitation.∗

A positive g factor and a negative DOCP confirm the R-stacking of the studied heterobilayer
and likely originate from excitons at the RX

h point in the moiré structure (see Section 2.6)
[Woz20, Joe21, Hol22, Smi22]. The same sign of DOCP and g factor for both exciton species
points towards a shared real space origin in the moiré potential [Yu17, Woz20, Fö21]. The
converse argument then says: the excitonic doublet origin probably lies in momentum space.

A doublet IX structure as observed in our measurements has been seen in a lot of other
experiments. The two peaks have been interpreted as singlet and triplet IX showing
opposite circular polarisation [Cia19, Jau19, Zha19, Wan20c]. The excitonic doublet in
Reference [Cia19], however, is likely to originate from different points in the sample due to
the opposite energetic ordering of their positive and negative g factors [Woz20]. Others
interpret the excitonic doublet as two momentum-indirect IX with opposite DOCP [Han18]
or as IX and corresponding IX trion [Cal20]. Another interpretation is that XH and XL

originate from a momentum-direct KK and a momentum-indirect QK transition, respec-
tively [Mil17, Gil18, Bar22].† Other possibilities include impurity-bound IX complexes
[Via19] and peaks with alternating DOCP attributed to the ground and excited states
confined in a single moiré potential minimum [Tra19]. Lastly, Alexeev et al. found that
wrinkles form in the monolayers during the stacking process leading to strain-redshifted
PL emission of highly linearly polarised excitons confined to the wrinkles [Ale20]. Similar

∗Note that the DOCP at zero magnetic field depends on the laser wavelength: the closer the laser
energy is to the MoSe2/WSe2 A-exciton energy, the larger the absolute DOCP value is [Han18, Hsu18].
The laser used in our measurements is very off-resonant. Hence, we were not able to resolve the exciton
polarisation at a magnetic field of 0 T. For an increasing magnetic field, the DOCP of IX in an R-stacked
heterobilayer becomes more negative even for an off-resonant excitation [Hol22], see also Figure 4.20.

†We use the following notation for the excitonic transitions: The first (second) letter indicates the
origin of the electron (hole) in the bandstructure.
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results were found by Bai et al. who attribute the highly linear PL emission to IX confined
in a striped one-dimensional (1D) moiré potential [Bai20].

The triplet/singlet IX, the alternatingly polarised IX confined in the moiré potential,
and the doubly momentum-indirect QK IX are an unlikely origin of XH and XL as they
both exhibit the same sign in their DOCP (see Figure 4.5). Impurity-bound IX are also
an unlikely explanation as we counteract the initial doping in the MoSe2 monolayer using
our gating scheme (see Appendix B). By keeping the heterobilayer at a very small and
constant charge carrier density, the trion interpretation for XL seems unlikely as well.
Additionally, density-dependent PL spectra discussed in Subsection 4.4.6 make the trion
picture improbable. Strained regions in the bilayer as an IX origin is much more difficult
to assess. Unfortunately, we don’t have direct access to the structural information of the
heterobilayer (e.g. using an atomic force microscope) as it is already capped with hBN
and FLG flakes. We perform measurements resolving the linear polarisation of the IX and
find a small polarisation dependence (see Figure 4.6). The degree of linear polarisation
(DOLP) of 0.08 (0.19) for XH (XL) is smaller than the ones measured by other groups
[Ale20, Bai20]. However, we measure a finite DOLP, albeit small, and therefore cannot
fully exclude strain effects from wrinkles influencing the IX origin.

It should be noted that strain is probably present in the studied heterobilayer as the two
monolayers likely undergo atomic reconstruction for small twist angles (see Section 2.6).
The excitonic emission possibly comes from the RX

h point in the moiré potential which
becomes a triangular domain upon atomic reconstruction [Sus19, Ros20]. These domains
(5 nm up to 300 nm) are rather strain-free with the strain accumulated in the boundaries
between the domains [Wes20]. In a typical optical experiment, the signal is collected from
multiple domains of varying sizes which makes it difficult to find the exact influence of the
atomic reconstruction on the excitonic properties [Hua22].

In a recent study by Barré et al., the oscillator strength of IX is determined for the first
time in absorption using an electromodulation technique [Bar22]. By comparing absorption
and PL measurements, they find that the lowest energy exciton observed in PL originates
from the momentum-indirect QK transition while the IX measured in absorption stem
from the momentum-direct KK transition [Bar22]. The study in Reference [Mil17] reaches
the same conclusion as to the origin of the excitonic doublet structure. Exactly the same
trends as shown in Figure 4.4 have been observed by Miller et al. (compare to Figure 2 in
Reference [Mil17]). The intensity behaviour of the two IX as a function of excitation power
as depicted in Figure 4.4c can be explained by the state-filling of the constituent particles,
electrons and holes. In reality, the KK transition is slightly momentum-indirect.∗ The finite
twist angle between the layers introduces a small momentum mismatch between the valence

∗Despite the small mismatch we refer to the KK transition as a momentum-direct transition.
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Figure 4.6. (a) Linear polarisation-resolved PL spectra along the direction corresponding to the minimum
(green) and maximum (purple) PL intensity. The spectra are recorded at zero electric field and a power
of 34.3 µW. The measurements have been done with zero voltage applied to each gate meaning that the
intrinsically n-doped MoSe2 is not neutralised. The n-doping of the bilayer explains the smaller relative
intensity of XL as compared to the spectra shown in Figure 4.5 for a similar excitation power. To measure
the linearly polarised response of the bilayer, we insert a linear polariser (LPVIS050-MP, Thorlabs) and a
λ/2 waveplate (947 nm 0-order, B. Halle) into the detection arm of the microscope head. The detection
angle of 0◦ corresponds to the linear polarisation direction of the excitation laser. The detection angle
δ is set by manually turning the linear polariser to an angle of δ and the half-waveplate to δ/2. The
half-waveplate keeps the linear polarisation direction sent to the spectrometer constant. (b) Integrated PL
intensities of XH and XL for several detection angles. Defining the degree of linear polarisation (DOLP) as
DOLP = Imax − Imin

Imax + Imin
, with Imax,min being the largest and smallest integrated PL intensity, respectively.

We extract a DOLP of 0.08 (0.19) for XH (XL).

and conduction band extrema in the WSe2 and MoSe2 layer, respectively. On increasing
the power, more IX are excited leading to a density blueshift (see Subsection 4.4.2) and a
filling of the electron-hole states. For an increased phase-space filling of the constituent
electrons and holes, the KK transition becomes much brighter as states with a sufficiently
large kinematic momentum are occupied [Mil17]. The same effect is achieved by doping
the bilayer system with electrons and thus filling up the conduction band states (see
Subsection 4.4.6). The QK transition is much more momentum-indirect and radiative
recombination is therefore assisted by phonon emission [Bar22]. A possible candidate
could be the recently measured Q→K phonon (E = 15 meV) in monolayer WSe2 [Par21a],
which agrees well with theoretical phonon energies in a heterobilayer [Mah22]. Using these
considerations, it can be explained why the QK exciton dominates the PL signal at low
powers, while the KK exciton starts to dominate at larger powers. The peak assignment
is strengthened as the phonon-assisted momentum-indirect QK exciton has twice the
linewidth of the KK exciton due to electron-phonon interactions (see Figure 4.4d) [Mil17].

On decreasing the excitation power, some groups observed the transition to multiple
very sharp (∼ 100 µeV) IX resonances [Sey19, Bae20, Bai20, Li20]. These narrow peaks
probably originate from the confinement in a moiré potential at small twist angles (∼ 1◦;
moiré periodicity > 19 nm). At these small twist angles, the electronic bands in the
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Figure 4.7. Sketch of the proposed IX doublet origin. XL originates from the momentum-indirect QK
transition; XH originates from the momentum-direct KK transition. The electronic valence (conduction)
bands at K are purely localised in the WSe2 (MoSe2) monolayer while the bands at Q are hybridised
between the two layers. Note, that the band ordering of the higher energy spin-split bands at Q and K is
not clear [Mil17, Gil18, Han18, Bar22].

moiré mini Brillouin zone are flat [Wu18, Nai20, Guo20, Bre20b] and the moiré period is
large enough such that IX trapped in the potential minima do not feel each other (see
Section 2.6). As can be seen in Figure 4.2 we observe rather broad IX peaks even down to
a power as low as 6.3 nW. The moiré periodicity in our sample is roughly 6.3 nm, which is
comparable to the size of IX [Kar22]. Therefore, the IX trapped in the moiré potential
interact with each other leading to the observed broadened resonances.

Based on the argumentation above, we propose that the two-peak structure observed in
our measurements originates from the QK (XL) and KK (XH) transitions as sketched in
Figure 4.7. The electronic valence and conduction bands at K are purely localised in the
respective monolayer; the bands at Q are hybridised [Han18]. While the previous studies
have been done with an H-stacked MoSe2/WSe2 heterobilayer [Mil17, Bar22], our results
show that also in an R-stacked heterobilayer the lowest energy transition is momentum-
indirect. In addition to the findings of Miller et al. our measurements provide a detailed
study of the relation and tunability of the two exciton species as a function of excitation
power, magnetic field, electric field, charge carrier density, and light polarisation as will be
discussed in the next section.

4.4 Momentum-indirect and momentum-direct
interlayer exciton tunability

In this section, we analyse the momentum-indirect and momentum-direct IX species as a
function of several experimental tuning parameters. We find that, for a specific combination
of these parameters, the momentum-indirect XH dominates the PL spectrum. The influence
of excitation power, magnetic field, electric field, and charge carrier density on the excitonic
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properties is a complex interplay of many effects that we will untangle in this section.
The peak intensities of XH and XL cross at a certain power as discussed in Subsection 4.4.1.

Subsection 4.4.2 introduces the excitonic density blueshift and the resulting consequences
for XH and XL. In Subsection 4.4.3, the influence of power and electric field on the Stark
tuning of both excitons is presented. The energy difference as a function of power and Fz is
shown in Subsection 4.4.4. So far, the discussion in the subsections uses data extracted from
the measurement series shown in Figure 4.2. In Subsection 4.4.5, the excitonic response in
an external magnetic field is studied and the extracted g factors and DOCP are presented.
This section concludes in Subsection 4.4.6 with a discussion of the IX optical response as
the charge carrier density in the heterobilayer is tuned.

4.4.1 Crossover power
The peak intensities of each exciton are analysed for a large electric field range. Figure 4.8a
(Figure 4.8b) shows the peak intensity of each exciton at Fz = −0.27 MV/cm (Fz =
0.52 MV/cm), similar to Figure 4.4c. The intensity evolution of XH and XL is fitted by a
power function. Figure 4.8e shows the extracted intensity scaling exponent as a function
of Fz. The exponent is constant for XL. For XH, the exponent is constant and slightly
decreasing at larger negative electric fields. The intensity scaling of XH is much larger than
that of XL. Therefore, at a certain excitation power, the XH intensity goes above the XL

intensity, which can be explained by the state-filling argument discussed before. Hence,
the intensity crossover is robust over a large range of Fz values. The crossover power is
extracted from the intensity fits and plotted in Figure 4.8f. For small electric field values,
the crossover power is rather constant between 6 and 8 µW. For larger positive fields, the
crossover power increases drastically. At large negative fields, the crossover power also
seems to increase.

The increased crossover power at large positive Fz could be linked to the peak intensity
evolution as a function of Fz (see Figures 4.8c,d). On sweeping from negative to positive Fz

values, the intensity of XL constantly increases. In the same sweeping direction, the exciton
energy increases, which means that the constituent electron and hole are pushed together
spatially by the electric field. This leads to a slightly larger overlap of electron and hole
wave functions and, therefore, a larger radiative recombination rate [Jau19]. Hence, the XL

gains intensity due to the increased radiative recombination rate. The same argumentation
can be applied to the XH intensity for negative and small positive Fz. For large positive
Fz, the XH intensity starts to decrease. The decrease hints at an increasing non-radiative
decay channel for XH, whose microscopic nature needs to be studied further. Both the
decreasing XH intensity and increasing XL intensity lead to an increased crossover power
for large positive Fz.

The onset of an increasing crossover power at large negative Fz could be a consequence
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Figure 4.8. Fitted peak intensities of both peaks as a function of power for (a) Fz = −0.28 MV/cm and
(b) Fz = 0.54 MV/cm. Each intensity evolution is fitted by a power function y = axb. The resulting fit is
indicated by the orange and blue lines. At the crossover power, the XH intensity becomes larger than the
XL intensity. The crossover power is indicated by the vertical dashed red lines. (c,d) Peak intensity of the
two peaks as a function of Fz for (c) P = 0.98 µW and (d) P = 58.0 µW. (e) Intensity scaling exponent b

and (f) crossover power extracted from the fits indicated in (a,b).

of the smaller energy difference of XH and XL for an increased field (see discussion in
Subsection 4.4.4). The smaller separation makes fitting the data more difficult.

4.4.2 Excitonic density blueshift
On increasing the excitation power and therefore the IX density, the IX energy blueshifts
[Neg00, Sch13b, Riv15, Nag17b]. This blueshift is also visible in our experiments for both
exciton species. Figure 4.9a (Figure 4.9b) shows the density blueshift as a function of
power for Fz = 0.00 MV/cm (Fz = 0.59 MV/cm). At zero electric field, the blueshift of
XL is much larger than that of XH, while they are similar at large Fz.

To explain the origin of the blueshift we turn to the dipolar nature of the IX. All IX dipole
moments are aligned in the same direction, either parallel or antiparallel to Fz. Two aligned
dipoles have a dipolar interaction energy W that is related to the exciton-exciton distance
rIX-IX as W ∝ r−3

IX-IX [Sch13b]. Increasing the exciton density for a higher excitation power
leads to a smaller rIX-IX and therefore a larger exciton energy.

Using a simple plate capacitor model, the IX blueshift can be related to the IX density
[Sch08, Lai09]. Assuming no free charge carriers, the formation of IX leads to two oppositely
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Figure 4.9. (a,b) Density blueshift of each exciton for (a) zero electric field and (b) a large positive electric
field. All data points are subtracted by the respective absolute energy of the exciton at the lowest power
(P = 0.53 µW). (c) Density blueshift ∆E for each exciton at the highest excitation power. ∆EH and ∆EL

are indicated by the double arrows in (a) and (b).

charged layers at a distance d with a charge carrier density of nIX. The creation energy of
an additional IX is then increased due to the presence of the other IX [Lai09]. The density
blueshift ∆E can be modelled as [But99]

∆E = e2d

ϵ0ϵTMD
nIX . (4.2)

However, this simple approach neglects exciton-exciton interactions, which leads to an
underestimation of the IX density [Sch08]. Equation 4.2 allows us to estimate the order of
magnitude of the IX density. The blueshift of IX might also be influenced by IX diffusion
to potential minima [Nag17b]. However, the moiré potential impedes the diffusion, which
also depends on the IX lifetime [Cho20] Phenomenologically, we take the IX blueshift with
power as a sign of a density increase.

Figure 4.9c shows the maximum density blueshift of each exciton as a function of the
electric field. The maximum blueshift is calculated as the difference between the exciton
energy at P = 58.0 µW minus the energy at P = 0.53 µW. The blueshift of XL stays rather
constant over the whole Fz range, with a value of ∼ 9 meV. For XH, the blueshift is small
(3 meV) at low fields, while it increases for an increasing Fz until it becomes even larger
than the blueshift of XL.

First, we try to estimate the maximum IX density in our system. It should be noted
that according to equation 4.2 the IX density at the lowest measured power is equal
to zero. However, this cannot be the case as we detect PL signal. For the maximum
blueshift of 10 meV, d = 0.6 nm and ϵTMD = 7.2 [Kim15], we find an IX density of
nIX = 6.6 × 1011 cm−2. Our estimate is probably reasonable as the measured blueshift for
the used laser powers is very comparable to other observed blueshifts of IX [Nag17b, Joe21].
We can compare this density to the density of the moiré unit cells and therefore the density
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of the potential minima for the IX (see Section 2.6). For a twist angle of 3◦, the moiré period
amoiré = 6.3 nm corresponds to a potential minima density of nmoiré = 2.5 × 1012 cm−2.
nmoiré is slightly larger than nIX for our experimental conditions. Even for the largest
powers used in our experiments, the moiré potential is likely not completely filled. In
other words, the properties of both exciton species are governed by moiré effects. Bai et
al. observe an intensity crossover similar to Figure 4.8 and argue the origin is due to IX
leaving the moiré traps [Bai20]. Our density estimate makes this an unlikely explanation
for the IX origin.

Next, we try to discuss the Fz-dependent blueshift behaviour of XH. For low fields,
∆EH has a value of 3 meV, roughly a factor of three smaller than ∆EL (see Figure 4.9c).
On increasing Fz in either polarity, ∆EH increases linearly until it becomes even larger
than ∆EL. The linear increase can be modelled by the power-dependence of the XH

polarisabilities (see Figure 4.10e) or of the XH dipole moments (see Figure 4.12c and
discussion in the next subsection). Let us assume that the XH density nH at low fields is
constant for the whole Fz range, as is the case for XL. Then, the power-dependent blueshift
in Equation 4.2 can be written as a function of Fz as

∆EH (Fz) = e2d

ϵ0ϵTMD
nH − ∆µzFz − ∆βzF 2

z , (4.3)

with ∆µz (∆βz) being the dipole moment (polarisability) difference between the power of
interest and the smallest power. Note that ∆µz and ∆βz depend on the excitation power.
Plugging in the values for the dipole moments for Fz < 0 (Fz > 0) from the fit with two
linear Stark shifts, the resulting ∆EH at the largest field values is ∼ 11 meV (∼ 10 meV),
which agrees well with the extracted ∆EH values in Figure 4.9.

The XH density is a factor three smaller than the XL density. This relation is a reasonable
observation as XL is the lowest energy state in the system. Additionally, XL has a longer
radiative lifetime than XH due to its momentum-indirect nature [Mil17].

4.4.3 Stark tuning of interlayer excitons
The peak energies of each exciton as a function of Fz are shown in Figures 4.10a and 4.12a
for P = 0.53 µW, in Figure 4.10b for P = 4.99 µW, and in Figures 4.10c and 4.12b for
P = 58.0 µW. Especially for XH, there is a visible “kink" in the energy evolution at a
slightly negative Fz. A kink and, therefore, a seemingly sudden change in the “slope" of
the energy shift is also visible in Fz sweeps done by other groups [Cia19, Jau19, Sha21b].
In all three experiments, the larger Stark shift is in the smaller energy region, as in our
experiment. Only L. A. Jauregui et al. mention a nonlinearity in the energy shift of
10% and attribute it to charging effects due to uncompensated gating without a more
detailed investigation [Jau19]. Another explanation could be the transition to an exciton
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originating from a different position in the moiré potential with a modified interlayer
distance (see Section 2.6). However, this possibility is ruled out by the polarisation-resolved
measurements shown in Subsection 4.4.5.

To understand this peculiar behaviour of the IX in more detail, we interpret the energy
evolution in two different ways: First, we fit the energies using the quadratic Stark shift
formula as shown in Equation 2.7. Typically for IX, the quadratic term in the energy
shift is neglected. We find that the nonlinear tuning of XH is due to a giant excitonic
polarisability, which can be rationalised to a certain extent by theoretical calculations.
Second, we fit the energies of XH and XL by two separate linear functions in the negative
and positive Fz range. The slopes for XH change significantly on changing the voltage
polarity, which could be a consequence of the rigid dipolar nature of the IX.

The real microscopic explanation might be more complex than the two simple analysis
cases discussed in the following. However, we believe that the giant excitonic polarisabilities
are the most likely explanation for the observed IX energy shifts. In the end, both analysis
methods yield similar conclusions that agree well with our interpretation of the IX origin.

Quadratic Stark shift

The quadratic fits to the IX energies with the function E0 − µFz − βF 2
z are shown in

Figures 4.10a-c. The fits describe the energy evolution of both peaks reasonably well. The
extracted zero field energies E0 as a function of power are shown in Figure 4.11a and they
follow pretty much the same trend as the energies shown in Figure 4.9a. Both IX energies
blueshift due to the increased exciton density for higher powers as described in the previous
subsection.

The extracted dipole moments as a function of power are plotted in Figure 4.10d.
The dipole moments of both excitons stay rather constant with the XH dipole moment
being slightly larger than the dipole moment of XL. The average dipole moment of XH

(XL) is 0.48 e · nm (0.42 e · nm). These values are slightly smaller than the expected
interlayer spacing [He14] and are also slightly smaller than other studies of dual-gated
MoSe2/WSe2 heterobilayers [Jau19, Sha21b, Bar22]. However, these experimental studies
only fit the energy shift with a purely linear function and therefore neglect the effect of the
IX polarisability on the energy shift.

The dipole moments of XL are smaller than those of XH. This is in line with the
interpretation of XL as a momentum-indirect exciton, where the electron is hybridised
[Han18, Phi19, Bar22]. The hybridisation effectively decreases the distance of electron and
hole and therefore also decreases the dipole moment (see also the analysis of the IE Stark
shift in homobilayer MoS2 discussed in Chapter 5) [Jun23]. Our results also agree very
well with a recent study where the momentum-direct KK excitons measured in absorption
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Figure 4.10. Fitting the linear and quadratic Stark shift. Extracted peak energies of XH and XL at (a) low
and (b) medium laser power, and (c) high laser power. Each resonance is fitted by a quadratic function
E0 − µFz − βF 2

z over the whole Fz range, where µ is the IX dipole moment and β is the IX polarisability.
(d) Extracted dipole moments |µ| as a function of power. (e) Extracted polarisabilities β as a function of
power. (f) Calculated excitonic polarisability of a finite-barrier quantum well according to Equation 4.4 as
a function of quantum well width 2a.

exhibit a larger Stark shift than the lower-energy momentum-indirect QK excitons, which
dominate the PL spectrum [Bar22]. We expand on this interpretation and show that for a
specific combination of electric field and laser power, the PL spectrum can be dominated
by momentum-direct IX.

The extracted polarisabilities as a function of power are plotted in Figure 4.10e. The
polarisability of XL stays constant with an average value of 0.17 × 10−7 D m V−1. The XH

polarisability is larger at low powers with roughly 1.4 × 10−7 D m V−1 and decreases with
increasing power, approaching the polarisability of XL. In order to get a feeling for the
magnitude of excitonic polarisabilities and what they are influenced by, we first discuss
the measured polarisabilities in two similar systems. The out-of-plane polarisability of
A-excitons in monolayer MoS2 is 8 × 10−10 D m V−1 [Roc18]. Going to bilayer MoS2, the
A-exciton polarisability is increased to 6.4 × 10−9 D m V−1 (see analysis in Section 6.4
in Chapter 6). Following this trend and as we will discuss below, an effectively increased
confinement width leads to an increased excitonic polarisability. For IX, it is therefore rea-
sonable to assume an even larger polarisability due to their confinement in two monolayers,
unlike the intralayer A-exciton.

Next, we try to calculate the polarisability of an exciton confined to a finite-barrier
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MoSe2 [Ras15] WSe2 [Ras15] hBN [SC13]

Ecbm (eV) 3.82 3.72 2.30

Evbm (eV) 5.57 5.37 7.20

Table 4.1. Calculated conduction (valence) band edge offsets Ecbm (Evbm) from the vacuum for monolayer
MoSe2, monolayer WSe2, and hBN. For MoSe2 and WSe2, the two numbers given in Reference [Ras15] for
each offset are averaged.

quantum well with a width of 2a and a potential barrier height of V0 following an analytic
model developed by T. G. Pedersen in Reference [Ped17]. The analytical form of the
polarisability can be written as [Ped17]

β = β0
k
(
15 − 4k2)+ 3 cot k

[
5 − 4k2 +

(
4k2 + 5 cot2 k + 8k cot k − 3

)
cot2 k − 4k cot k

]
12k4 (k + cot k) ,

(4.4)
with k being the wave number inside the well. The prefactor β0 is given by

β0 = e2m∗a4

ℏ2 , (4.5)

where e is the electron charge and m∗ the effective mass. Additionally, a normalised
potential barrier w is defined as

w = 2m∗a2V0
ℏ2 . (4.6)

Following the energy boundary condition, the wave number can be calculated numerically
via [Ped17]

k2
(
1 + tan2 k

)
= w2 . (4.7)

For the calculation of the polarisability, we take m∗ as the free electron mass. Using
the average conduction and valence band offsets between each monolayer and hBN, V0

is estimated to be 1.60 eV. The valence and conduction band offsets of each layer with
respect to the vacuum are summarised in Table 4.1.

The polarisability calculated with Equation 4.4 as a function of quantum well width is
shown in Figure 4.10f. For an increasing quantum well width, the polarisability increases
in a nonlinear manner. Taking a width of 1.2 nm, we calculate a polarisability of 0.16 ×
10−7 D m V−1, which agrees very well with the measured polarisability of XL. It should be
noted that also a smaller confinement potential leads to a larger polarisability. Additionally,
near-degenerate and dipole-coupled states in two coupled quantum wells can lead to an
even larger polarisability [Cro18, Ped19]. Using all the considerations above, it is not
unlikely to achieve calculated IX polarisabilities as large as 1.4 × 10−7 D m V−1.
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The XH polarisability is larger than the polarisability of XL. Again, the root of this
observation probably lies with XL being a hybrid IX: the effective confinement potential
width of XL is probably different than for XH due to the hybridised electrons. Therefore, if
the confinement is smaller, then the polarisability of XL is also smaller (see Figure 4.10f).

Lastly, we discuss the power dependence of the three parameters extracted from the
quadratic fits. At a small exciton density, we can rewrite the total exciton energy E as

E(Fz) = E0 − µFz − βF 2
z

= E0 − (µ + βFz)Fz

= E0 − µ̂Fz , (4.8)

with a modified dipole moment µ̂ that depends linearly on Fz. In the low power limit, we
can determine the unmodified dipole moment µ and polarisability β of the IX. The rather
different polarisabilities of XH and XL again point towards the conclusion that the origin
of these two excitons is fundamentally different.

At a larger exciton density, the total energy is modified by the density blueshift ∆E

shown in Equation 4.2. Using ed = µ̂, the total exciton energy is given by

E(Fz, nIX) = E0 + e nIX
ϵ0ϵTMD

µ̂ − µ̂Fz

= Ẽ0 − µ̃Fz − β̃F 2
z , (4.9)

with the modified parameters

Ẽ0 = E0 + e nIX
ϵ0ϵTMD

µ , (4.10)

µ̃ = µ

(
1 − e nIX

ϵ0ϵTMD

β

µ

)
= µ

(
1 − ∆E

β

µ2

)
, and (4.11)

β̃ = β . (4.12)

For the modified zero field energies in Equation 4.10, the simple density blueshift formula
from Equation 4.2 is recovered. The modified dipole moment µ̃ in Equation 4.11 depends
linearly on the exciton density or in other words the density blueshift. Taking a maximum
density blueshift of 3 meV (9 meV) for XH (XL) and µ and β at the lowest excitation powers,
we find µ̃ = 0.96µ (µ̃ = 0.98µ). Therefore, the modification of the dipole moment as a
function of power is negligible as is observed in our measurements in Figure 4.10d. In other
words, there is a large contribution to the linear term from µ itself, such that any n-related
effects are hard to detect. The polarisability in Equation 4.12 is not modified at all as a
function of exciton density. This is in contrast to the experimental observations, where β

depends on the excitation power (see Figure 4.10e). The evolution of each quadratic fit
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Figure 4.11. Plotting the quadratic fit parameters from Figure 4.10 as a function of the exciton density nIX.
Extracted (a) zero field energies E0, (b) dipole moments, and (c) polarisabilities of each IX as a function
of nIX. The exciton density is calculated from the density blueshift with Equation 4.2. Note that the
maximum blueshift of XH is much smaller than the maximum blueshift of XL. We also want to stress that
Equation 4.2 only gives a rough estimate of the IX density. Therefore, the error of the calculated nIX is
potentially large.

parameter as a function of exciton density nIX is shown in Figure 4.11.
If we assume the gating of the layers to be responsible for the change in the XH

polarisability, the XL polarisability should also be affected. However, this is not observed
in our experiments, which makes uncompensated gating an unlikely explanation.

To summarise, we can determine the dipole moment and the polarisability for both
excitons at low power, which strengthens the microscopic assignment of the peaks. Fur-
thermore, the simple model to describe the total exciton energy as a function of electric
field and exciton density can explain the behaviour of the zero field energies and the dipole
moments as a function of power very well. However, the model fails to capture the power
dependence of the polarisability. Compared to µ, β is smaller, so the quadratic term might
be more sensitive to any n-dependent effects. The origin of this behaviour could lie with the
increased dipole-dipole interactions as the power increases. The dipole-dipole interaction
scales with the product of two dipole moments. Maybe this product could lead to a term
that modifies the polarisability as a function of exciton density. So far, we have taken nIX

to be independent as a function of the electric field. A dependence of these two parameters
on each other could also influence the energy scaling of each IX. Considering all these
excitonic effects in a complex environment, the microscopic behaviour of the polarisability
power dependence is not yet fully understood and warrants further detailed studies.

Two separate linear Stark shifts

Now, the IX energies are fitted with two separate linear functions in the positive and
negative field range, respectively. The resulting linear fits are shown in Figure 4.12a
(Figure 4.12b) for a low (high) power. Figure 4.12c plots the extracted dipole moments of
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Figure 4.12. Fitting only the linear Stark shift in two regimes. Extracted peak energies of XH and XL at (a)
low and (b) high laser power. Each resonance is fitted by two linear functions in the positive and negative
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(0.09 to 0.59 MV/cm). (c) Extracted dipole moments |µ| as a function of power. (d) Sketch of the charges
on each layer for positive electric fields with IX being present in the heterobilayer. Due to the rigid dipolar
character of the IX, a second plate capacitor is formed in the centre.

XH and XL in the positive and negative Fz range as a function of power. The two dipole
moments of XL have a similar value and stay rather constant for an increasing power.
For XH, the power strongly impacts the two dipole moments. At low powers and in the
negative field range the Stark shift of XH is the largest. The value of ∼ 0.7 e · nm agrees
very well with the expected interlayer spacing [He14] and with other studies of dual-gated
MoSe2/WSe2 heterobilayers [Jau19, Sha21b, Bar22]. Increasing the power at negative
fields leads to a decrease in the effective dipole moment. This could explain the measured
dipole moment of 0.5 e · nm using a large laser power of 200 µW in Reference [Cia19].
However, the experiments are hard to compare in detail as probably also the excitation
laser wavelength and the laser spot size influence the Stark shifts.

There is a large difference in the dipole moments of XH for positive and negative fields,
which leads to the kink in the energy evolution (see Figure 4.12). At the lowest power,
there is roughly a factor of two difference between the dipole moments. For an increasing
power, both dipole moments seem to converge towards a shared intermediate dipole value
of ∼ 0.5 e · nm. This value roughly corresponds to the dipole moment of XL. While the
XH dipole moment is affected by the field polarity, the XL dipole moment is not, which
again excludes uncompensated gating as an origin of the kink.

We propose a different possible explanation for the energy kink. The formation of IX
can be seen as the accumulation of photogenerated electrons and holes in opposite layers.
Then, the two monolayers act as a second plate capacitor where the plates are oppositely
charged (see sketch in Figure 4.12d). For positive Fz values, the hole (electron) layer is
closer to the gate with an applied positive (negative) voltage. In this configuration, the
IX feel less than the applied voltage to each gate and therefore their effective Stark shift
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is reduced. For negative Fz values, the hole (electron) layer is closer to the gate with an
applied negative (positive) voltage. Following the same train of thought as above, this
configuration could lead to an increased effective Stark shift. In other words, the kink in
the IX energy could be a consequence of the asymmetry in the plate capacitor polarity due
to the rigid dipolar nature of the IX.

The question remains why the XL dipole moment is not affected as much as the XH

dipole moment on changing the field polarity. The hybridised exciton nature of XL might
lead to a less defined accumulation of charge carriers in opposite layers, which in turn leads
to a reduced impact of the monolayer plate capacitor on the XL dipole moments.

As is the case for the quadratic fit, the dipole moments of XL are smaller than those of
XH without an effectively reduced dipole moment (for negative Fz). Even by using another
fitting routine, the different dipole moments agree well with the interpretation of XL as a
hybridised momentum-indirect IX.

On increasing the power, the XH dipole moment decreases (increases) for negative
(positive) fields, while the XL dipole moment stays rather constant. As discussed above,
understanding the power dependence of the energy shifts is a complex task and more
studies are needed to understand the microscopic origin in detail.

In the low power limit (P → 0), the effect of the large initial field reduction should
vanish and the dipole moments for positive and negative fields should become similar. For
the lowest excitation power of 6.3 nW (see Fig. 4.2 top left), an XL dipole moment of
0.43 e · nm (0.47 e · nm) is extracted for Fz < 0 (Fz > 0). The dipole moment difference
is slightly smaller than the difference of 0.05 e · nm at a power of 530 nW. Even for the
lowest used power, there is still a finite difference in the XL dipole moments. However, the
measured data indicates a decreasing difference for P → 0. Unfortunately, XH is too weak
at low powers to estimate a dipole moment.

4.4.4 Energy difference of the two excitons
In this subsection, we analyse the extracted energy difference of XH and XL. Figure 4.13a
shows the energy difference as a function of Fz for several excitation powers. Figure 4.13b
(Figure 4.13c) plots the energy difference as a function of power for a decreasing (an
increasing) Fz value. For low Fz values, the energy difference is continually decreasing with
the strongest decrease at the smallest fields. This decrease at small fields can be explained
by the density blueshift difference of XH and XL (see Figures 4.9a,c).

For an increase of Fz in either polarity, the energy difference decreases for all powers with
the largest decrease being at small powers. Additionally, the energy difference decreases
stronger for negative fields as compared to positive fields. The two aforementioned
observations can be modelled purely by the difference in Stark shifts of XH and XL for
positive and negative Fz (see Figure 4.12c).
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Figure 4.13. (a) Energy difference EH − EL between the two excitons as a function of electric field for
several excitation powers. (b,c) Energy difference as a function of power for several (b) decreasing and (c)
increasing electric fields. The pink arrows are a visual aid and indicate the sweep direction from low to
high power.

For a large positive or negative Fz value, the absolute energy difference stays almost
constant (even a slight increase) for an increase in power as can be seen in Figure 4.13b
and Figure 4.13c. This constant energy difference as a function of power originates from a
similar density blueshift of XH and XL at high fields (see Figures 4.9b,c).

4.4.5 Excitonic response in a magnetic field
In this subsection, we study the polarisation-resolved optical response of the heterobilayer
in an external out-of-plane magnetic field of 9 T. First, we look at the intralayer X0

excitons in the heterobilayer region with absorption spectroscopy (see Figure 4.14). Each
spectrum is fitted as the sum of two Lorentzians. From the extracted energies, a g factor
for the MoSe2 X0

Mo of gMo ≈ −4.5 and for the WSe2 X0
W of gW ≈ −5.4 is extracted.

Both extracted g factors are slightly larger than the value of roughly −4 as expected for
monolayer A-excitons (see Section 2.7). A possible reason could be that the g factors are
altered due to moiré or atomic reconstruction effects in the heterobilayer.

Now, we turn to the IX response in a magnetic field. Figure 4.15 shows polarisation-
resolved PL spectra for a varying Fz and with a power of 28.0 µW. With this high power,
the XH can clearly be seen. The bottom row of Figure 4.15 shows the total integrated
DOCP+ (DOCP−) for an excitation with σ+ (σ−) polarised light. The total DOCP stays
rather constant and negative with slight oscillations for both polarisations. DOCP+ is
a bit more negative than DOCP−. A negative DOCP means that the most PL signal
collected is emitted in σ− polarisation as can be seen in the colour-maps as well. The
spectra in Figure 4.15 are fitted as the sum of two Gaussians and the peak energies and
integrated peak intensities are extracted for XH and XL. The polarisation-resolved g factors
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Figure 4.14. Polarisation-resolved absorption spectra of the intralayer X0 excitons of monolayer MoSe2 and
WSe2 in the heterobilayer region at a magnetic field of 9 T. The coloured lines are a fit to each spectrum
consisting of the sum of two Lorentzians. Using the energy difference between the σ+ and σ− resonances,
a g factor for the MoSe2 X0

Mo of gMo ≈ −4.5 and for the WSe2 X0
W of gW ≈ −5.4 are calculated. The

reference spectra R0 is taken in the same way as described in Figure 4.1.

and DOCP are calculated for both exciton species and plotted as a function of Fz in
Figure 4.16a and Figure 4.16b, respectively.

For both excitons and both excitation polarisations we extract a positive g factor. The
relative behaviour of both g factors is very similar for each excitation polarisation. The XH

g factor stays small and rather constant for negative fields, while it increases for positive
fields to up to nearly +10 (+8) for σ+ (σ−) excitation. For XL, the g factor is slightly
larger (smaller) than the XH g factor for negative (positive) Fz. However, the XL g factor
increases for an increasing Fz in any polarity.

In an R-stacked heterobilayer, the energetic minimum in the moiré potential lies at
the RX

h point [Yu17]. The lowest energy KK transition g factor is estimated to be +6
(see Section 2.7). At least at small fields, the measured XH g factor is slightly smaller
than this estimate and also smaller than other recently measured g factors [Sey19, Cia19,
Joe21, Hol22, Smi22]. For the momentum-indirect QK transition at the RX

h point, Förg
et al. calculate a g factor +8.6 [Fö21], which is quite a bit larger than what we extract
from our measurements. They find a smaller g factor of +4 for the spin-conserving
momentum-indirect KΓ transition, where the hole state at Γ is slightly hybridised between
the layers [Fö21]. The KΓ transition is slightly lower in energy than KK, but higher in
energy than QK [Fö21]. Further studies will be needed to determine if the origin of the
momentum-indirect transition could be from KΓ. The Fz dependence of both g factors is
very complex. In a recent study on homobilayer MoS2, it was found that the g factors of
hybridised interlayer and intralayer excitons depend on the energy detuning between them
[Lor21]. Another possibility could be the change of effective hole and electron masses or
the orbital composition as a function of Fz. To conclude, the spread in experimentally
determined and theoretically calculated [Woz20, Fö21] g factor values, together with the
non-trivial behaviour of the g factors as a function of Fz, warrants further detailed studies.
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Figure 4.15. Polarisation-resolved PL spectra as a function of the electric field Fz at a magnetic field of 9 T
and with a power of 28.0 µW. The gatesweeps correspond to the sweep shown in Figure 4.3 bottom middle.
The spectra shown and fitted in Figure 4.5 have been extracted from these gatesweeps. The bottom row
shows the total DOCP+,− for a σ+,− excitation as a function of Fz, respectively.

The DOCP of the individual IX is plotted in Figure 4.16b. All extracted DOCP values
are negative, indicating a preferred PL emission in σ− polarisation. For an excitation with
σ+ polarisation, an emission in σ− is in line with an emission from the spin conserving
transitions at the RX

h point [Wu18, Bre20b]. On excitation with σ−, the moiré selection
rules dictate a σ+-polarised PL signal (see Section 2.6). However, we detect mostly σ−-
polarised emission which means there must be an efficient mechanism that flips both
the electron and hole spins. The lowest electronic bands in a positive magnetic field are
sketched in Figure 4.17. The Zeeman splitting of the electron and hole in a magnetic
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Figure 4.16. Polarisation-resolved (a) g factor and (b) DOCP extracted by fitting the spectra in Figure 4.15
by a sum of two Gaussians. (c) Total DOCP as a function of Fz for several excitation powers. The black
points correspond to the data shown in Figure 4.15.

field is given by ∆Ee,h = ge,hµBBz, respectively. Using me = 0.58m0 and mh = 0.36m0

[Kor15] we estimate an electron (hole) g factor of ge = 5.4 (gh = 11.6). At a magnetic
field of 9 T, the estimated single particle g factors lead to an energy difference between
the conduction and valence bands at K and K′ of ∆Ee = 2.8 meV and ∆Eh = 6.1 meV,
respectively. Under the measurement conditions, the Zeeman-split hole states are therefore
twice as far apart in energy as the electron states. This energy difference can be related to
the valley/spin relaxation time τe,h as [Mai93, Bla94, Wor96, Tra96]

1
τe,h(Bz) =

α∆E3
e,h∣∣∣∣exp

(∆Ee,h

kBT

)∣∣∣∣ + 1
τ0

Γ2

Γ2 + ∆E2
e,h

, (4.13)

with α being a parameter adjusting the strength of the first term, kB being the Boltzmann
constant, τ0 being the zero field relaxation time, and Γ being a width parameter of the
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Figure 4.17. Sketch of the lowest electronic bands at the K and K′ point in a positive magnetic field. In an
R-stacked heterobilayer, the K (K′) valley IX emits in σ− (σ+) polarisation. The transition in the K′ valley
has a larger energy than in the K valley resulting in a positive g factor. The valence band energy difference
∆Eh is roughly twice as large as the conduction band Zeeman splitting ∆Ee. τe,h are the electron and hole
valley/spin scattering times, respectively. For simplicity, we only show the scattering of the charge carriers
towards the lowest IX energy state, which explains our experimental findings.

second term. The first term describes a direct one-phonon process [Orb61]. The second
term is due to the electron-hole exchange interaction and is only important when both
states are close together in energy [Sur18]. At a magnetic field of 9 T, the first term
dominates over the second term [Sur18] as the band energy splittings come close to the
energies with a large phonon density of states [Mah22]. The electron scattering in the
MoSe2 layer could be mediated by the flexural acoustic ZA(K) mode [Jeo20].

Using Equation 4.13, we can explain the observed negative DOCP with σ− excitation.
For an off-resonant excitation at zero magnetic field, the observed DOCP is close to zero
(see also Figure 4.20). On increasing the magnetic field, the overall DOCP is influenced
by the energy differences and the ratio between τe and τh. ∆Eh becomes larger twice as
fast as ∆Ee, meaning that the scattering time for holes is much faster than for electrons
(see equation 4.13). For σ+ excitation, the majority of IX end up in the K valley without
a spin-flip leading to a σ−-polarised IX emission. For σ− excitation, most electrons and
holes relax to the K′ valley without a spin-flip. However, the fast relaxation time and the
large energy gain make the hole and electron scattering to the K valley very likely. Hence,
IX tend to scatter from K′ to K leading to a σ−-polarised IX emission. Scattering from the
smaller Zeeman state to the larger Zeeman state is less probable as has been observed in
monolayer MoSe2 [Wan15a] and MoSe2/WSe2 heterobilayers [Nag17a, Hol22, Smi22]. The
scattering also likely takes place after the formation of the IX as the tunnelling process
is very fast (< 1 ps) [Hon14, Ceb14]. The above considerations also explain the overall
smaller DOCP− as compared to DOCP+ (see Figure 4.16). While the discussion above
only considers K and K′ valleys, the same arguments should hold for the Q and Q’ valleys.
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As seen in Figure 4.16b, the XH DOCP exhibits the small oscillations in Fz of the total
DOCP (see black data points in Figure 4.16c). The XL DOCP decreases slightly from
negative to positive fields and starts to increase at the largest positive Fz values. The
same trend can be seen for the XH DOCP except at high positive fields where the XH

DOCP decreases (increases) for a σ+ (σ−) excitation. The DOCP as a function of Fz

seems to follow the behaviour of the g factors. An increase in the g factor could lead to
larger ∆Ee,h and faster τe,h. Therefore, the DOCP would become more negative, as the
scattering from K′ to K would become more effective. This correlation, however, would
mean that the electron and hole g factor change differently as a function of Fz. The origin
of this correlation may be the topic of future studies.

Finally, we show the total DOCP as a function of Fz for several laser powers (see
Figure 4.16c). The general trend is that for a decreasing excitation power, the measured
total DOCP becomes more negative for either excitation polarisation. The same trend
has been observed recently by Förg et al. without discussing the origin of this trend in
detail [Fö21]. We argue that the higher state-filling at larger powers leads to an effectively
decreased ∆Ee,h and therefore a smaller overall DOCP. Additionally, the DOCP is altered
by the influence of the electric field on the IX lifetime. A larger energy at positive fields
leads to a drastically decreased IX lifetime (roughly one order of magnitude) [Jau19].
The much smaller lifetime leaves less time for the IX to flip their spin, thus increasing
(decreasing) the DOCP+ (DOCP−). This would explain the bigger influence of the power
on the DOCP in positive fields as compared to negative fields.

4.4.6 Tuning the charge carrier density
Lastly, we study the IX behaviour on tuning the charge carrier density in the heterobilayer.
Figure 4.18 shows the polarisation-resolved carrier density gatesweeps done with a power
of 28.0 µW and at a magnetic field of 9 T. For small and negative n, we observe a strong
low energy XL, while the XH becomes more prominent on increasing the density. This
behaviour can be seen in Figure 4.19a where the extracted peak intensities are plotted
as a function of n. Similarly to the electric field gatesweeps, a peak intensity crossover is
observed on increasing the charge density. In fact, the crossover happens already at very
low electron densities. This is in line with the state-filling argument of the charge carriers.
Through the increased Fermi level, states with sufficiently large kinematic momentum are
filled, allowing a more efficient XH recombination. The same effect has been proposed by
Miller et al. where they estimate a crossover density of 4 × 1011 cm−2 [Mil17], very similar
to our observed crossover behaviour. Generally, on increasing the n-doping, the peak
intensities become smaller, probably due to a larger non-radiative decay channel through
the interactions with electrons. On p-doping, there seems to be no intensity crossover.
Maybe the valence band maximum at the Γ point is much higher in energy than at the K
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Figure 4.18. Polarisation-resolved PL spectra as a function of charge carrier density n at a magnetic field
of 9 T and with a power of 28.0 µW. We scan the gate voltages as VTG = 0.68 VBG + 3.36 V. According to
the simple electrostatics formula for Fz discussed in Section 3.4, this voltage combination corresponds to a
moderate and a rather constant Fz of 0.20 MV/cm.

point [Bar22]. Then, for the studied densities, the holes would be mostly filled into the Γ
point leading to a small state-filling at the K point.

On increasing the density to over 5×1012 cm−2, both peaks suddenly seem to blueshift by
about 20 meV. The question arises if both of the peaks still originate from the QK or the KK
transition or if they come from IX from higher energy bands due to the large state-filling.
Possible transitions would include the triplet KK transition, the momentum-indirect and
spin allowed K′K transition, or a transition from the RH

h point. To answer this question
we extract the g factor (Figure 4.19b) and the DOCP (Figure 4.19c) as a function of the
density.

Similar to the Fz dependence, we observe a strong variation of the g factors. At the
highest densities, a positive g factor of roughly +4 (+6) for σ+ (σ−) excitation. The
expected g factor of the triplet KK transition is negative and large (-11 [Woz20, Fö21]),



82 Chapter 4 • Interlayer exciton origin in a MoSe2/WSe2 heterobilayer

XH
XL

- 2 0 2 4 6

0

50

100

150

Carrier density n (cm- 2)x1012
Pe

ak
in

te
ns

ity
(c

ps
)

Excitationσ+ σ-
(a)

(b)

(c)

XH
XL

- 2 0 2 4 6

0

50

100

150

Carrier density n (cm- 2)x1012

Pe
ak

in
te

ns
ity

(c
ps

)

0

2

4

6

8

g-
fa

ct
or

0

2

4

6

8

g+
fa

ct
or

- 0.3

- 0.2

- 0.1

0.0

0.1

0.2

D
O

C
P-

- 0.3

- 0.2

- 0.1

0.0

0.1

0.2

D
O

C
P+

(d)

P = 28.0 µW
P = 1.0 µW
P = 0.10 µW

- 2 0 2 4 6

- 0.4
- 0.3
- 0.2
- 0.1

0.0
0.1

Carrier density n (cm- 2)x1012

To
ta

lD
O

C
P-

- 2 0 2 4 6

- 0.4
- 0.3
- 0.2
- 0.1

0.0
0.1

Carrier density n (cm- 2)x1012

To
ta

lD
O

C
P+

Figure 4.19. (a) Peak intensity by fitting the spectra in Figure 4.18 by a sum of two Gaussians for a σ−

detection. polarisation-resolved (b) g factor and (c) DOCP as a function of carrier density n. (d) Total
DOCP as a function of n for several excitation powers. The black points correspond to the data shown in
Figure 4.18. The horizontal dashed line in (c) and (d) indicates a DOCP of zero.

while it is positive and large for the spin conserving K′K transition (+13 [Fö21]). For an
exciton at the RH

h point, the g factor is estimated to be -6 [Woz20]. In the monolayer
WSe2 valence band [Gus18] and the monolayer MoSe2 conduction band [Lar18], the hole
and electron g factors are enhanced at the K point at the smallest n, respectively.∗

The enhancement is due to strong Coulomb interactions, which become screened for an

∗It is not clear if this applies to Q point in the same way since it is a hybridised state.
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Figure 4.20. Total DOCP as a function of carrier density n with a power of 1.0 µW at a magnetic field of
(a) 0 T and (b) 9 T. The measurements at 0 T have been performed with a slightly different gate voltage
scheme: VTG = 0.68 VBG + 5.04 V, which corresponds to Fz = 0.37 MV/cm.

increased density. This means that for an increased p-doping (n-doping), the hole g factor
gh (electron g factor ge) decreases. Using gX = gh − ge, the excitonic g factor should
decrease for a negative n, while g should increase for a more positive n. At the highest
fields, we observe an onset of this behaviour. For moderate n-doping, the XH g factor
oscillates slightly. This behaviour could be related to an ordered crystalline electronic state
[Reg20, Wan20a, Tan20b, Shi20, Xu20, Zho21, Hua21, Li21]. Near partial fillings of the
moiré potential, interactions between the excitons might be influenced, leading to a change
in the effective charge carrier mass. However, the exact influence of the crystalline electronic
state on the IX properties is still not clear and warrants further studies. Furthermore,
the XL g factor behaves very differently depending on the excitation polarisation. For σ+

excitation, it even goes down to a value of zero. As already mentioned in the previous
subsection, further studies are needed to understand the g factor evolution in detail.

While the DOCP is negative for small n for both peaks, increasing the density leads to a
peculiar behaviour: the DOCP− crosses from negative to positive values, while the DOCP+

decreases in magnitude only slightly and stays negative – even at the largest densities.
This behaviour is reproduced for several excitation powers as plotted in Figure 4.19d. The
triplet KK transition and the transition at the RH

h point should be co-polarised [Bre20b],
which is the opposite of the observed cross-polarised behaviour. Taking the g factor and
DOCP findings, we exclude the possibility of a different IX origin for the peaks at a high
carrier density.

To investigate the origin of the sudden IX blueshift and the clearly cross-polarised
emission at high densities, we compare the DOCP of a density sweep at 0 T and at 9 T
(see Figure 4.20). As mentioned before, we observe a very small DOCP at 0 T due to
the excitation laser being very off-resonant. Despite the slightly different applied gate
voltages, the emission becomes cross-polarised at large n independent of the magnetic field.
At 0 T, the DOCP+ even becomes more negative. The onset of a clear cross-polarised
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emission happens at a larger density for Bz = 0 T as compared to Bz = 9 T. In the
previous subsection, we argue that an increased state-filling leads to a larger scattering
time and therefore a smaller value of DOCP in a magnetic field. This effect can also be
observed in the total DOCP shown in Figure 4.19d. The above argument works well in a
large magnetic field (see Figure 4.20b). However, we observe the cross-polarised PL even
at 0 T, where we would expect a DOCP of roughly zero (see Figure 4.20a). Hence, the
clear cross-polarised emission at large n must have a different origin.

The onset of cross-polarisation corresponds in both cases to the region of the sudden
IX blueshift. At these high electron densities, the excitonic energies could be shifted due
to band renormalisation effects, which however usually lead to a redshift [Ste14, Kat18].
Another possibility is a sudden change in the effective electric field that would increase
the effective dipole moment of the excitons and thus their energy. As discussed in the
previous section, a larger IX energy results in a smaller lifetime [Jau19]. On top of that,
the lifetime is reduced even more by the presence of additional charge carriers [Jau19]. The
much smaller lifetime reduces the spin-flip chance of the IX. This results in a measurable
cross-polarisation, even for off-resonant excitation at 0 T. The cross-polarised behaviour
is a hallmark of the moiré potential minimum in R-stacking. A similar behaviour can be
seen in the electric field sweeps (see Figure 4.16c), especially for a large power: for high IX
energies (positive Fz), the DOCP shifts in opposite directions depending on the excitation
polarisation. Additionally, the total DOCP in a magnetic field shows oscillation with the
carrier density (see Figure 4.19d and Figure 4.20b). These oscillations could be potentially
due to special electron filling ratios of the symmetric moiré potential [Zho21].

Unlike other reports, we do not observe the formation of trions at an energy below the
IX energy on n-doping the heterobilayer [Jau19, Bae21, BG21, Liu21, Wan21b].

4.5 Conclusion and outlook
In this chapter, we studied the origin of interlayer excitons in an R-stacked MoSe2/WSe2

heterobilayer using photoluminescence spectroscopy as a function of excitation power,
magnetic field, electric field, charge carrier density, and light polarisation. We observe a
two-peak structure over the studied large range of experimental parameters. The high
energy peak has a small linewidth, while the low energy peak has roughly double the
linewidth. At low powers, the low energy peak dominates the emission spectrum. Above a
certain excitation power, the high energy peak dominates the emission spectrum. Using a
state-filling argument [Mil17], we attribute the low energy peak to a momentum-indirect QK
transition and the high energy peak to a momentum-direct KK transition. Increasing the
excitation power leads to a larger phase-space filling of the constituent particles, electrons
and holes, activating the momentum-direct transition. So far, this peak combination has
only been observed in H-stacked heterobilayers [Mil17, Bar22]. For the first time, we
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observe QK and KK IX in an R-stacked MoSe2/WSe2 heterobilayer.
Further, we show that the properties of these two peaks (energy, intensity, effective

dipole moment, g factor, and degree of circular polarisation) can be tuned as a complex
function of the applied experimental parameters. Over the whole parameter range, the
interpretation of momentum-indirect and momentum-direct IX can explain most of the
observed dependences. Some of the more complex experimental observations, like the
g factor behaviour as a function of Fz and n, warrant further studies. For a specific
combination of experimental parameters, the momentum-indirect KK transition dominates
the emission spectrum. Additionally, we discuss the IX energy shifts in an electric field,
which can be potentially explained by giant excitonic polarisabilities. This is an important
observation: typically, polarisabilities are neglected when discussing IX Stark shifts. Finally,
we show that moiré effects still influence the optical properties of IX even for larger twist
angles, where sharp IX emission lines are not observed.

Our study indicates that care has to be taken when studying IX in a MoSe2/WSe2

heterobilayer as their properties can be significantly and non-trivially tuned, even for
a small change of experimental parameters. This is especially important when trying
to optically probe the correlated electronic states in the heterobilayer moiré potential
[Liu21] or when studying degenerate many-body states [Sig20] at the onset of excitonic
Bose-Einstein condensation [Sno02]. The momentum-indirect exciton being the lower
energy particle might play an important role when trying to trap a single exciton in an
electrostatic trap, creating a highly tunable single photon emitter [Sch13a, Sha21b].

One of the most important experimental parameters, the twist angle, determines if the
electronic bands in the mini Brillouin zone are flat or parabolic (see Section 2.6). Typically,
moiré effects are discussed in the small twist angle regime, where the IX exhibit multiple
narrow peaks [Sey19, Bae20, Bai20, Li20]. We propose that the broader peaks at larger
twist angles (∼ 3◦) are still confined to the moiré potential. Only for even higher exciton
densities as studied in this chapter, IX escape the moiré potential [Wan21a]. A moiré
periodicity similar to their size leads to interactions and, therefore, a broad resonance,
while each IX is still confined at a potential minimum.

At the root of the many different interpretations for the IX origin exists still a big
problem: the moiré supercell (or an atomically reconstructed area) size is much smaller
than typical optical measurement areas (∼ 1 µm2). Therefore, most optical experiments
average over many moiré supercells. Hence, it is difficult to determine the role of a single
moiré supercell (reconstructed area), as spatial inhomogeneities and defects alter the
excitonic properties quite significantly on short length scales. For future studies, it will be
important to develop optical near-field measurement techniques that allow the study of an
isolated single supercell (reconstructed area) [Hua22].
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Transition metal dichalcogenides (TMDs) constitute a versatile platform for atomically
thin optoelectronics devices and spin-valley memory applications. In monolayers optical
absorption is strong, but the transition energy is not tunable as the neutral exciton has
essentially no out-of-plane static electric dipole [Roc18, Ver19]. In contrast, interlayer
exciton transitions in heterobilayers are widely tunable in applied electric fields, but their
coupling to light is considerably reduced (see Chapter 4). In this work, we show tuning
over 120 meV of interlayer excitons (IE) with high oscillator strength in bilayer MoS2.
These shifts are due to the quantum confined Stark effect [Mil84]. Here, the electron is
localised to one of the layers yet the hole is delocalised across the bilayer. We optically
probe the interaction between intra- and interlayer excitons as they are energetically

†N.L. fabricated device 1; S.S. and I.P. fabricated device 2 and sample 3. N.L and L.S. performed
optical spectroscopy measurements on device 1; S.S. and I.P. measured device 2 and sample 3. N.L., L.S.,
S.S., and I.P. analysed the optical spectra and interpreted the results. I.C.G. performed and interpreted
the DFT GW+BSE calculations.
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tuned into resonance. Interlayer excitons interact strongly with intralayer B-excitons
as demonstrated by a clear avoided crossing, whereas the interaction with intralayer A-
excitons is considerably weaker. Our observations are supported by beyond-standard
density functional theory calculations including excitonic effects. In MoS2 trilayers, our
experiments uncover two types of interlayer excitons with and without in-built electric
dipoles, respectively. Highly tunable excitonic transitions with large in-built dipoles and
oscillator strengths will result in strong exciton-exciton interactions and therefore hold
great promise for nonlinear optics with polaritons.

The material system homobilayer MoS2 and its excitonic resonances are introduced in
Section 5.1. Then, the Stark effect tuning of the IE is shown in Section 5.2. After discussing
the excitonic Zeeman splitting in Section 5.3, the tuning of the inter- and intralayer excitons
into resonance is presented in section 5.4. Section 5.5 shows theoretical calculations of the
electric field effects on the excitonic resonances. Section 5.6 discusses experiments and
calculations for interlayer excitons in a MoS2 trilayer. Finally, this chapter is concluded
with a summary and outlook in section 5.7.

5.1 Introduction
The optical properties of transition metal dichalcogenides (TMDs), such as MoS2 and
WSe2, are governed by excitons, Coulomb bound electron-hole pairs [Che14, Wan18a].
High quality van der Waals heterostructures show close-to-unity, gate-tunable reflectivity
of a single MoSe2 layer [Scu18, Bac18], variation of the transition energies of interlayer
excitons over a broad wavelength range in heterobilayers [Riv15, Joe21] and valley polarised
exciton currents [Unu19].

In heterobilayers, the interlayer exciton is formed with the electron either in the top
or in the bottom layer depending on the initial stacking [Riv15]. Reports on interlayer
excitons in heterobilayers rely mostly on photoluminescence emission [Nag17b, Fö19, Riv15,
Unu19, Joe21] as interlayer absorption is very weak. In 2H-stacked MoS2 homobilayers,
the situation is different. First, a strong feature in the absorption up to room temperature
was observed in earlier studies on MoS2 bilayers [Slo19, Cal18, Ger19, Nie19, Car19] and
interpreted as an interlayer exciton, as theoretically predicted by Deilmann and Thygesen
[Dei18]. Second, in principle, two energetically degenerate interlayer excitons can form
with the electron residing in either the top or the bottom layer [Pis19], whereas the hole is
delocalised [Gon13].

The band structure of homobilayer MoS2 at the K point is sketched in Figure 5.1a.
Exfoliated homobilayer MoS2 exhibits a 2H-stacking, i.e. the top layer (L2) is rotated by
180◦ with respect to the bottom layer (L1), which results in the spin-ordering of the bands
being inverted in L2 compared to L1. Intralayer A-excitons (B-excitons), form between
the VB (VB−1) state and the CB (CB+1) state. For the interlayer excitons IE1 (IE2), the
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Figure 5.1. Band diagram and schematics of intralayer and interlayer excitons in homobilayer MoS2 (a) at
the K point and (b) in real space (adapted from [Ger19]). Intralayer resonances A and B correspond to
excitons where the electron and the hole reside in the same layer. Intralayer excitons can form in each
of the two layers, denoted by the subscript L1 (L2) for layer 1 (layer 2). Interlayer excitons IE1 and IE2

consist of an electron confined in one layer and a hole delocalised over both layers. Wavy lines connect the
states involved in the formation of the different excitonic complexes at the K point. (b) Spatial extent of
intra- and interlayer excitons in the bilayer. The electrons (holes) are sketched in green (red).

hole contribution comes from the VB state of L2 (L1), partially hybridised with VB−1 of
L1 (L2), while the well-localised electron lies in the CB+1 state of the other layer L1 (L2).
The interlayer exciton contains, already in the absence of an applied electric field, a strong
B-intralayer component, explaining its large oscillator strength (see also [Dei18, Ger19]).
The spatial extent of intra- and interlayer excitons in homobilayer MoS2 is sketched in
Figure 5.1b.

Here, we investigate excitons in bilayer MoS2 with both strong light-matter interaction
and high tunability in external electric fields. Our experiments focus on momentum-direct
intralayer and interlayer excitons originating from valence and conduction bands around
the K point.

5.2 Energetic tunability of interlayer excitons
We integrate MoS2 homobilayers in devices (1 and 2) with top and bottom gates for
applying a static out-of-plane electric field Fz (see Appendix B for an overview of the
samples and their fabrication process). Figure 5.2a shows an optical microscope image of
device 1. We utilise a dual-gate device structure as sketched in Figure 5.2b to change Fz

while keeping the charge carrier density low and constant. A weak broadband source is
illuminating the device locally. The optical reflectivity was measured at low temperature
(T = 4.2 K) using a home-built confocal microscope (see Chapter 3.7). The imaginary part
of the optical susceptibility Im(χ), a measure of the absorption, was deduced from the
differential reflectivity signal ∆R

R0
, ∆R = R − R0, using a Kramers-Kronig relation, where

R is the reflectivity spectrum obtained on the MoS2 flake and R0 is the reference spectrum
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Figure 5.2. (a) Microscope image of device 1 highlighting the bilayer MoS2 region. (b) Three-dimensional
schematic of device 1, consisting of a MoS2 homobilayer encapsulated between two hexagonal boron nitride
(hBN) flakes. Few-layer graphene (FLG) serves as top and bottom gate, while a direct Ti/Au contact to
the MoS2 is used to ground the bilayer. Voltages to the top and bottom gates (VTG and VBG) are applied
to create a uniform electric field Fz across the device. (c) Typical absorption spectra recorded without
(Fz = 0 MV/cm) and with (Fz = −0.5 MV/cm) an applied electric field, extracted from Figure 5.3a. (d)
Colour-map of the absorption spectra of a bilayer MoS2 heterostructure (device 2 showing the Stark shift
of the interlayer excitons at small electric fields. The intralayer A- and B-excitons (A:1s and B:1s) and the
two branches of the interlayer A-resonances (IE1 and IE2) are labelled.

obtained at a high electron density (see Chapter 3.5.1 and Appendix Section D.1 for a
detailed description).

Figure 5.2d and Figure 5.3a show typical absorption spectra as a function of the electric
field Fz, recorded on device 2 and device 1. Three prominent transitions can be clearly
identified at zero electric field (Fz = 0 MV/cm): the intralayer A- and B-excitons (A:1s and
B:1s) near 1.93 eV and 2.10 eV, respectively, and the interlayer A-exciton (IE) at 2.00 eV
[Ger19]. On applying an external electric field Fz, the IE splits into two well-separated
branches, as seen in Figure 5.2c for Fz = −0.5 MV/cm. Using the area under the peaks
in Figure 5.2d as a rough measure of the relative absorption strength (we take A:1s as
100%), we see that at Fz = 0 MV/cm the IE is about 30% compared to the intralayer A:1s.
Remarkably, at finite electric fields Fz = −0.5 MV/cm, the absorption strength does not
vanish but remains rather strong, with a combined 24% from IE1+IE2 relative to the A:1s.
Our experiments clearly show that the absorption peak IE, initially at 2.00 eV, corresponds
to interlayer exciton resonances with out-of-plane oriented electric dipoles: The carriers
clearly do not reside within the same layer. For the intralayer excitons, on the other
hand, the energy shift with applied electric field is negligible, as in the case for excitons
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Figure 5.3. (a) Colour-map of the absorption spectra of device 1 as a function of the electric field Fz

applied perpendicular to the heterostructure. (b) Stark shift of the interlayer A-excitons as a function
of Fz, extracted from the spectra in panel (a). The solid blue and purple lines are linear fits to the
experimental data points at small/moderate electric fields (Fz = 0.1 MV/cm to Fz = −1 MV/cm). Insets
show schematics of interlayer excitons in homobilayer MoS2. An electron localised in one layer interacts
with a hybridised hole state to form an interlayer exciton. The direction of the dipole moment depends on
the location of the electron, either in the bottom (µIE1 ) or top (µIE2 ) layer.

in monolayers [Roc18, Ver19]. As Fz is increased, the energy difference between the IE1

and IE2 states reaches a value of ∼ 120 meV, covering a wide spectral range, spanning the
energy range between the intralayer A- and B-excitons.

For small to moderate electric fields, before significant interaction between the interlayer
states and the A- and B-excitons, we observe a linear energy shift with Fz for both peaks,
IE1 and IE2, suggesting a first-order Stark shift caused by the static electric dipole moments
across the MoS2 bilayer (Figure 5.3). In Figure 5.3b we plot the transition energies extracted
from Figure 5.3a as a function of the applied field Fz and perform a linear fit. We extract
large dipole moments of µIE1 = (0.47 ± 0.01) e·nm and µIE2 = (−0.39 ± 0.01) e·nm
with e being the electron charge. Applying higher electric fields in our experiment, we
discover that the shifts deviate from a simple linear Stark shift, reflecting, as discussed
below, very different interactions of the interlayer excitons with the A- and B-intralayer
excitons. For the analysis of device 2, shown in Figure 5.2d, we extract a dipole value with
a lower bound of about 0.3 e·nm.

In terms of the magnitude, the large extracted dipole moments are similar to results
on interlayer excitons in MoSe2/WSe2 heterobilayers as determined by photoluminescence
[Unu19, Nag19, Riv15, Joe21]. For comparison with other homobilayer systems, interlayer
excitons have very different characteristics depending on the TMD material [Wu13, Jon14].
For WSe2 bilayers, reports on interlayer excitons focus on transitions indirect in momentum
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Figure 5.4. Magneto-optics of bilayer MoS2 at zero electric field (Fz = 0 MV/cm). (a) Polarisation-resolved
absorption spectra of bilayer MoS2 (device 3) at Bz = 0 T (top) and Bz = +9 T (bottom). The orange
and blue curves correspond to σ−- and σ+-polarisation. Intra- and interlayer A-excitons (A:1s and IE)
are labelled. (b) Energy difference ∆E between the two circular polarisations for the intralayer (blue) and
interlayer (red) excitons at different magnetic fields Bz measured in device 1. The g factors of the two
transitions are extracted from linear fits. The intralayer A-exciton has a negative g factor, gA = −3.6 ± 0.1,
while the interlayer excitonic g factor is approximately twice as large with opposite sign, gIE = 7.4 ± 1.1.
The errors in the g factors represent a 95% confidence interval that is calculated from the uncertainty of
the fitting parameter.

space linked to the indirect band gap energetically below the direct K-K transitions [Lin18,
Wan18b]. In the case of MoSe2, K-K interlayer excitons are observed with similarities to the
case of MoS2, but with significantly lower oscillator strength [Hor18, Shi20, Sun20]. This
is mainly due to the larger valence band spin-orbit splitting of MoSe2 compared to MoS2,
which makes hole delocalisation over both layers and hence the formation of interlayer
excitons less favourable [Gon13]. Signatures of interlayer excitons in bulk 2H MoSe2 have
been reported, but the same study did not find K-K interlayer exciton signatures for bulk
2H WSe2 [Aro18].

5.3 Excitonic Zeeman splitting in a magnetic field
We confirm the interlayer character of the IE1,2 excitons also in magneto-optics: Interlayer
excitons show a larger g factor with opposite sign compared to intralayer excitons [Aro17].

Magneto-optics is a powerful tool for line identification and transition energy tuning
[Nag19]. Applying a magnetic field Bz perpendicular to the sample plane lifts the valley
degeneracy (valley Zeeman effect) and allows the measurement of the intra- and interlayer
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exciton g factors. Figure 5.4a shows the polarisation-resolved absorption spectra of bilayer
MoS2 (device 3) without (top) and with (bottom) an external magnetic field. At Bz = 0 T
(top), there is no difference between the two circular polarisations (σ+- and σ−), while at
Bz = +9 T (bottom), the valley degeneracy is lifted. For a more detailed analysis of the
Zeeman splitting, magneto-optical measurements were performed on device 1 for different
magnetic field values (at Fz = 0 MV/cm), presented in Figure 5.4. The intralayer exciton
A:1s, which exhibits a negligible Stark shift, shows a negative Zeeman splitting of about
2 meV at Bz = +9 T, which changes sign as the magnetic field direction is reversed. The
Zeeman splitting for the interlayer exciton IE is about 4 meV at Bz = +9 T, and the sign
is opposite compared to the intralayer case. The Zeeman splittings of the two excitonic
transitions are defined as ∆EA = E(σ+) − E(σ−) = gAµBBz and ∆EIE = gIEµBBz with
E(σ+) and E(σ−) being the transition energies for the two circular polarisations, gA and
gIE are the excitonic g factors, and µB = 58 µeV/T is the Bohr’s magneton. From the
data presented in Figure 5.4b, we deduce a negative Landé g factor of around −3.6 for the
intralayer exciton A:1s and a positive g factor of about gIE ≈ 7.4 for the interlayer exciton
[Slo19]. These g factors, gA and gIE, are obtained from linear fits of ∆E versus Bz, divided
by µB in Figure 5.4b.

The larger Zeeman splitting of interlayer excitons with opposite sign compared to
intralayer excitons has been observed for other multilayer systems [Aro17]. The valley
contributions to the Zeeman splitting for an optical transition within the same layer cancel
(at least partially) for intralayer excitons, whereas they are additive for interlayer excitons.
A more detailed discussion of excitonic Zeeman splittings is given in Subsection 2.7.2.

The reflectivity contrast, constructed as the difference between the differential reflec-
tivity spectra recorded for σ+- and σ−-polarisation (∆R/R0(σ+) − ∆R/R0(σ−)), gives
also information about the g factors (sign and amplitude) of the individual resonances.
Figure 5.5a maps the differential reflectivity contrast between σ+- and σ−-polarisation
at Bz = +9 T when applying an external electric field across the MoS2 bilayer. As can
be deduced from our polarisation-resolved absorption measurements at zero electric field,
dips in the reflectivity contrast spectra correspond to excitonic resonances with negative
g factors (g < 0), positive values are related to resonances exhibiting a positive g factor
(g > 0). Figure 5.5b compares the absorption (top) and differential reflectivity contrast
spectrum (bottom) at zero electric field (Fz = 0 MV/cm), extracted from the colour-map
in Figure 5.5a along the blue dashed line. The intralayer A:1s and B:1s exciton resonances
(with negative g factors) and the interlayer exciton (IE) resonance (with positive g factor)
can be identified. Additionally, a transition ∼ 30 meV below the intralayer B:1s exciton
(at Fz = 0 MV/cm) can be observed, labelled as BIE. This small feature, highlighted
by the black dashed square in Figure 5.5a, can be uncovered in the reflectivity contrast
plot, as the difference in reflectivity between σ+- and σ−-polarisation is nearly zero for
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Figure 5.5. Absorption and differential reflectivity contrast in a magnetic field (Bz = +9 T). (a) Colour-map
of the differential reflectivity contrast between σ+- and σ−-polarisation (∆R/R0(σ+) − ∆R/R0(σ−)) at
Bz = +9 T on applying an external electric field across the MoS2 bilayer (device 1). A negative value,
corresponding to a dip in the differential reflectivity contrast spectrum, reflects a negative g factor, while a
positive value reflects a positive g factor. In this panel, we can also observe a transition ∼ 6 meV below the
intralayer B-exciton (at Fz = 0 MV/cm), labelled as BIE. (b) Absorption (top) and differential reflectivity
contrast spectrum (bottom) at zero electric field (Fz = 0 MV/cm). The bottom panel shows the data
extracted along the blue dashed line in (a). The intralayer A- and B-excitons (A:1s and B:1s) and the two
interlayer resonances (IE and BIE) are labelled.

the B-intralayer exciton. This is due to the fact that the B-exciton transition is spectrally
broad and its Zeeman splitting is small compared to its linewidth. The positive g factor of
the BIE transition as well as its tunability with electric field clearly indicates an interlayer
character [Slo19]. However, with increasing electric field, the BIE resonance loses oscillator
strength and, thus, cannot be observed for higher field values than Fz = −0.2 MV/cm.

For interlayer excitons, Stark effect tuning over tens of meV could therefore be combined
in principle with an additional magnetic field splitting of the two interlayer Zeeman states.
Our knowledge about interlayer versus intralayer magneto-optics is crucial for the analysis
and discussion of our bilayer and trilayer results.

5.4 Tuning interlayer and intralayer transitions into
resonance

Owing to the very large tunability shown in Figure 5.2d and Figure 5.3a for the interlayer
transition energy, we are able to tune the interlayer excitons into resonance with the A-
and B-intralayer excitons. The interactions are very different. This can be directly seen by
comparing Figure 5.6a (IE2 ↔ B) with 5.6b (IE1 ↔ A). A very detailed analysis of the
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Figure 5.6. Electric field dependence in a magnetic field (Bz = +9 T). (a) Colour-map of the absorption
spectra (σ+-polarisation) centred around the intralayer B-exciton. BL1 and BL2 are the intralayer excitons
residing in layer 1 (L1) and 2 (L2), respectively. Dashed vertical lines show spectra reproduced in Figure 5.7c.
Experiments were performed at Bz = +9 T for greater mechanical stability of the setup. (b) Colour-map of
the absorption spectra (σ+-polarisation) centred around the intralayer A-exciton, showing a very small
avoided crossing with IE1.

different couplings is given in Chapter 6.
In Figure 5.6b, the IE1 transition merges with the A-exciton line at around -1.3 MV/cm;

at the highest electric fields in these experiments, the absorption contrast of IE1 decreases (a
consequence of the large change to the dielectric constant induced by the strong A-exciton),
falling below the noise. This points to a small avoided crossing of the weak IE1 exciton
with the strong A-exciton. On the one hand, the IE-A coupling is less than the linewidth of
the A-exciton – if this were not the case then a clear avoided crossing would be visible. On
the other hand, the coupling is not zero - there is clearly a change in the dispersion of the
A-exciton at the electric fields where the IE and A-excitons are close in energy. This point
can best be probed on samples with a smaller linewidth. Our estimate for the coupling of
the IE-A excitons on the present sample is 5 ± 3 meV. Chapter 6 introduces a model based
on two coupled and driven optical dipoles that gives us a better understanding of the IE-A
coupling behaviour. Using this model, we find an absolute coupling strength of 3.5 meV
which is in line with the estimate given above.

In contrast, tuning the upper interlayer branch IE2 energetically close to resonance with
the B-exciton leads to a clear avoided crossing, see data in Figure 5.6a and extracted
transition energies in Figure 5.7a. For the B-exciton, we can distinguish two resonances
associated with intralayer excitons in the two different layers L1 and L2, labelled as BL1

and BL2. The transition BL1 does not share any state with IE2 as evidenced by a nearly
constant transition energy and integrated absorption strength in this electric field range,
see Figure 5.7b,c. Importantly, as IE2 has a strong BL2-intralayer component, see scheme in
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Figure 5.7. (a) Peak positions versus applied electric field extracted from spectra shown in Fig 5.6a, the
transitions IE2 and BL2 show a clear avoided crossing. The dotted lines show the peak energy evolution
expected without coupling. E1 is the mean energy of BL2 and E2 is the unperturbed energy of IE2. The
dashed lines are a fit to the two coupled eigenmode energies E± using equation 5.2. The fit yields a coupling
energy W of 33 ± 5 meV; the shaded area corresponds to the uncertainty in W . (b) Evolution of the
integrated absorption strength of IE2, BL2 and BL1 confirming the mixing of IE2 and BL2; here 100%
corresponds to the sum of these three transitions. (c) Spectra from data of Fig 5.6a with the three-peak fit
that determines the transition energies and the relative absorption strengths which are plotted in panels (a)
and (b).

Figure 5.1a, these states interact strongly. There are two experimental signatures for strong
coupling between BL2 and IE2. First, we observe a clear avoided crossing in Figure 5.7a
on plotting the transition energies as a function of the applied field. Second, BL2 and IE2

exchange strength - BL2 is initially strong but then weakens; IE2 is initially weak but then
strengthens, becoming the dominant exciton at large electric fields. This can be clearly
seen in plotting the evolution of the absorption strength in Figure 5.7b.

The anticrossing of IE2 and BL2 (Fig 5.7a) is modelled by a simple two-level system,
taking into account the effect of an external perturbation (here the electric field) on this
system. Two unperturbed resonances with energies E1 and E2, respectively, are coupled
by an interaction term W . The corresponding Hamiltonian of this two-level system can
then be written as

H =

E1 W

W E2

 . (5.1)

Diagonalising the modified Hamiltonian after the perturbation and solving for the new
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eigenstates E± gives

E± = 1
2 (E1 + E2) ±

√
(E1 − E2)2

4 + |W |2 . (5.2)

For our system, E+ corresponds to the fitted energy of BL2, and E− corresponds to the
fitted energy of IE2. Furthermore, we choose E1 to be the mean energy of BL1, constant
in electric field. E2 is set to be the unperturbed energy of IE2. The zero electric field
energy of E2 is extracted from the measurements. The Stark shift of E2 is taken to be
−0.47 e·nm, which is the shift extracted for IE1 in Figure 5.3, but with opposite sign. Here,
we assume the Stark shift of IE1, since its shift is expected to be closer to the unperturbed
energy shift, a consequence of the strong IE-B coupling influencing the IE energies in a
large energy range. In other words, the smaller Stark shift of IE2 compared to IE1 can be
explained by the influence of the interaction W on the IE2 resonance, already present for
small electric fields.

In Figure 5.7a, the energies of BL2 and IE2 are fitted simultaneously by Equation 5.2
with W being the only variable. The best fit is chosen to be the fit with the smallest
minimum mean square error (MMSE). Note that the fit to the data with a two-level system
is rather rigid and leads to a certain error. A source of error could be a small influence of
the BL1 resonance on the overall interaction, which is not taken into account in our model.
To accommodate for all uncertainties, we assume that the error interval of W includes all
coupling strength values where the MMSE is within 50% of the minimum MMSE value.
This calculation leads to an error of approximately ±5 meV. Using this simple model gives
us a coupling strength between the BL2 and IE2 resonances of W = (33 ± 5) meV.

The simple two-level model can fit the energies of the coupled resonances very well.
However, it does not describe the absorption strength evolution in the coupling region
which is quite different for the IE-A and IE-B couplings (see Figure 5.6). Additionally
for the IE-B coupling, at the Fz where the two transitions are closest in energy, the
absorption strengths are quite different (see Figure 5.7b). In a classical avoided crossing
one could expect that the two transitions have the same strength in this field. Therefore,
a more detailed coupling model is developed and presented in Chapter 6, where we find
that interference effects between the two coupled resonances can reproduce the measured
absorption strength evolution.

5.5 Theoretical calculation of the electric field effects
The main observations of the experiments on devices 1 and 2 are (i) the splitting and
very large energy shifts of the IE transitions in an applied electric field, (ii) anticrossing of
the IE2 with the B-intralayer exciton, and (iii) small avoided crossing of the IE1 with the
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A-intralayer exciton. The comparatively large Stark shift and the strong enough oscillator
strength for absorption experiments have been initially discussed by Deilmann et al. [Dei18]
using GW+BSE calculations. The target here, also using GW+BSE calculations, is to
develop a semi-quantitative understanding of the observed effects (i) and (ii) by calculating
the mixing of intra- and interlayer exciton components as a function of Fz. The approach is
based on the inclusion of the applied electric field as a perturbation in the band structure
calculations, similar to the approach in [Dei18, Fan16, Liu12]. Please note that only
freestanding 2H MoS2 bilayers are considered in the calculations, i.e. placed in vacuum, as
the aim is to qualitatively reproduce the main trends. When applying an electric field, we
observe a global shift for L1 of the relevant conduction and valence bands at the K point
down in energy with respect to L2, marked as ∆EStark (see Figure 5.8b for the electric
field configuration and Figure 5.8c for a bandstructure schematic). A more realistic GW
picture of this effect on the band structure is given in Appendix Section D.2. From the
sketch in Figure 5.8c, it is thus clear that the IE transitions will split in energy: Transitions
involving the L2 valence bands and the conduction bands in L1 will lower in energy, whereas
transitions involving the L1 valence bands and L2 conduction bands will increase in energy.

After including excitonic effects, we are able to calculate the absorption (in Figure 5.8a)
which looks very similar to our measurements at small electric fields (see Figure 5.2d).
Figure 5.8d demonstrates how the IE transition energy changes, roughly linearly, with the
applied electric field. At large electric field values of 5 MV/cm, we see two main groups of
transitions: At the low energy side, the IE1 is close to the A-exciton energy and, at the high
energy side, the IE2 is close to the B-exciton as in [Dei18]. Our calculations show relative
IE oscillator strengths (versus A:1s) relatively close to experiments, despite neglecting
the environmental dielectric constant variations. There are essentially no transitions in
the energy range in-between. We refrain in our calculations to comment on any higher
electric field values as our initial assumption to treat the electric field as a perturbation, in
comparison with other energy splittings in the band structure, reaches its limits.

The exact nature and mixing of the absorption peaks, calculated in Figure 5.8a, contain
information on the evolution of the exciton states with electric field (see Appendix Sec-
tion D.2 Tables D.1 and D.2). We can use this knowledge to analyse the results in Figure 5.6:
For finite electric fields, the intralayer A-exciton contains a very small IE component that
remains small as the field increases. Our theory indicates very little mixing between
the A-intralayer exciton and the IE, consistent with the experiments in Figure 5.6b. In
Chapter 6 we show that the A-exciton is coupled indirectly to IE through the B-exciton.
Concerning interactions with the intralayer B-exciton, the IE exciton, with a delocalised
hole, is mixed with the intralayer B-exciton as they share the same valence states. This
was suggested in [Ger19] to explain the surprisingly high oscillator strength of the IE
transitions. In our calculations, we see that the mixing between the higher energy IE
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Figure 5.8. Beyond-DFT calculations of the electric field effects on the band structure and excitonic
properties of a 2H MoS2 bilayer. (a) Absorption spectra as a function of the applied electric field Fz.
DFT-GW-BSE calculations determine both the excitonic energy position and absorption strength which
are plotted as the vertical black lines. The numerical precision of the calculations is estimated to be of the
order of ±5 meV (see computational settings in Appendix Section D.2) such that any splitting below this
value does not have any physical significance. For comparison with the experiment, an artificial broadening
on the order of 10 meV is introduced for each transition. This results in the spectra shown with solid
black lines; the three main transitions A:1s (intralayer A), IE (interlayer), and B:1s (intralayer B) are
labelled. (b) Structural model of the 2H bilayer stacking and electric field direction. (c) Schematic of the
band structure modification due to the application of Fz showing a global shift, denoted ∆EStark, between
the distinct band structures of the two layers (see Appendix Section D.2 for detailed results on GW band
structure calculations). (d) Evolution of the excitonic peak positions as a function of the electric field, and
the corresponding dipole moment estimates for IE1 and IE2 excitons.

branch and the B-exciton becomes stronger as the electric field amplitude is increased (see
Appendix Section D.2 for a detailed description of each component). We suggest that this
clear admixture of the IE-exciton with the B-exciton in our calculations is the origin of
the observed avoided crossing between IE2 and BL2 shown in Figure 5.6a and Figure 5.7a,
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as well as the enhancement of the absorption strength of IE2, shown in Figure 5.7b. As
IE2 shares the same conduction band state only with BL2 and not with BL1, there is an
anticrossing between IE2 and the B:1s resonance in L2 (BL2), but not the B:1s resonance
in L1 (BL1). Our GW+BSE calculations therefore capture the main experimental findings,
and aid our understanding of the interactions of the IE with the intralayer A- and B-exciton
resonances, and the observed IE Stark shift. The calculated excitonic absorption strengths
and their composition is discussed in more detail in Chapter 6.

5.6 Interlayer excitons in MoS2 trilayers
The combined approach using experiments and theory is applied to uncover and manipulate
novel exciton species in a more complex system, namely MoS2 homotrilayers. In contrast to
inversion symmetric MoS2 bilayers, trilayers could be advantageous in nonlinear optics due
to the broken inversion symmetry that gives rise to a non-vanishing second-order nonlinear
susceptibility. In the trilayer system, we uncover additional types of interlayer excitons as
compared to the bilayer in our experiment: At zero electric field, two different interlayer
transitions appear in absorption, labelled IE∗ and IE in Figure 5.9a. We show absorption
measurements as a function of the electric field and make a surprising observation: Whereas
IE splits into two branches (IE1 and IE2) as for the bilayer studies, IE∗ does not show
any measurable splitting and hence, a negligible or, at least, a very small in-built electric
dipole moment. Interestingly, we make the same observation in our GW+BSE calculations,
shown in Figure 5.9c.

We can explain the different behaviour in applied electric fields by analysing the micro-
scopic origin of IE and IE∗ in our calculations (Appendix Section D.2). The schematic in
Figure 5.9b shows these excitons to have very distinct characteristics: For the IE, two de-
generate states form at zero electric field, i.e. IE1 and IE2. For IE1, the electron is localised
in the bottom layer and the hole is delocalised between the middle and bottom layers. For
IE2, the electron is localised in the top layer and the hole is delocalised between the middle
and top layers. As such, IE1 and IE2 have a finite dipole moment, similar to the interlayer
excitons in bilayers. We extract a dipole moment of |µ| ≈ 0.15 e·nm. This smaller value as
compared to the bilayer can have its origin in the different dielectric environment and a
more localised hole wavefunction. Admixture of intralayer with interlayer excitons does
not change significantly over the investigated electric field range (see Appendix Section D.2
Table D.2).

For the IE∗ at slightly lower energy, the situation is different compared to IE: The
electron is localised in the middle layer and the hole is delocalised over all three layers.
This results in a negligible in-built electric dipole moment of IE∗ which translates into a
non-resolvable Stark splitting of the transition in our measurements. The absence of a clear
Stark shift might put the interlayer nature of IE∗ into question. To answer this, we have
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Figure 5.9. MoS2 trilayer in an applied electric field. (a) Colour-map of the absorption spectra in device
2. (b) Schematic of the studied 2H-stacked trilayer representing the microscopic origin of IE and IE∗. (c)
Theoretical absorption spectra of a 2H MoS2 freestanding trilayer without (top) and with (bottom) electric
field. See Appendix Section D.2 for a detailed discussion of the trilayer band structure and the effect of the
electric field on it. The Stark shifts of interlayer excitons IE and IE∗ are indicated by the grey arrows. (d)
Magneto-optics on device 3 with small Zeeman splitting for intralayer excitons (A:1s) and large Zeeman
splitting for interlayer excitons IE and IE∗ in magnetic fields of Bz =+9 T perpendicular to the monolayer
plane.

performed magneto-optics, shown in Figure 5.9d. We observe for the intralayer excitons
a Zeeman splitting of the order of 2 meV for Bz = +9 T and for IE and IE∗, a Zeeman
splitting of the order of 4 meV, with opposite sign compared to the intralayer transitions.
Therefore, we confirm the interlayer character of these peaks. These results lead to an
unusual situation for interlayer excitons: We observe a strong splitting in magnetic fields
for IE∗, but a very small Stark shift in electric fields.
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5.7 Conclusion
In this chapter, the interlayer character of interlayer excitons in homobilayer MoS2 has
been confirmed by measuring their linear Stark shift in an applied electric field and by
determining their excitonic g factor in a magnetic field. Unlike interlayer excitons in
heterobilayers (see Chapter 4), interlayer excitons in bilayer MoS2 possess a high oscillator
strength. Furthermore, their transition energy can be tuned over 120 meV, more than 10
times their linewidth (see also [Lor21, Pei21]). We find two degenerate interlayer exciton
states that have very large opposing dipole moments. Upon increasing the electric field, we
can lift their degeneracy and bring them into resonance with the intralayer excitons. The
coupling of the blue-shifted interlayer exciton with the intralayer B-exciton shows clear
signatures of strong coupling. In contrast, the coupling of the red-shifted interlayer exciton
with the intralayer A-exciton shows only a weak coupling. This allows us to conclude
that the interlayer exciton has a strong B-exciton component in its wave function but a
much smaller A-exciton component. We expect that at even higher fields than those in
these experiments, the interlayer exciton will lie lower in energy than the A-exciton and
will recover its absorption strength once it is sufficiently red-detuned from the A-exciton.
The previous statement is confirmed by our exciton-exciton coupling model derived in
Chapter 6. This will represent an advantageous scenario for applications: The ground-state
exciton is long-lived and possesses both a large in-built electric dipole moment and a strong
absorption.

For optoelectronics, the highly tunable excitons with an in-built dipole found here in
MoS2 bilayers are promising for exploring coupling to optical cavity modes, where excitons
and photons can couple to form polaritons [Cri12, Sch18]. In III-V semiconductors very
recently optical nonlinearities at a single polariton level have been detected [MM19, Del19].
Building on these promising proof-of-principle experiments further work on excitonic
systems with stronger exciton-exciton interactions is desirable. This is the case for interlayer
excitons in general in TMDs with an in-built static dipole. The interlayer excitons in the
homobilayers investigated here have the crucial advantage of a high oscillator strength
visible in absorption. Another promising system with strong nonlinear exciton-exciton
interactions is a heterobilayer device with hybridised moiré excitons [Zha21].



“If you can meet with Triumph and Disaster
And treat those two impostors just the same”
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Chapter6
Capacitively and inductively coupled
excitons in bilayer MoS2

Adapted from:
L. Sponfeldner, N. Leisgang, S. Shree, I. Paradisanos, K. Watanabe, T. Taniguchi, C.
Robert, D. Lagarde, A. Balocchi, X. Marie, I. C. Gerber, B. Urbaszek, and R. J. Warburton,
“Capacitively and inductively coupled excitons in bilayer MoS2”,
Physical Review Letters 129, 107401 (2022)†

The coupling of intralayer A- and B-excitons and interlayer excitons (IE) is studied in a
two-dimensional semiconductor, homobilayer MoS2. It is shown that the measured optical
susceptibility reveals both the magnitude and the phase of the coupling constants. The IE
and B-excitons couple via a 0-phase (capacitive) coupling; the IE and A-excitons couple via
a π-phase (inductive) coupling. The IE-B and IE-A coupling mechanisms are interpreted
as hole tunnelling and electron-hole exchange, respectively. The couplings imply that even
in a monolayer, the A- and B-excitons have mixed spin-states. Using the IE as a sensor,
the A-B intravalley exchange coupling is determined. Finally, we realise a bright and highly
tunable lowest-energy momentum-direct exciton at high electric fields.

Section 6.1 introduces the phenomenon of exciton-exciton coupling and the material
system of homobilayer MoS2. The optical response of bilayer MoS2 is presented in
Section 6.2. A classical model of the excitonic coupling is developed in Section 6.3. In

†N.L. fabricated the sample. L.S. and N.L. performed optical spectroscopy measurements. L.S. and
N.L. analysed the optical spectra and interpreted the results. L.S. developed the coupled dipole model.
I.C.G. performed the GW+BSE calculations.
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Section 6.4, the model is applied to the measured absorption in bilayer MoS2. After showing
the influence of the coupling sign on the excitonic absorption in Section 6.5, interference
effects due to the coupling are discussed in Section 6.6. Theoretical calculations are
presented in Section 6.7 that explain the microscopic origin of the exciton-exciton couplings.
Section 6.8 discusses the intravalley exchange coupling of A- and B-excitons and how the
coupling constant can be determined from the experiment. The chapter concludes with
Section 6.9 where the results are summarised and an outlook is given.

6.1 Introduction
The elementary excitation at energies close to the band gap of a semiconductor is the
exciton, a bound electron-hole pair. The exciton is a prominent feature of the linear optical
response of a two-dimensional (2D) semiconductor, for instance monolayer MoS2, even
at room temperature [Mak10, Spl10]. This is a consequence of the giant exciton binding
energies, hundreds of meV [Che14]. Excitons couple to each other leading to nonlinear
optical effects [Wan15b, Jak16] and to condensation phenomena, the creation of states
with macroscopic quantum-correlations [Kas06]. At the few-exciton level, exciton-exciton
repulsion in a trap is a potential way to engineer a single-photon emitter [Del19, MM19].

Exciton-exciton couplings can arise via the charge of the constituent electrons and
holes [Ciu98, Sha17, Erk21]. They can also arise should one of the constituents undergo
tunnelling. The canonical example is the double quantum well in which molecule-like
electronic states form via tunnelling between the two quantum wells [Fer90, Fox91, Siv12,
And15]. Recently, molecule-like coupling has been discovered in bilayer 2D semiconductors
[Ale19, Hsu19, Shi20, Sun20, Mer20, Zha20, Tan21, McD21].

Here, we probe exciton-exciton couplings in gated-homobilayer MoS2. Previous work
has revealed an interlayer exciton (IE) lying energetically between the intralayer A- and
B-excitons [Ger19]. The intralayer excitons are doubly degenerate as an A and a B exist in
each monolayer. The IE splits into two lines, IE1 and IE2, on applying a vertical electric
field (Fz) [Lei20, Lor21, Pei21], evidence that the IE consists of a hole state delocalised
across the two layers bound to an electron localised in one of the layers [Ger19, Pis19].
Avoided crossings were observed as IE1 and A (IE2 and B) are brought into resonance (see
Chapter 5). We show here that at very high Fz the IE1 becomes the momentum-direct
exciton with the lowest energy; that the absorption strengths are sensitive to the phases
(signs) of the IE1-A, IE2-B couplings; and that the IE enables the A-B coupling constant
to be determined.

6.2 Optical response of homobilayer MoS2

The device is constructed using bilayer MoS2, Figure 6.1a. The studied sample is the same
as device 1 in Chapter 5 albeit in a second cooldown cycle (see Appendix B for device
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Figure 6.1. (a) Schematic of the van der Waals heterostructure consisting of a naturally 2H-stacked
homobilayer MoS2 embedded in hBN. The MoS2 bilayer is electrically grounded. The voltages VTG and
VBG applied to the top and bottom few-layer graphene (FLG) layers create a uniform electric field Fz across
the bilayer. The spatial extents of the intralayer A- and B-excitons and the interlayer excitons (IE) are
sketched. The electrons are depicted in green; the holes in red. The MoS2 bottom (top) layer is denoted as
L1 (L2). (b) Sketch of the important momentum-direct transitions in homobilayer MoS2 at the K point.
(c) Absorption (σ+ polarisation) of homobilayer MoS2 as a function of the applied electric field Fz over
the whole energy range. The measurements were carried out at T = 4.2 K and magnetic field Bz = 9 T.
For clarity, the uncoupled BL1 exciton and the uncoupled AL2 exciton are removed in a data processing
step (see Appendix Chapter E.2). With the BL1 removed we can also observe a weak transition ∼ 6 meV
below the intralayer B-exciton (at small Fz). This transition corresponds to the higher-energy interlayer
transition.

details). An exception is the measurement shown in Figure 6.1c and Appendix Figure E.8b
which was recorded in the first cooldown cycle. The naturally 2H-stacked bilayer MoS2 is
embedded in hBN; few-layer graphene layers provide a back-contact and a top-gate; the
MoS2 layer is contacted. Results are presented as a function of Fz for the smallest possible
electron density (n). The device is illuminated locally with a weak broadband source. The
reflectivity is measured, using the response at large n as a reference, and converted into
optical susceptibility using a Kramers-Kronig relationship (see Section 3.5.1).

At Fz = 0, the imaginary part of χ (which determines the absorption) shows three
peaks: at low energy the intralayer A-excitons, at high energy the intralayer B-excitons,
and in between, the IE, Figure 6.1c. These excitonic transitions are shown schematically in
Figure 6.1a; the band structure at the K point is shown in Figure 6.1b. At high Fz, there
is a clear avoided crossing between IE2 and B; and a weak avoided crossing between the
IE1 and A, as discussed in Chapter 5.

At the highest Fz, IE1 emerges on the low-energy side of A (Figure 6.2b). A zoomed-in
spectrum of the IE1 below the A-exciton is shown in Fig 6.2c. This means that the ground
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Figure 6.2. Detailed absorption maps (σ+ polarisation) centred around (a) the B-exciton and (b) the
A-exciton. The measurements were carried out at T = 4.2 K and magnetic field Bz = 9 T. For clarity, the
uncoupled BL1 exciton is removed from (a), and the uncoupled AL2 exciton is removed from (b) in a data
processing step (see Appendix Chapter E.2). (c) Zoomed-in spectrum at Fz = −1.93 MV/cm highlighting
the IE1 appearing just below the A-exciton. The spectrum is extracted from (b).

state exciton is both electric-field tunable and relatively bright. As explained below, we
expect the IE1 to become brighter as it is tuned further below A.

We now focus on the avoided crossings. At the IE-B avoided crossing, one of the
B-excitons couples to the IE, the other does not. In Figure 6.2a and Figure 6.1c, we
subtract the peak arising from the uncoupled B-exciton (see Appendix Chapter E.2). As
discussed in Chapter 5, a simple two-level model describes the peak energies convincingly
but not the relative intensities. Strikingly, at the Fz for which the two transitions are
closest together in energy (Fz,0B), the intensities are quite different: the lower-energy
transition is considerably stronger than the higher-energy transition. The IE-A coupling
shown in Figure 6.2b is weaker than the IE-B coupling. One of the A-excitons couples to
the IE, the other does not. The absorption from the uncoupled A-exciton is subtracted
in Figure 6.1c and Figure 6.2b. The minimum energy separation of the peaks is smaller
than the peak broadening. Nevertheless, the avoided crossing has a strong effect on the
intensities: as Fz increases, the IE-like branch enters the avoided crossing with a relatively
large intensity, but emerges with a much lower intensity. The IE-A intensity behaviour
mimics the behaviour at the IE-B avoided crossing but with one crucial difference. The
upper-IE is strong on the low-energy side of the B-exciton; the lower-IE is strong on the
high-energy side of the A-exciton. Our target is to understand the origin of the different
coupling behaviours.
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6.3 Classical exciton-exciton coupling model
The optical susceptibility of a quantum well can be calculated from the semiconductor Bloch
equations [Lin88, Koc06, Hau09, Kli12]. In this approach, the quantum well is treated
quantum mechanically. The final result is identical to a completely classical approach
in which the quantum well is treated as a 2D array of optical dipoles [Kar03]. Inspired
by the success of the purely classical approach, we set up a heuristic description of the
exciton-exciton coupling.

The excitonic couplings are modelled as the coupling of two driven oscillating optical
dipoles. The dipole oscillation can be described by the oscillation of the dipole extension
r⃗ or by the oscillation of the charge q⃗. One can think of two frameworks which provide
a classical analogue. In a mechanical system, two masses represent the dipoles, a spring
represents the coupling. In an electrical system, two RLC circuits represent the dipoles, an
impedance (either capacitor or inductor) represents the coupling. Both, the mechanical and
the electrical system, can be described by equivalent equations of motion (see Appendix
Section E.1). However, the experimental results discussed in this chapter study excitonic
couplings. Therefore, we forge an analogy between mechanical (electrical) and optical
systems. We show that excitonic coupling can be readily described by the mechanical
model assuming a classical description of the driven excitons.

The coupling model of inter- and intralayer excitons driven by an external light field
is sketched in Figure 6.3. The optical dipole representing the intralayer exciton (index 1)
has a constant energy of ℏω0. The IE (index 2) is modelled by a dipole that has a tunable
energy through the term ℏ∆ω with a total energy of ℏω0 + ℏ∆ω. The two dipoles are
coupled to each other through a complex coupling constant κ = |κ| eiϕ that carries a phase
ϕ. The detuning ℏ∆ω is a linear function of the applied electric field Fz on account of the
Stark effect. From experiments, we know that the energy crossing point occurs at Fz ≠ 0.
Therefore,

ℏ∆ω = µ (Fz − Fz,0) , (6.1)

where µ is the static dipole moment and Fz,0 is the field at which the two bare energies
match.

From the experiment, we also know that the sign of µ is positive for IE1 and negative
for IE2. The two dipoles are driven by the external light field E⃗ = E⃗0 Re(eiωt). The force
of the field on the charge e is eE⃗. Each dipole has a different coupling strength F1,2 to the
light field and a dephasing constant γ1,2.

The resulting equations of motion have the same form as the equations of motion of the
mechanical system (see Appendix Section E.1). Therefore, the calculations and solutions of
the mechanical system also hold for the excitonic system. The eigenenergies of the system
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Figure 6.3. Sketch of two coupled excitons in a 2D semiconductor both driven by an external light field.
The oscillator strength of each exciton is given by F1,2; κ is the coupling constant.

are given by
ℏΩ± ≃ ℏ

(
ω0 + 1

2∆ω

)
∓ 1

2

√
(ℏ∆ω)2 + 4κ2 , (6.2)

assuming ℏω0 + κ ≃ ℏω0, as ℏω0 ≫ κ. It is important to note that Ω± do not depend on
F1,2.

So far we have described the response of two individual dipoles coupling to each other. In
practice, an array of dipoles exists in a semiconductor. In a completely classical approach,
the quantum well is treated as a two-dimensional array of optical dipoles [Kar03]. Following
this approach, the linear absorption α(ω) of a quantum well is given by [Kar03]

α(ω) = 2γΓrad
0

(ω0 − ω)2 + (γ + Γrad
0 )2 . (6.3)

The definition of the radiative coupling constant Γrad
0 is

Γrad
0 = 1

4A

e2f

ϵ0cmn
, (6.4)

where f is the oscillator strength, n is the refractive index of the quantum well, c is
the speed of light, and 1/A is the dipole area density. From Equation 6.3 we see that
the solution of the quantum well absorption is additionally broadened by Γrad

0 due to
dipole-dipole interactions in the quantum well [Kir06, Kar03].

The absorption of an array of dipoles shown in Equation 6.3 has a similar form as
the equation for the time-averaged dissipated power ⟨P ⟩ of two coupled masses in the
mechanical system (see Appendix Section E.1). Both equations are equivalent if we take
the experimental dephasing γ1,2 to be equal to the dephasing of the dipole array γ + Γrad

0 .
By comparing the two equations we find a linear relation between the absorption Im(χ) of
two coupled dipoles and the dissipated power ⟨P ⟩:

Im(χ) = 4e2

Aϵ0cn
∣∣∣E⃗0

∣∣∣2 ⟨P ⟩ . (6.5)
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The absorption strength I1,2 of each coupled optical dipole is then dependent on the energy
detuning ℏ∆ω, the coupling κ, and the oscillator strengths F1,2. For all calculations, the

prefactor 4ℏe2

Aϵ0cmn
is set to 1 eV. I1,2 is given by

I1

I2

 =

(U11F1)2 + (U12F2)2 + 2U11U12F1F2 cos ϕ

(U21F1)2 + (U22F2)2 + 2U21U22F1F2 cos ϕ

 eV, (6.6)

where Uij are the elements of the transformation matrix U as defined in Appendix
Section E.1. These elements and therefore the absorption strength depend on the energy
detuning, the coupling κ (magnitude and phase ϕ), and the oscillator strength ratio F1/F2.
The absorption is then modelled as

Im(χ) = I1
1
2ℏγ1

(1
2ℏγ1)2 + (ℏΩ+ − ℏω)2 + I2

1
2ℏγ2

(1
2ℏγ2)2 + (ℏΩ− − ℏω)2 . (6.7)

This is a significant result: the model predicts straightforward lineshapes.
In the experiment, the A-exciton has a quadratic Stark shift that is not negligible.

Therefore, the quadratic shift of the A-exciton is included in the model when fitting the
IE-A coupling. This is carried out by adding the term −βzF 2

z to the uncoupled energy of
the optical dipole 1 representing the A-exciton with βz being the excitonic polarisability.
Then, the eigenenergies have an additional term depending on the quadratic energy shift
of the optical dipole 1 (A-exciton). The eigenenergies are

ℏΩ± = ℏω0 − 1
2βzF 2

z + 1
2ℏ∆ω ∓ 1

2

√
(ℏ∆ω)2 + 4κ2 + 2 (βzF 2

z )2 + 2βzF 2
z ℏ∆ω . (6.8)

The absorption strength is given by Equation 6.6 with the matrix elements of the
transformation matrix U adjusted to include the quadratic terms in Fz (see Appendix
Section E.1).

M. Kira and S. W. Koch calculate the linear absorption α(ω) of a quantum well following
the quantum mechanical semiconducting Bloch equations coupled to Maxwell’s wave
equation [Kir06]. Their result for the absorption is the same as the absorption of an
array of oscillating dipoles in a two-dimensional plane derived in a classical way shown in
Equation 6.3 [Kar03]. Therefore, the simple classical model derived in this section yields
an equivalent result as a quantum mechanical approach.

To summarise, solving the equations of motion of a classical model of two coupled optical
dipoles yields an analytic equation for both the eigenenergies ℏΩ± (Equation 6.2) and the
absorption strengths (Equation 6.6) of the two eigenmodes. The complete derivation of
the coupling model and a deeper discussion of its implications on the excitonic response is
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Figure 6.4. (a) Peak energies and (b) integrated absorption extracted from the IE-B absorption spectra
shown in Figure 6.2a. The coloured dashed lines are fits to the energy according to Equation 6.2 for the
eigenenergies ℏΩ±. (c) Peak energies and (d) integrated absorption extracted from the IE-A absorption
spectra shown in Figure 6.2b. As the coupling strength is much smaller than the linewidth of the A-exciton,
only the spectra far from the crossing point can be fitted unambiguously. The coloured dashed lines are
fits to the energy according to Equation 6.8 which includes the quadratic Stark shift of the A-exciton. All
parameters extracted from the measured data are summarised in Table 6.1. The light grey dashed lines in
(a) and (c) show the energy evolution with zero coupling.

shown in Appendix Section E.1.

6.4 Modelling the absorption in homobilayer MoS2

Now, we try to model the experimentally observed IE-B and IE-A absorption spectra in
Figure 6.2 using the classical model of two coupled optical dipoles. We extract the peak
energy and the integrated absorption of each excitonic transition (see Appendix Section E.2
for the detailed fitting routine). Then, the energies are fitted with Equation 6.2 and the
integrated absorption is fitted with Equation 6.6.

The classical model reproduces both the experimental IE-B peak energies (Figure 6.4a)
and integrated absorption (Figure 6.4b) extraordinarily well provided the ratio of the
oscillator strengths and the coupling constant are well chosen. The fits yield an oscillator
strength ratio F1/F2 ≈ 5 and an IE-B coupling strength of κ = +35.8 ± 3.6 meV. The
positive sign is inferred from a fitted coupling phase of ϕ = 0.0 ± 0.3 (eiϕ = +1).

The IE-A avoided crossing (Figure 6.2) is described with the same model but with the
energies appropriate to the lower IE-branch and the A-exciton along with a different choice
of coupling constant. For the A-exciton energy, a quadratic Stark shift is included [Mil84].
The extracted energies and the corresponding fit according to Equation 6.8 are shown in
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ℏω0 (eV) |κ| (meV) ϕ µ (e nm) Fz,0 (MV/cm)

IE-A 1.930 3.517 π 0.4634 -1.119

IE-B 2.099 35.76 0 -0.5000 -1.898

F1 F2 F1/F2 ℏγ1 (meV) ℏγ2 (meV) βz (D m V−1)

IE-A 0.05008 0.009706 5.159 12 12 6.412 × 10−9

IE-B 0.04645 0.009116 5.096 20 12

Table 6.1. Parameters extracted from the measured data shown in Figure 6.2 and used for the calculation
of the excitonic coupling model. For IE-B, ℏω0 is the mean value of the fitted uncoupled BL1 energies
for all electric fields. ℏγ1,2 are set to make the calculated resonances have a comparable linewidth as in
the experiments. All other parameters are extracted from the measured data using the coupling model
Equations 6.2 and 6.6 (see Figure 6.4). For the IE-A coupling, the equations are adjusted to accommodate
the polarisability βz of the A-exciton. We estimate the random errors in all parameters deduced with the
coupled dipole model to be ±10%. The error of the coupling phase ϕ is estimated to be ±0.3.

Figure 6.4c. Our model reproduces also the IE-A avoided crossing very convincingly. The
IE-A coupling is essential to describe the Fz-dependence of the intensities (see Figure 6.2b
and Figure 6.4d). The fits yield an oscillator strength ratio F1/F2 ≈ 5 and an IE-A coupling
strength of κ = −3.5 ± 0.4 meV. The negative sign is inferred from a fitted coupling phase
of ϕ = π ± 0.3 (eiϕ = −1). Additionally, the fit yields a polarisability of the A-exciton
of βz = 6.4 × 10−9 D m V−1. The A-exciton polarisability in the bilayer is roughly a
factor of 10 larger than the polarisability of A-excitons in a monolayer MoS2 [Roc18]. In
homobilayer MoS2 the valence band of both layers are mixed [Ger19]. This leads to an
increased effective quantum well width as compared to the monolayer which in turn also
leads to an increased polarisability [Ped16].

The B-exciton can’t be described nicely with a simple quadratic energy shift. Due to the
large IE-B coupling, the B-exciton is influenced by the IE even at zero electric field. This
influence alters the energy evolution of the B-exciton beyond the quadratic Stark shift.

Table 6.1 summarises the parameters for the IE-A and IE-B interactions extracted by
the classical model fit. It should be noted that while we fit the measured data with several
free parameters only three of them are needed to predict the absorption strength behaviour
nicely: the magnitude and phase of the coupling constant and the ratio of the oscillator
strengths. The other parameters can either be extracted from the eigenenergy fit with
Equation 6.2 or directly be taken from the measured data.

The absorption spectra for the IE-A and IE-B couplings are calculated separately and
added together to describe the full Fz-dependence, as shown in Figure 6.5b. Comparing
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Figure 6.5. Comparison of experiment and theory. (a) Measured absorption of homobilayer MoS2. The
measurement is the same as shown in Figure 6.1c. (b) Colour-map of the calculated absorption Im(χ) as a
function of electric field Fz with parameters extracted from model fits to the measured data in Figure 6.2.
The parameters are listed in Table 6.1. Separate models are used to describe the IE-A and IE-B couplings.
The Im(χ) is a sum of the two. The two colour-maps are interpolated to first order.

the calculated with the measured absorption in Figure 6.5a, we find an excellent agreement
between experiment and classical theory.

6.5 Influence of the sign of the coupling strength on the
excitonic absorption

This model unearths a crucial result: the IE-A coupling constant is of opposite sign to the
IE-B coupling constant. The sign of the coupling constant is particularly important in
determining the relative strengths of the absorption peaks.

Figure 6.6a shows the calculated average dissipated power of the IE-A and IE-B couplings
with the same parameters as the calculations shown in Figure 6.4. Figure 6.6b shows the
calculated dissipated power if the two coupling strengths have opposite signs. The two
individual couplings are added together to highlight the IE “cage" (Figure 6.6a) and IE
“anti-cage" (Figure 6.6b) behaviour. For the IE cage, the IE is weak “inside", i.e. at energies
between the A-like and B-like excitons, and strong on the “outside"; the IE anti-cage
describes the opposite behaviour. By comparing the two calculations with the measured
absorption shown in Figure 6.5a, it is clear that a negative coupling models the IE-A
coupling, and a positive coupling models the IE-B coupling.

We interpret the sign of the coupling by making an analogy to driven, coupled RLC-
circuits (see Appendix Section E.1). Two such circuits can be coupled via an impedance.
The equations of motion are analogues of those describing the driven optical dipole. The
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nature of the coupling impedance determines the sign of the coupling constant: coupling
via a capacitance (inductance) results in a positive (negative) coupling constant. In this
analogy, the IE-B coupling corresponds to a capacitive coupling. This suggests that, at
a microscopic level, the IE-B coupling involves the movement of charge – it is consistent
with hole tunnelling from one layer to the other [Ger19]. Conversely, the IE-A coupling
corresponds to an inductive coupling. This points to a completely different coupling
mechanism, as discussed in the next sections.

6.6 Constructive and destructive interference
The model provides an explanation for the Fz-dependent absorption strengths in Figure 6.5.
We take the IE-A coupling as an example. Without a coupling, both IE and A respond
directly to the driving field. A has the stronger response: the induced dipole moment is
in-phase with the drive for energies well below the bare A-energy and out-of-phase for
energies well above the bare A-energy (the standard behaviour for a driven harmonic
oscillator). With a coupling, each eigenmode is a dressed state of IE and A. At detunings
far from the avoided crossing, there is an A-like and an IE-like eigenmode. The IE-like
mode is driven by two sources: the field acting directly on the IE, and via its coupling to A.
Now the sign of the coupling plays a crucial role. If the coupling has a negative sign, then
for energies above (below) the bare A-energy, these two terms have the same (opposite)
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sign and interfere constructively (destructively). At a particular detuning, the destructive
interference is complete and the absorption of one mode disappears.

Figure 6.7 shows the calculated absorption strengths I1,2 according to Equation 6.6
using the same parameters as extracted for the IE-A coupling in Figure 6.4d. Here,
the absorption strengths are plotted as a function of energetic detuning ℏ∆ω as defined
in Equation 6.1. For large detuning, both absorption strengths approach the value of
the respective oscillator strengths. This model also predicts destructive interference in
eigenmode 1 (Figure 6.7a), constructive interference in eigenmode 2 (Figure 6.7b), for
negative detuning and a negative coupling constant. The sign of κ determines which
eigenmode experiences destructive interference. For κ > 0 (κ < 0) the higher (lower)
energy mode shows destructive interference (see Figure 6.6). The maximum absorption
strength in the eigenmode with constructive interference corresponds to the sum of the
squared oscillator strengths F1,2. The minimum absorption strength in the eigenmode
with destructive interference is zero (see Figure 6.7). The effects of the constructive and
destructive interference depend strongly on the coupling phase ϕ in the mixed term in
Equation 6.6. Complete constructive (destructive) interference occurs only for a phase of
exactly 0 or π. The more the phase is different from 0 or π, the less apparent is the effect
of the interference.

Even at energies far from the avoided crossing, this interference has a strong effect on
the IE-absorption. The picture inverts for a positive coupling, the IE-B coupling. In
this case, the IE-like mode is boosted (suppressed) when it lies below (above) the bare
B-energy. At Fz = 0, the IE is far from the avoided crossing with both A- and B-excitons
but its absorption strength is boosted by its coupling to both A and B. In simple terms,
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the dielectric constant at the IE-resonance is strongly influenced by the strong A- and
B-resonances.

6.7 Microscopic origin of the two different
exciton-exciton couplings

We look for a microscopic explanation for the different IE-A and IE-B couplings. To
do this, we describe the band structure of bilayer MoS2 at the GW-level (one-particle
Green’s function G, dynamically screened Coulomb interaction W), and use these states to
construct excitons by solving the Bethe-Salpeter equation, BSE (see Appendix Section E.3
for computational details). The results describe the general behaviour of the experiments
very well as revealed by a comparison of the calculated relative absorption strengths in
Figs. 6.8b,c for IE-B and Figs. 6.8e,f for IE-A with the measured integrated absorption
in Figs. 6.4b,d. Exact quantitative agreement is not expected as the model assumes that
the MoS2 bilayers are located in vacuum – it does not take into account the full dielectric
environment. As in the experiment, the IE are relatively strong when they lie energetically
between the bare A- and the bare B-resonances but weaker when they lie out of this energy
window (Figure 6.8e and Figure 6.8f). In the following, we will discuss the GW+BSE
results on the MoS2 bilayer in detail.

6.7.1 IE2-BL2 coupling
Figs. 6.8a-c summarise the results from the GW+BSE calculations for eigenmode 1 and
eigenmode 2 of the IE2-BL2 coupling. As already discussed in the main text, these two
excitons couple strongly to each other. The evolution of the calculated relative absorption
strength I1 and I2 as a function of electric field is shown as the cyan points in Figure 6.8b
and Figure 6.8c, respectively. Upon tuning through the coupling region, a clear transfer
of absorption strength between the two eigenmodes is visible. These GW+BSE results
agree quite well with the measured absorption shown in Figure 6.2a and with the fitted
absorption strength evolution shown in Figure 6.4b.

Figure 6.8b and Figure 6.8c also show the interband transition composition of the true
excitonic eigenstates at each electric field step. The composition percentage indicates how
much each interband transition contributes to the overall excitonic absorption strength. The
involved interband transitions are colour-coded and shown in Figure 6.8a. The calculations
reproduce nicely the layer character of each eigenmode upon tuning through the coupling
region. Initially, eigenmode 1 (eigenmode 2) has a large interlayer IE2, yellow (intralayer
BL2, blue) component. Upon increasing the electric field the IE2 and BL2 percentages
in each eigenmode change: one increases at the cost of the other one. Finally, at high
electric fields, eigenmode 1 (eigenmode 2) has changed its layer character to an intralayer
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Figure 6.8. Main excitonic transitions contributing to (a) the IE-B dressed state and (d) the IE-A dressed
state. They are sketched as the coloured arrows in the schematic band structure at the K point of bilayer
MoS2 at a finite positive electric field Fz. BIE denotes the higher-energy interlayer transition. (b,c) Relative
absorption strength of (b) eigenmode-1 I1 and (c) eigenmode-2 I2 of the IE-B coupling as a function of
electric field determined by GW+BSE calculations. (e,f) Relative absorption strength of (e) eigenmode-1
I1 and (f) eigenmode-2 I2 of the IE-A coupling as a function of electric field determined by GW+BSE
calculations. The cyan dashed-line is a guide to the eye. The coloured bars in (b,c) and (e,f) indicate the
composition percentage; the colours match those used in (a) and (d), respectively.

(interlayer) character. The swapping of the layer character of each eigenmode confirms the
coupling of IE2 and BL2 [Lei20].

6.7.2 IE1-AL1 coupling
The IE-A coupling is presented in the same way as the IE-B coupling discussed in the
previous subsection. Figs. 6.8d-f summarise the results from the GW+BSE calculations for
eigenmode 1 and eigenmode 2 of the IE-A coupling. The evolution of the calculated relative
absorption strength I1 and I2 as a function of electric field is shown as the cyan points in
Figure 6.8e and Figure 6.8f, respectively. As for the IE-B case, there is a clear transfer of
absorption strength between the two eigenmodes on tuning through the coupling region.
The calculated absorption strengths agree quite well with the measured absorption shown
in Figure 6.2b and with the fitted absorption strength evolution shown in Figure 6.4d.

The interband transition composition of the true excitonic eigenstates reveals a coupling of
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Figure 6.9. Main excitonic transitions contributing (a) to the true BL1 exciton and (c) to the true AL2

exciton. They are sketched as the coloured arrows in the schematic band structure at the K point of bilayer
MoS2 at a finite positive electric field Fz. Relative absorption strength of (b) BL1 and (d) AL2 as a function
of electric field determined by GW+BSE calculations. The cyan dashed line is a guide to the eye. The
coloured bars indicate the composition percentage at each electric field step; the colours in (b) and (d)
match those used to denote the excitonic transition in (a) and (c), respectively.

the IE1 and the AL1-exciton through the swapping of the layer character of each eigenmode.
As will be discussed in the next section, this mixing is due to a strong intravalley Coulomb
exchange interaction.

6.7.3 BL1 exciton
To confirm that IE2 only couples to BL2, we will now look at the calculation results for
the BL1 exciton. Figure 6.9a and Figure 6.9b summarise the calculated relative absorption
strength of BL1 and its interband transition composition. The BL1 absorption strength
stays constant over the whole electric field range. The interband transition composition
shows several interesting features. First, the intralayer BL1 (blue) component dominates
the oscillator strength and stays rather constant for all studied electric fields. These results
are a confirmation that the BL1 exciton does not couple to the IE2 exciton. Second, at
4 MV/cm the B-interlayer exciton (BIE, pink) component is increased as compared to
lower and higher electric fields. An explanation could be that BL1 and BIE with opposite
spin couple in a similar way as IE1 and AL1. From measurements we know that the
BIE is energetically located just below the B-excitons at around 2.07 meV [Lei20]. An
energetic crossing of BL1 and BIE could therefore be expected around this electric field
range. Experimentally, we can’t resolve this coupling due to the very small oscillator
strength of the BIE and the probably small coupling strength to BL1. Last, the true BL1

exciton retains a very large and rather constant IE1 (yellow) component over the whole
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Figure 6.10. (a) Peak energies and (b) relative absorption strengths of the IE-B coupling determined by
GW+BSE calculations. The coloured dashed lines are fits of the energy according to Equation 6.2 and fits
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in (a) and (c) show the energy evolution with zero coupling. All parameters extracted from the calculated
data are summarised in the text.

electric field range even though IE1 is energetically detuned far away from the B-exciton.
This indicates that the orbital hybridisation and consequently the large oscillator strength
of the IE is not affected much in the studied electric field range. The IE oscillator strength
is not diminished even after energetically tuning it below the A-excitons.

6.7.4 AL2 exciton
Next, we will discuss the GW+BSE results for the true AL2 exciton (see Figure 6.9c and
Figure 6.9d). Similarly to the BL1 exciton discussed before, the absorption strength of AL2

and its composition stay constant over the studied electric field range. This confirms that
the AL2 exciton does not couple to IE1.

6.7.5 Applying coupled dipole model to GW+BSE results
The calculated GW+BSE excitonic peak energies and relative absorption strengths can
also be fitted with the classical coupling model, similarly to the measured data shown in
Figure 6.4. The energies are fitted with Equation 6.2 and the relative absorption strengths
are fitted with Equation 6.6. The energy fit of the IE-B coupling shown in Figure 6.10a
yields a coupling strength of κ = +14.2 meV, a B-exciton energy ℏω0 of 2.11 eV, a crossing
point Fz,0 of 4.74 MV/cm, and a linear Stark shift µ of 0.21 e nm. The oscillator strength



6.8. Intravalley exchange coupling of A- and B-excitons 119

(a) (b)

L1 L2

IE2

BL2

L1 L2

IE1

AL1 8 BL1

|AL1⟩

|IE1⟩

|BL1⟩

IE-BA-B

ΔEA-B

IE-A

(c)

Figure 6.11. Band structure and schematics of excitons in homobilayer MoS2 at the K point. (a) Sketch of
the microscopic origin of the IE-B coupling mediated by hole tunnelling (red arrow). Sketch of the IE-A
coupling (b) in the bandstructure and (c) in a transition diagram. IE and B are coupled (κIE-B, red arrow).
A and B are coupled through intralayer exchange (κA-B, blue ∞-symbol). Through the common coupling
to B, IE and A are effectively coupled (κIE-A).

fit (Fig 6.10b) yields an oscillator strength ratio of F1/F2 = 6.26 and confirms the positive
sign of the IE-B coupling.

The energy fit of the IE-A coupling shown in Figure 6.10c yields an absolute coupling
strength of κ = −1.7 meV, an A-exciton energy ℏω0 of 1.91 eV, a crossing point Fz,0

of 5.31 MV/cm, and a linear Stark shift µ of −0.19 e nm. The oscillator strength fit
(Figure 6.10d) yields an oscillator strength ratio of F1/F2 = 2.27 and confirms the negative
sign of the IE-A coupling.

In addition to the measurement results, the coupled dipole model is also able to parame-
terise the results from the GW+BSE calculations quite well.

To summarise, our GW+BSE calculations show that the excitons observed in the
experiment are mixed excitonic states rather than states consisting of a single excitonic
transition. The true excitonic eigenstates are mixed states of multiple excitonic transitions.

6.8 Intravalley exchange coupling of A- and B-excitons
An analysis of the spin and orbital composition of the excitons explains both the IE-B and
IE-A couplings. The IE-B coupling arises via hole tunnelling (see Figure 6.11a). In the
bare B-state, the electron and hole are localised in one monolayer; in the bare IE-state,
the electron is localised in the same monolayer but the hole is localised in the other layer.
Hole tunnelling couples these two states (Figure 6.11a). The large IE-B coupling constant,
+35.8 meV, reflects the efficient hole tunnelling.

Conversely, the IE-A coupling arises via a weak admixture between the A- and B-excitons
in the same valley and layer, as shown schematically in Figure 6.11b and Figure 6.11c.
This exciton admixture was proposed in Reference [Guo19] for MoS2 monolayers and is
found also in our bilayer calculations (Figure 6.8).∗ This means that both IE and A couple

∗We study the composition of the true A- and B-excitons in the same valley in monolayer MoS2
using GW+BSE calculations. Our calculations show that the A-exciton contains 4.3% of the B-transition,
while the B-exciton contains 8.8% of the A-transition. Those values are in line with the ones reported in
Reference [Guo19].
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to B. IE and A then acquire an effective coupling, a second-order effect.
In this analysis, depicted in Figure 6.11c, the IE-A coupling is determined by

κIE-A = −κA-BκIE-B
∆EA-B

, (6.9)

with the sign convention employed here and where κIE-B is the IE-B coupling, κA-B the
A-B coupling, and ∆EA-B is the energy splitting between A and B [Lö51]. The experiment
measures κIE-A = −3.5 meV, κIE-B = 35.8 meV, and ∆EA-B = −170 meV. In turn, this
determines κA-B. We find κA-B = −16.6 ± 2.5 meV. In other words, by using the IE as a
tunable probe, we are able to determine the A-B coupling energy. This is an important
quantity – it arises even in a MoS2 monolayer and determines to what extent spin is a
good quantum number in the fundamental exciton [Wan17c, Guo19].

6.9 Conclusion and outlook
We study the coupling of intralayer A- and B-exciton and IE in homobilayer MoS2 by
measuring its optical response. The large Stark shift of the IE (see Chapter 5) allows
tuning the resonances through the coupling region. A classical model based on two coupled
optical dipoles is developed that successfully describes the IE-A and IE-B couplings. We
state four main conclusions.

First, a 2D semiconductor system, homobilayer MoS2, is discovered for which the
lowest-energy momentum-direct exciton is both electric-field tunable and bright, gaining in
absorption strength as the field is increased. This is not the case for a monolayer (bright
but without field-tunability) or a heterobilayer (field-tunable but dim). This is potentially
useful in transporting and trapping excitons with locally-varying electric fields.

Second, in homobilayer MoS2, the IE and B-excitons couple via hole tunnelling; the IE
and A-excitons couple via an exchange-induced A-B admixture. This difference results
in coupling constants of opposite sign (IE-B coupling phase 0, IE-A coupling phase π).
By using an electrical analogy, we find that IE-B couple capacitively while IE-A couple
inductively. Hybridised intra- and interlayer excitons can be tuned into a regime where one
eigenmode is as bright as the intralayer component yet retains the electric dipole moment
of the interlayer component. This combination of properties is very useful for creating
exciton- or polaron-polaritons with highly nonlinear optical properties [Tan20a]. Recently
it has been shown that the neutral IE in homobilayer MoS2 coupled to a cavity photon
leads to highly nonlinear effects [Dat22, Lou22]. This is already a very nice result that
establishes homobilayer MoS2 as a promising material platform to use a single polariton as
a single-photon emitter [MM19, Del19]. We propose that our results would allow us to push
the IE-polariton results even further. At zero electric field, the IE has a large absorption
strength and a significant electric dipole moment; the A-exciton has an absorption strength
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5 times stronger than the IE but no electric dipole moment. By increasing the electric
field the IE can be tuned such that it couples to the A-exciton. In the coupled system,
two hybridised excitons can couple to a photon in a cavity. At an intermediate electric
field, the layer character of the coupled excitons is a strong function of the electric field
(Figure 6.8) and the higher-energy eigenmode has both the absorption strength of the
A-exciton and an electric dipole moment due to its interlayer character. This opens up
interesting possibilities to create bright yet strongly interacting exciton-polaritons.

Third, we determine the A-B coupling, a result which is also relevant for a monolayer.
By using IE as a sensor, we can measure the A-B coupling precisely – experiments on
a monolayer are much harder to interpret. We find an A-B coupling of −16.6 meV.
Equivalently, the A-like eigenstate is |A⟩ + ϵ |B⟩ with |ϵ| ≃ 10%, and vice versa for the
B-like eigenstate. The A-B coupling implies that spin is an imperfect quantum number for
the A- and B-excitons in the same valley. This is a basic property of MoS2.

Finally, we show that a measurement of the optical susceptibility enables not just the
magnitude but also the phase of the exciton-exciton couplings to be determined (see
Figure 6.6). The coupling model can be readily applied to other TMD bilayer systems
where band hybridisation leads to mixed excitonic states [Ale19, RT19, Kie20, Sun20,
Tan21, McD21].

We point out that the driven coupled oscillator model has a general validity – it
is by no means limited to excitons in the optical domain. We note for instance that
it describes the response of two coupled gatemons at microwave frequencies where a
clear destructive interference is observed in the lower-frequency branch [Cas16] (compare
Appendix Figure E.6 bottom right with Figure 4a in Reference [Cas16]).

The model shows how a weak resonance can be made visible by bringing it into near-
degeneracy with a strong resonance. All that is required is a coupling between the two
resonances. Furthermore, in the case of a weak coupling, although the energies are only
slightly perturbed, the absorption strengths are strongly modified by the coupling. This
sensitivity is very useful in cases where the couplings are potentially weak or completely
unknown. Examples include hybrid systems, for instance, an exciton or a spin coupled to
a mechanical mode.
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Chapter7
First-order magnetic phase transition
of mobile electrons in monolayer MoS2

Adapted from:
J. G. Roch, D. Miserev, G. Froehlicher, N. Leisgang, L. Sponfeldner, K. Watanabe, T.
Taniguchi, J. Klinovaja, D. Loss, and R. J. Warburton,
“First-order magnetic phase transition of mobile electrons in monolayer MoS2”,
Physical Review Letters 124, 187602 (2020)†

Evidence is presented for a first-order magnetic phase transition in a gated two-dimensional
semiconductor, monolayer MoS2. The phase boundary separates a ferromagnetic phase
at low electron density and a paramagnetic phase at high electron density. Abrupt
changes in the optical response signal an abrupt change in the magnetism. The magnetic
order is thereby controlled via the voltage applied to the gate electrode of the device.
Accompanying the change in magnetism is a large change in the electron’s effective mass.
The ferromagnetic phase is unstable at zero magnetic field due to the symmetry of spin-up
and spin-down states. We show that a weak circularly polarised laser excitation leads to
symmetry breaking and therefore a stable ferromagnetic phase even at zero magnetic field.

Section 7.1 introduces the concept of magnetic phase transitions and our material
of interest, monolayer MoS2. The photoluminescence emission of monolayer MoS2 is
discussed in Section 7.2. In Section 7.3, evidence is presented for a first-order magnetic

†J.G.R. fabricated device 1; L.S. fabricated device 2. J.G.R. and L.S. carried out the optical spectroscopy
measurements on device 1; L.S. measured device 2. J.G.R. analysed the optical spectra of device 1. D.
M. developed the first-order phase transition theory. L.S. analysed the measurement data of device 2 and
interpreted the results.
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phase transition based on the analysis of the measured photoluminescence. The effective
electron mass in the ferromagnetic and paramagnetic phases is estimated in Section 7.4. In
Section 7.5, experimental hints of an excitation laser-induced stable ferromagnetic phase
at zero magnetic field are presented, based on the different trion states in monolayer MoS2.
Lastly, Section 7.6 summarises the results and gives a brief outlook for future experiments.

7.1 Introduction
Mobile electrons in a semiconductor can lower their energy by aligning their spins, a
consequence of the Pauli principle. A ferromagnetic phase in which all electron spins point
in the same direction was proposed originally by Bloch [Blo29]. Experimental verification
of this prediction on two-dimensional (2D) electron gases in conventional semiconductors
was elusive [Zhu03, Vak04] on account of disorder [Fin95, Yus00]. Recently however,
ferromagnetic ordering of 2D electrons was reported in monolayer MoS2 [Roc19], twisted-
bilayer graphene [Sha19], and in AlAs quantum wells [Hos21]. Furthermore, ferromagnetic
ordering of holes in a moiré superlattice was also recently observed in a WS2/WSe2

heterobilayer [Wan22]. A phase transition can be expected between a ferromagnetic state
at low density and a paramagnetic state at high density. The behaviour on crossing
the phase boundary is crucial: does the magnetisation turn on abruptly or does the
magnetisation increase gradually?

In three-dimensional (3D) ferromagnets such as iron, the magnetisation grows gradually
from zero on crossing the phase boundary. This is classified as a “second-order” phase
transition. An abrupt change in the magnetisation, a “first-order” phase transition, is
more striking and is observed in more exotic metals, so-called “quantum ferromagnets”
[Bra16]. This is potentially much more useful in spintronics: a small change in a control
parameter from one side of the phase boundary to the other results in a massive change in
the magnetisation. In metallic systems, the control parameter is typically the temperature
or pressure, neither convenient for fast and efficient switching from one phase to the
other. This restriction is lifted in 2D semiconductors for which the electron density can be
controlled over a wide range simply via a voltage applied to a gate electrode. However,
magnetism of mobile electrons in 2D is different to that in 3D. On the one hand, mean-field
theories, such as those of Bloch [Blo29] and Stoner [Sto38], are provably inadequate in
2D [Mer66, Los11]. On the other hand, corrections to Fermi liquid theory, effects which
can result in a first-order phase transition, are predicted to be much more pronounced
in 2D compared to 3D [Bel99, Chu04, Mas09, Bra16]. Experimentally, magnetic phase
transitions of mobile electrons in 2D semiconductors are unexplored.

We focus on monolayer MoS2, a 2D semiconductor in the transition-metal dichalcogenide
(TMD) family. We present evidence for a first-order phase transition between a paramagnetic
phase at high electron density and a ferromagnetic phase at low electron density. The
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Figure 7.1. (a) Band structure and allowed optical transitions of monolayer MoS2. (b) Schematic of a
trion in a two-dimensional Fermi sea. The black circles denote conduction band electrons; the red circles a
valence band hole. The trion (X−, Bohr radius atr) is bound (unbound) at low (high) electron density.

magnetism is thereby controlled electrically simply via the voltage applied to a gate
electrode. Accompanying this abrupt change in magnetisation is an abrupt change in the
electron effective mass, from a relatively small value in the paramagnetic phase to a large
value in the ferromagnetic phase.

The conduction band structure of MoS2 exhibits minima at the edges of the Brillouin
zone, at the K and K′ points [Mak10, Xia12, Kor14]. The spin-↑ and spin-↓ states are split
by a small spin-orbit interaction, ∆c (see Figure 7.1a). Calculations predict |∆c| = 3 meV
[Kor14]; experiments suggest ∆c = 0.8 meV [Mar17]. The bare electron mass is relatively
large, 0.44mo according to theory [Kor14]; the dielectric constant relatively small, such that
the Bohr radius is just ∼ 0.5 nm, only slightly larger than the lattice constant. Quantum
effects in gated MoS2 have recently been reported: conductance quantisation [Mar17],
Shubnikov-de Haas oscillations [Pis18] and ferromagnetic spin-ordering [Roc19].

Here, a monolayer of MoS2 is embedded between two hBN layers. Electrons are injected
into the MoS2 by applying a voltage to a metallic contact (see Appendix B for device details).
The ground state of the mobile electrons is probed optically with photoluminescence (PL)
and absorption spectroscopy. Right-handed (left-handed) circularly-polarised light σ+ (σ−)
injects a spin-↑ (spin-↓) hole at the K point (K′ point) (see Figure 7.1a). This spin-valley
selectivity is crucial: the optical probe represents a spin-sensitive probe of the electronic
ground state. Furthermore, PL represents a local measurement: information is gleaned
from a few-hundred-nanometre diameter region on the sample. On this length scale,
inhomogeneous broadening in the optical response is small [Cad17, Aja17].

7.2 Photoluminescence emission of monolayer MoS2

PL in the presence of a Fermi sea of electrons has been explored in a number of 2D
semiconductor systems (GaAs [Fin95, Yus00], CdTe [Hua00], MoSe2 [Sid17, Bac17]) and
there is a model to describe it [Uen90, Haw91]. At very low n, PL arises from the
recombination of tightly bound electron-hole pairs, excitons (X0). As n increases, X0

weakens and is replaced with a red-shifted peak, the trion (X−). The trion consists of
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Figure 7.2. Photoluminescence of gated monolayer MoS2 at 1.6 K and Bz = 9.00 T. The excitation is either
σ+ or σ−; the detection either σ+ or σ−: the top (bottom) row corresponds to σ+ (σ−) excitation; the left
(right) column to σ+ (σ−) detection. nc denotes the critical density. At n = nc there is a jump in the PL
energy: the PL process changes from a trion (X−) to a Mahan exciton (Q). For n > nc, the PL process is
largely polarisation-conserving. Conversely, for n < nc, the PL is highly polarisation-nonconserving: σ−

excitation leads to strong σ+ PL.

two electrons in a spin-singlet state and a hole, or, in more accurate language, the bound
exciton-Fermi sea polaron [Sur01, Efi17]. At higher n, the trions become unbound. In a
simple picture, this occurs once an electron from the Fermi sea resides “inside” the trion
wave-function (see Figure 7.1b). In PL, the X− peak evolves gradually into a broad peak,
typically red-shifted with respect to X−, the Mahan exciton [Mah67]. A key property
of the Mahan exciton is the red-shift of PL with respect to absorption, EPL − EA < 0
[Uen90, Haw91]. In the single-particle limit for equal electron and hole masses (as for
TMDs), this shift is twice the Fermi energy.

We turn to gated MoS2. The absorption spectra at large out-of-plane magnetic field
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Figure 7.3. (a) The energetic separation between the PL and the absorption, EPL − EA (measured either
with σ+ or σ− polarisation), versus electron density at 1.6 K and Bz = 9.00 T. There are two trions, X−

LE

and X−
HE (red and orange points, respectively) [Roc19]. The Q-peak is plotted for both polarisations (σ+ and

σ−, open-purple and filled-purple points, respectively). (b) The PL polarisation transfer [a2/(a1 + a2 + a3)
(purple) and a3/(a1 + a2 + a3) (white), see Equation 7.1], versus electron density. These plots determine
nc = 3.0 × 1012 cm−2.

(two trions in σ+-polarisation but no trions in σ−-polarisation) show that the spins are
polarised (ferromagnetism) at low-to-intermediate densities [Roc19]. We focus here on PL.
At n ≃ 0, the PL spectrum consists of a single sharp line corresponding to X0 emission
(Figure 7.2) [Che14]. On increasing n, X0 weakens and is replaced with a red-shifted
line, X− (Figure 7.2) [Sid17, Bac17, Roc19]. At higher densities, X− disappears and a
broad peak (labelled Q in Figure 7.2) appears to the red. The Q-peak exhibits the large
PL-absorption splitting characteristic of the Mahan exciton. These features follow the
standard behaviour of PL in the presence of a Fermi sea. There is however a radically
different feature. Strikingly, the smooth transition between trion (X−) and Mahan exciton
(Q) is missing: instead, there is an abrupt change from one to the other resulting in
a “gap” in the PL spectrum (Figure 7.2). This signals an abrupt change in the Fermi
sea: it is the first evidence for a first-order phase transition. The second evidence comes
from the polarisation of the PL. We excite and detect in all four combinations of circular
polarisation, presenting the results as a matrix (Figure 7.2). For the Q-peak, the response
is overwhelmingly “diagonal”, i.e. polarisation-preserving: excitation with σ+ (σ−) results
in σ+-polarised (σ−-polarised) PL; Conversely, for X−, there is a large “non-diagonal”
response (σ−-polarised excitation results in σ+-polarised PL yet σ+-polarised excitation
results in a very weak PL signal), clear evidence for symmetry breaking. The switch from
one symmetry class to the other is also abrupt as the density changes.

7.3 First-order magnetic phase transition
We plot EPL − EA as a function of n (Figure 7.3a). Details on the absorption measurement
can be found in Appendix F. There is an abrupt change at 3.0 × 1012 cm−2 signifying
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an abrupt change in the nature of the PL process. Also, we analyse the polarisation
dependence via: P+

P−

 =

a1 + h a2

a3 a1 − h


L+

L−

 (7.1)

where L+ (L−) is the σ+-polarised (σ−-polarised) laser intensity, P+ (P−) the σ+-polarised
(σ−-polarised) PL signal. P+ and P− are integrated over the spectral window (Figure 7.2).
The term a1 describes the polarisation-preserving response. Terms a2 and a3 describe
a transfer of the polarisation, from σ− at the input to σ+ at the output (a2); from σ+

at the input to σ− at the output (a3). There is one further term. In the experiment,
a hole is injected either at the K point or at the K′ point by choosing the polarisation.
This works well but imperfectly. In an applied magnetic field, the hole can relax from the
K′ point to the K point, a process that is described by the term h. We define the “PL
polarisation transfer” as a2/(a1 + a2 + a3), i.e. the fraction of the total PL emitted in the
polarisation-nonconserving channel. As a function of n, the PL polarisation transfer reaches
values as high as 50% at intermediate density, decreasing rapidly between n = 2.5 × 1012

and n = 3.5 × 1012 cm−2 (Figure 7.3b). The opposite polarisation-nonconserving process,
a3/(a1 + a2 + a3), is small at all n (Figure 7.3b). Both EPL − EA and the PL polarisation
transfer change abruptly at the same electron density. We identify a critical density of
nc = 3.0 × 1012 cm−2 (Figure 7.3).

Without a magnetic field, the abrupt change in EPL − EA is still clearly visible (see
Appendix F) showing that there is still a phase transition at n = nc between states
with different magnetic order. However, there is zero net magnetisation at Bz = 0 (zero
polarisation transfer). At Bz = 0, we propose that for n < nc there are fluctuating “puddles”
of spin-↑ and spin-↓ electrons such that the net magnetisation, averaged over time and
space, goes to zero. This is consistent with the Ising symmetry of the system at low
temperature: the spin-orbit interaction in the conduction band forces the magnetisation
to lie either in the “up” or “down” direction but in the absence of an applied magnetic
field, both directions are equally likely. The size of the “puddles” is much smaller than the
extent of the spatial probe in this experiment [Fan21]. At Bz = 0 and n > nc, the puddles
disappear − there is no magnetic ordering whatsoever. This line of thinking explains
the role of the magnetic field in these experiments − it establishes a quantisation axis,
favouring either the “up” or the “down” direction, and it allows long-range magnetic order
stabilising the ferromagnetic state.∗ In a large Bz but at T = 30 K, there is evidence that

∗We note that the Zeeman splitting even at Bz = +9.00 T is an order of magnitude smaller than
the Fermi energy in these experiments precluding magnetic order via a paramagnetic response. Also,
if the response were solely paramagnetic then a phase transition would not occur, ruling out a giant
paramagnetism.
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Figure 7.4. (a) The occupied bands in the ferromagnetic phase (left) and in the paramagnetic phase (right)
along with the change in magnetisation at n = nc. In the ferromagnetic phase, occupation of two bands
with the same spin is favoured, a consequence of exchange. In the paramagnetic phase, all four bands are
occupied. (b) The free energy F as a function of magnetisation fraction M for F = aM2 +bM4 +c|M |3. The
terms aM2 and bM4 are the Ginzburg-Landau terms; the nonanalytic term c|M |3 arises from corrections
to Landau’s theory of the Fermi liquid. Plotted is F for constant b and c with c < 0 as a function of a.
For a < c2/4b (a > c2/4b), the global minimum of F lies at M = 0, a paramagnetic phase (large M , a
ferromagnetic phase). The phase transition at a = c2/4b is first-order.

the phase transition survives (see Appendix F).
Our results are in agreement with recent theory [Mis19] which predicted spin-ordering

(and not ordering in the valley index or combined spin-valley index [VdD18, Bra18]) and
a first-order phase transition between ferromagnetic and paramagnetic phases. Both
predictions in the theory depend on corrections to Fermi liquid theory which arise via
infrared electron-hole excitations at the Fermi energy [Bel99, Chu04, Mas09]. This theory
allows us to present a model which is fully consistent with the experimental results
(Figure 7.4). For n < nc, the two bands with spin-↓ are occupied resulting in a ferromagnetic
state with a large spin polarisation [Roc19]; for n > nc, all four bands are occupied, the
ferromagnetism is destroyed and the spin polarisation disappears (Figure 7.4a). The free
energy F depends on the magnetisation fraction M according to:

F = aM2 + bM4 + c|M |3. (7.2)

The first two terms represent the Ginzburg-Landau model which, alone, leads to a second-
order phase transition. The third term is a non-analytic correction. Crucially, theory
predicts a negative c for MoS2 [Mis19]. Plots of F as a function of density (i.e. versus
a) show how a negative c leads to a first-order transition between paramagnetic and
ferromagnetic phases (Figure 7.4b). We stress that the first-order nature of the phase
transition depends on the non-analytic correction: without it, the transition would be
second-order.
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7.4 Effective electron mass
In the ferromagnetic (FM) phase, we observe PL from the trion: the trion is bound; in
the paramagnetic (PM) phase we do not observe PL from the trion: the trion is unbound.
In other words, there is an abrupt change in the nature of the PL at nc, from trion to
Mahan exciton. This implies a profound change of the electron mass on passing from
the FM to the PM phase. We analyse the simple concept (see Figure 7.1b). The Fermi
sea reduces the trion binding energy ET because all states with k < kF are occupied and
become unavailable in constructing the trion wave function:

ET = E0
T + ℏ2k2

F/2µ , (7.3)

where kF is the Fermi wave-vector, E0
T the trion binding energy in the limit n → 0, and µ

the reduced mass of an exciton and an electron. This result comes from the Suris model
[Sur01] with the approximation E0

T ≫ ℏ2k2
F/2µ.

In the FM [PM] phase, two [four] bands are occupied such that ET = 0 at nFM = µE0
T/πℏ2

[nPM = 2µE0
T/πℏ2]. The experiment tells us that nFM must be larger than nc, and that

nPM must be smaller than nc, i.e. nFM > nPM. This conundrum can only be resolved by a
change in the reduced mass, µFM > 2µPM, i.e. a significant decrease in the electron mass
on going from the FM to the PM phase. Taking E0

T = 17 meV [Roc19] and a hole mass
of mh = 0.54mo [Kor15], we find mFM

e > 0.65mo and mPM
e < 0.40mo. The mass in the

ferromagnetic phase (mFM
e ) is consistent with the value deduced from Shubnikov-de Haas

oscillations at low density (0.8mo) [Pis18]; the mass in the paramagnetic phase (mPM
e )

is consistent with the calculated bare electron mass (0.44mo) [Kor14]. This analysis is
consistent with general expectations that the mass is enhanced above its bare value in an
interacting phase.

7.5 Stabilising the ferromagnetic phase at zero
magnetic field

The next step is to stabilise the ferromagnetic phase without a large external magnetic
field. The stabilisation could be achieved via coupling to an insulating 2D ferromagnet.
A much more versatile method would be to use a circularly polarised pump laser, which
has been demonstrated to create a stable FM phase in a WSe2 monolayer [Hao22] or in a
WS2/WSe2 heterobilayer [Wan22]. Hao et al. demonstrated for monolayer WSe2, that the
excitation with a σ+-polarised (σ−-polarised) pump laser leads to the creation of excitons
in the K (K′) valley and therefore an excess of spin-↑ (spin-↓) electrons. The imbalance
between spin-↑ and spin-↓ electrons leads to a symmetry breaking between the two FM
phases. The resulting FM phase is stable at zero magnetic field and can extend over the
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whole sample region [Hao22]. While the laser-induced FM phase exists in WSe2, it is not
clear if this mechanism also works in MoS2. In this section, evidence is presented that the
PL response of monolayer MoS2 indicates the formation of a stable FM phase, even when
exciting the monolayer with a small laser power (P < 0.5 µW).

In order to explain the laser-induced FM phase, the trion states in monolayer MoS2 are
introduced in Subsection 7.5.1. The observation and the mechanism behind the FM phase
at zero magnetic field are discussed in Subsection 7.5.2.

7.5.1 Trion states in monolayer MoS2

Upon n-doping monolayer MoS2, different trion states can form due to the spin- and
valley-degree of freedom [Dru17, Zhu20]. In the following, we base our analysis of the trion
states on Reference [Lei22], which takes full spin polarisation into account.∗ We limit the
following analysis to a moderate carrier doping of ∼ 2 − 4 × 1012 cm−2.

In order to study the trions in a stable spin polarisation, we measure the polarisation-
resolved PL response of monolayer MoS2 (device 2) at a magnetic field of 9 T (see
Figure 7.5). The polarisation behaviour of each peak reproduces the PL behaviour for
device 1 in Figure 7.2 very well. Device 2 exhibits a good quality as the excitonic linewidth
of ∼ 2 meV is very close to the homogeneous limit [Cad17]. The polarisation behaviour of
X0 reveals a large spin- and valley-depolarisation due to electron-hole exchange between
the valleys [Cao12, Zen12]. We define the degree of circular polarisation of X0 (DOCP+,−)
for σ+ and σ− excitation as

DOCP+,− = Iσ+,−/σ+ − Iσ+,−/σ−

Iσ+,−/σ+ + Iσ+,−/σ− , (7.4)

where Iexcitation/detection is the integrated PL intensity of the X0. At n = 0, we extract a
DOCP+ = 38.8% (DOCP− = −1.0%) for X0, which leads to a significant exciton transfer
between the K and K′ valleys.

In the moderate doping regime, there is a strong trion resonance T3 that emits in
σ+ polarisation, independent of the excitation polarisation. For a σ−-polarised emission,
there is a weak resonance T4 (no clear resonance) visible for an excitation with σ− (σ+)
polarisation. In the following, we will argue that T3 and T4 are two different trions, where
their appearance depends on the valley (polarisation) that is read out.

The polarisation resolved spectra in Figure 7.5 are fitted around the trion resonance by
a single Lorentzian. Example spectra and the corresponding fits are shown in Figure 7.6a.
The extracted peak energies are plotted in Figure 7.6b and the full widths at half maximum

∗The first experimental observation of the three trion states, including the spin polarisation effect, was
done by N. Leisgang and the theoretical description was made by N. Leisgang and D. Miserev. A detailed
discussion and derivation of the trion states can be found in Reference [Lei22].
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Figure 7.5. Polarisation-resolved PL of a different gated monolayer MoS2 device (device 2) at 4.2 K,
Bz = 9 T, and P = 0.462 µW. The polarisation behaviour of each peak is similar to the one shown in
Figure 7.2. The neutral exciton X0 and the Mahan exciton Q are marked in the top left colour-map. The
intravalley singlet trion T3 only appears in cross-polarised emission, while the intervalley triplet trion T4

appears in co-polarised emission.

(FWHM) are shown in Figure 7.6c. The energies linearly redshift for an increased doping
according to Equation 7.3. Fitting a linear function to the energies we find a slope for
T3 of 1.51 meV/1012 cm−2 (2.00 meV/1012 cm−2) for σ+/σ+ (σ−/σ+). For T4, the slope
is 0.50 meV/1012 cm−2 for σ−/σ−. According to Equation 7.3, the slopes are inversely
proportional to the reduced trion mass. This would mean that the reduced trion mass of
T4 is roughly three times as large as that of T3. The difference in slopes might also be
influenced by a different change in the effective trion masses as the Fermi level is increased
[Zhu20]. The T3 FWHM stays small and starts to increase for larger densities. For T4,
the FWHM increases immediately until it starts to saturate at larger n. Generally, the
T4 linewidth is broader than that of T3. The two T3 resonances behave very similarly in
energy and FWHM as a function of n, while the T4 resonance behaves rather differently.
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Figure 7.6. (a) Polarisation-resolved PL spectra extracted from Figure 7.5 at a carrier density of n =
3.2 × 1012 cm−2 and a σ−-polarised excitation. Each spectrum is fitted by a single Lorentzian. The orange
(blue) curve shows the resulting fits for T3 (T4). (b,c) Polarisation-resolved carrier density dependence
of the fitted (b) peak energies and (c) full width at half maximum (FWHM). The lines in (b) correspond
to a linear fit of the energies. For T3, the slope is 1.51 meV/1012 cm−2 (2.00 meV/1012 cm−2) for σ+/σ+

(σ−/σ+). For T4, the slope is 0.50 meV/1012 cm−2 for σ−/σ−.
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Figure 7.7. Sketch of the (a) intravalley spin singlet trion T3 and (b) the intervalley spin triplet trion T4 in
a large and positive magnetic field leading to a spin-↓ polarisation. T3 (T4) is detected in σ+-polarised
(σ−-polarised) PL emission as it originates from the K (K′) valley.

These differences are an indication that T3 and T4 correspond to different trion states.
The trion state T3 is attributed to the intravalley spin singlet trion that emits in

σ+ polarisation as sketched in Figure 7.7a. The appearance of T3 for either excitation
polarisation is due to a significant valley- and spin-depolarisation [Cao12, Zen12].

The trion state T4 is attributed to the intervalley spin triplet trion emitting in σ−

polarisation as sketched in Figure 7.7b. The larger linewidth and the smaller intensity of
T4 as compared to T3 strengthen the interpretation of T4 as a spin triplet resonance. For
a σ+/σ− polarisation, the T4 is not clearly visible. This can be explained by a suppressed
exciton transfer to K′ due to the presence of a spin-↓ Fermi sea at K′ [Lei22].

For the explanation of the laser-induced spin polarisation as discussed in the next
subsection, only the lowest energy trions, T3 and T4, are important. Therefore, the other
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Figure 7.8. Polarisation-resolved PL of gated monolayer MoS2 (device 2) at 4.2 K, Bz = 0 T, and
P = 0.409 µW. The neutral exciton X0 and the Mahan exciton Q are marked in the top left colour-map.
The intravalley singlet trion T3 only appears in σ+-polarised emission, while the intervalley triplet trion T4

appears in σ−/σ− emission.

two trion resonances formed in monolayer MoS2 will only be briefly discussed. The two
highest energy trions in the three trion structure are usually very weak and not observed
at every sample position [Lei22]. These two peaks could not be clearly observed in device
2. Mostly, only one of these peaks is observed (see polarisation-conserving channels in
Figure 7.5 and in Figure 7.8). The other peak could be masked by the strong X0 or the
lowest energy trion resonance. The proposed origin of these two peaks is the superposition
(|Si⟩ + |T0⟩)/

√
2 of an intervalley spin singlet trion |Si⟩ and an intervalley spin triplet trion

|T0⟩, mixed with the corresponding dark state (|Si⟩ − |T0⟩)/
√

2 [Lei22].

7.5.2 Laser-induced spin polarisation
Now, we turn to the polarisation-resolved PL response at a magnetic field of 0 T (see
Figure 7.8). As compared to the PL signal at 9 T, the two co-polarised (cross-polarised)
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Figure 7.9. (a) Polarisation-resolved PL spectra extracted from Figure 7.8 at a carrier density of n =
2.3 × 1012 cm−2. Each spectrum is fitted by a single Lorentzian. The orange (blue) curve shows the
resulting fits for T3 (T4). (b,c) Polarisation-resolved carrier density dependence of the fitted (b) peak
energies and (c) FWHM. The lines in (b) correspond to a linear fit of the energies. For T3, the slope is
1.47 meV/1012 cm−2 (1.44 meV/1012 cm−2) for σ+/σ− (σ−/σ+). For T4, the slope is 0.67 meV/1012 cm−2

(0.64 meV/1012 cm−2) for σ+/σ+ (σ−/σ−).

channels at zero magnetic field exhibit the same emission behaviour. At first glance, a
similar response of the polarisation-conserving (non-conserving) channels excludes the
possibility of spin polarisation. At zero magnetic field, the PL emission energy is almost
the same independent of the detection polarisation (see Fig. 7.9b) but there is evidence
that PL arises from different trions. We will show that a σ+ (σ−) excitation leads to a spin
polarisation of spin-↑ (spin-↓) electrons. Then, depending on the detection polarisation,
either T3 or T4 is detected. Since the spin polarisation direction depends on the excitation
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Figure 7.10. Sketch of the (a) intravalley spin singlet trion T3 and (b) the intervalley spin triplet trion
T4. A σ+-polarised excitation laser leads to an excess of spin-↑ electrons and therefore a favoured spin-↑
polarisation even at zero magnetic field. T3 (T4) is then detected in σ−-polarised (σ+-polarised) PL
emission as it originates from the K′ (K) valley.

laser polarisation, the measured PL response is similar for the polarisation-conserving
(non-conserving) channels. The low energy features around ∼ 1.88 eV and at zero n appear
at certain sample positions in device 2 and are probably due to defect states or potentially
to phonon-assisted recombination of indirect excitons [Par22].

We fit the polarisation-resolved spectra in the moderate doping regime with a single
Lorentzian around the trion resonance as shown in Figure 7.9a. The extracted peak
energies are plotted in Figure 7.9b and the FWHM are shown in Figure 7.9c. The trion
resonance in the polarisation-conserving channels exhibits an energy shift as a function of
n which is roughly half the shift of the trion resonance in the polarisation non-conserving
channels. The energy shift of the trion in the polarisation-conserving σ+/σ+ (σ−/σ−)
channel is 0.67 meV/1012 cm−2 (0.64 meV/1012 cm−2), which is very similar to the slope of
0.50 meV/1012 cm−2 observed for T4 at 9 T. The slope for the polarisation non-conserving
σ+/σ− (σ−/σ+) channel is 1.47 meV/1012 cm−2 (1.44 meV/1012 cm−2), which is very
similar to the slope of 1.51 meV/1012 cm−2 (2.00 meV/1012 cm−2) observed for T3 in
the σ+/σ+ (σ−/σ+) channel at 9 T. Therefore, we attribute the trion in the polarisation-
conserving (non-conserving) channels to be T4 (T3).

The T4 emission intensity is comparable at 9 T and 0 T, while the intensity of the T3

emission is much stronger at 9 T than at 0 T. Density-dependent absorption measurements
have shown that the oscillator strength of the spin singlet trions in the σ+ polarisation
increases for an increasing magnetic field [Roc19]. The increase in oscillator strength is
explained by a larger spin polarisation in a stronger magnetic field. The small T3 emission
intensity at 0 T could be an indication that the spins are only slightly polarised by the
weak excitation laser. Hao et al. show that the degree of spin polarisation increases with
increasing laser power until a saturation value is reached [Hao22]. Another indication for
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an incomplete laser-induced spin polarisation at zero magnetic field could be the FWHM
behaviour of T3. While the T3 FWHM behaves differently compared to the T4 linewidth at
9 T, the two linewidths are very similar at 0 T, with the T3 linewidth being slightly smaller
than that of T4 (see Figure 7.9c). In order to quantify the degree of laser-induced spin
polarisation and its influence on the intensity and FWHM of T3, the polarisation-resolved
PL emission will need to be studied as a function of excitation power and magnetic field.

The polarisation-dependent detection behaviour of T3 and T4 can be explained with
the sketches shown in Figure 7.10. Following a σ+-polarised laser excitation, an excess
of spin-↑ electrons is excited in the K valley. Therefore, the spin-↑ bands in both valleys
are pulled down as a surplus of spin-↑ electrons favours a spin-↑ polarisation. In this spin
configuration, the intravalley spin singlet trion T3 emits in a cross-polarised manner (see
Figure 7.10a) and the intervalley spin triplet trion T4 emits in a co-polarised manner (see
Figure 7.10b). The same argumentation holds for an excitation with a σ−-polarised laser
but with reversed electron spins. The observed polarisation behaviour of a co-polarised T4

and a cross-polarised T3 can only be explained by assuming a laser-induced spin polarisation
that is stable during the whole acquisition time of one spectrum.

7.6 Conclusion and outlook
In TMD monolayers, the Coulomb interaction between electrons can dominate over all
other energy scales at cryogenic temperatures. Due to the strong Coulomb interaction and
electron-electron exchange between the valleys, electrons form a ferromagnetic state at
small to moderate charge carrier densities [Roc19]. The ferromagnetic electronic state is
probed by monitoring the photoluminescence emission upon charging the monolayer. At a
certain critical density, the ferromagnetic state undergoes a first-order phase transition
to a paramagnetic phase. At the same critical density, a jump in the photoluminescence
emission energy is observed, which allows an estimation of the different electron masses in
the ferro- and paramagnetic phases. Furthermore, a careful study of the optical response
at zero magnetic field enabled the observation of an excitation laser-induced ferromagnetic
phase.

As an outlook, it is commented that, first, our work establishes monolayer MoS2 as
a platform for studying and exploiting interaction-driven physics. The combination of
an ultra-small Bohr radius, spin and valley degrees of freedom, and a small spin-orbit
interaction creates a rich test bed. Secondly, the ferromagnetic-to-paramagnetic phase
transition can be directly probed with a sensitive state-of-the-art magnetometer [Mar22],
such as individual magnetic nanowires [Mat20] or a magnetised pendulum atomic force
microscope [Yil19]. Lastly, the first-order phase transition between ferromagnetic and
paramagnetic phases enables the spin ordering to be controlled simply via a small change
to a gate voltage, opening a route to fast and efficient electrical switching.
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Our experiments show that it is possible to stabilise the ferromagnetic phase at zero
magnetic field using a circularly polarised laser excitation. This is an important result as
this removes the need to apply very large external fields for stabilisation of the ferromagnetic
phase. The next step is to study the laser-induced ferromagnetic phase using absorption
spectroscopy in a pump-probe experiment: a circularly polarised pump laser is fixed on
a certain sample position, while the sample absorption is probed at a different position,
similar to the experiments shown in Reference [Hao22]. By scanning the probe position on
the sample, we can study the spatial extent of the laser-induced ferromagnetic phase. The
separate spots also allow the use of a higher pump laser power. Additionally, the temporal
dynamics can be probed: the laser can be abruptly turned on (off).



“Irgendwo tief in mir bin ich ein Kind
geblieben”

Peter Maffay, Nessaja (1983)

Chapter8
Conclusion and outlook

The vast amount of different two-dimensional (2D) materials and the possibility of combining
them into arbitrary multilayer structures provide an exciting playground for studying and
exploiting novel physical phenomena. In this thesis, we have studied the physical properties
of three different semiconducting transition metal dichalcogenide (TMD) systems using
optical spectroscopy: MoSe2/WSe2 heterobilayer, MoS2 homobilayer, and MoS2 monolayer.
The TMD systems are embedded in high-quality optoelectronic devices, which provide full
control of the electrostatic environment. We have demonstrated that the excitonic response
and the electronic ground state in these systems are highly tunable by either changing the
carrier density and the electric field or by optical excitation.

In bilayer TMD systems, interlayer excitons with a permanent out-of-plane dipole
moment can form, which enables a large energetic tunability due to the quantum confined
Stark effect. These interlayer excitons are studied in a type-II MoSe2/WSe2 heterobilayer.
Twisting the two layers leads to moiré and atomic reconstruction effects that dominate
the excitonic properties. Using photoluminescence spectroscopy, two different types of
interlayer excitons, originating from the same real space position in the moiré potential,
are identified: one of momentum-indirect nature, the other of momentum-direct nature
(Chapter 4). The properties of these two transitions (energy, intensity, effective dipole
moment, g factor, and degree of circular polarisation) can be tuned in a non-trivial manner
by the external experimental parameters.

The understanding of the interlayer exciton real and momentum space origin in hetero-
bilayer systems is crucial for potential applications utilising their large tunability. These
excitonic states can be used for example to optically probe the correlated electronic states
in the moiré potential [Liu21] or to study degenerate many-body states [Sig20] at the
onset of excitonic Bose-Einstein condensation [Sno02]. Another application could be to
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use an electrostatically trapped single exciton as a highly tunable emitter of single pho-
tons [Sch13a, Sha21b]. However, interlayer excitons in type-II heterobilayers have a big
disadvantage: while they are widely tunable by electric fields, their coupling to light is
considerably weak (see Chapter 4).

In homobilayer MoS2, we find hybridised interlayer excitons that combine a large
tunability of their energy with a big oscillator strength. On increasing the electric field
at close-to-zero carrier density, two interlayer resonances are found with opposite dipole
moments, leading to a giant energetic tunability over 120 meV (Chapter 5). The large
dipole moments are used to tune the interlayer excitons into resonance with the intralayer A-
and B-excitons. In both cases, an avoided crossing is observed, indicating exciton-exciton
coupling. A classical model of two coupled optical dipoles is developed that shows a
good concordance with the experimentally measured couplings. The model reveals that
the measured optical susceptibility determines both the magnitude and the phase of the
coupling constants (Chapter 6).

Exciton-exciton coupling can lead to nonlinear optical effects [Wan15b, Jak16] and to
condensation phenomena, for example, the creation of states with macroscopic quantum-
correlations [Kas06]. The hybridised nature of interlayer excitons in homobilayer MoS2

coupled to optical cavity modes leads to the creation of bright yet strongly interacting
exciton-polaritons [Dat22, Lou22]. On account of these strong and repulsive non-linear
interactions, homobilayer MoS2 provides a promising platform to achieve polariton blockade,
which can turn laser light into single photons [Del19, MM19].

The excitonic response of TMDs can also be used to probe the electronic ground state
of the system. Injecting electrons into monolayer MoS2 creates a 2D electron gas. The
interaction of excitons with this electron gas can be probed using photoluminescence
spectroscopy as a local spin- and valley-sensitive probe. At low charge carrier densities,
the electrons in MoS2 form a ferromagnetic phase on account of the strong Coulomb
interaction and electron-electron exchange between the two valleys [Roc19]. We found
evidence of a first-order phase transition from the ferromagnetic phase to a paramagnetic
phase at a certain critical carrier density (Chapter 7). Therefore, spin ordering can be easily
controlled by a small change of gate voltage, enabling efficient and fast electrical switching.
However, these observations rely on an optical probe, which measures the magnetic phase
only indirectly. A more direct way to observe this magnetic phase transition would be
to quantify and image the magnetic field with a sensitive state-of-the-art magnetometer
[Mar22], such as individual magnetic nanowires [Mat20] or a magnetised pendulum atomic
force microscope [Yil19].

A fully ferromagnetic phase (spin-polarised phase) requires a symmetry breaking of
the spin-up and spin-down states, which is typically achieved by applying large external
magnetic fields. By using a circularly polarised excitation laser, we show that it is possible
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to stabilise the ferromagnetic phase at zero magnetic field. Therefore, the electronic ground
state can not only be controlled by electrical means but also optically. The local laser-
induced symmetry breaking leads to a ferromagnetic phase that can extend throughout
the whole sample [Hao22].

The field of 2D materials – TMDs in particular – offers seemingly endless possibilities
to study novel physical phenomena like highly tunable (hybridised) interlayer excitons
in moiré superlattices or ferromagnetic electronic ground states. There are still many
things to discover and research on gated TMD devices will therefore remain interesting
and exciting for years to come. In the end, we can finally answer Shakespeare’s famous
question (“2D, or not 2D?”) with 2D!





AppendixA
Fabrication recipes

Chapter 3 describes the fabrication steps to create a van der Waals heterostructure. In
this appendix chapter, detailed fabrication recipes are provided.

A.1 Electron-beam lithography for etching and contacts
1. Design electron-beam (e-beam) mask of desired nanostructure with Adobe Illustrator

2. Spin-coat PMMA (AR-P 672.045) at 4000 rpm for 40 s with a ramp rate of 1000 rpm/s

3. Bake chip at 180 ◦C for 3 min

4. E-beam exposure to write predesigned structures (V = 20 kV and a dose of
550 µC/cm2)

5. Development in cold (∼ 5 ◦C) IPA:DI water (7:3) for 60 s

6. Blow-dry with nitrogen

A.2 Reactive ion etching
Reactive ion etching (RIE) can be used to etch down certain layers in a van der Waals
heterostructure. Potential uses are fixing an electrical short in the stack or freeing a
FLG layer for contacting from the top if it was buried. Another option is to use RIE to
pattern exfoliated flakes. This could be interesting for example when designing an exciton
trap by patterning holes in graphene (see Section A.5). We use O2 plasma to shape a
heterostructure and an Ar/O2 plasma to etch graphite.

A.2.1 O2 plasma
1. O2 (gas flow of 20 sccm) at a pressure of 40 mTorr and RF power of 60 W
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2. Etching rates:

• hBN: ∼ 0.33 nm/s

• Graphite: several layers per minute

• SiO2: ∼ 1.66 nm/s

A.2.2 Ar/O2 plasma
1. Ar/O2 (gas flow of 22/8 sccm) at a pressure of 25 mTorr and RF power of 30 W

2. Etching rates:

• Graphite: ∼ 0.17 nm/s

• SiO2: ∼ 1.12 nm/s

A.3 Fabrication of metal contacts
1. Load sample with developed PMMA mask into the Sharon e-beam evaporator

2. Deposit a sticking layer of Ti (5 nm) or Cr (5 nm) for the top contacts or Ti (10 nm)
for contacts on the bottom half

3. Evaporate the desired thickness of Au

4. PMMA lift-off in acetone at 50 ◦C for a couple of hours

5. If necessary create an acetone flow using a syringe to remove residual metal

6. Put the sample into IPA and blow-dry with nitrogen

A.4 Drop-down PMMA coating of 2D materials
2D materials can be patterned using a combination of e-beam lithography and RIE.
Unfortunately, during this process, the flake is heated up to 180 ◦C during the baking of
the PMMA. This is a problem as the pick-up of 2D materials becomes more difficult after
heating them to such temperatures. An example is shown in Figure A.1. A FLG flake with
small holes etched into it is picked up by a stamp. During the process the flake rips apart
and big pieces are stuck to the chip. To overcome this problem we developed a technique
to spin-coat an exfoliated flake without heating it. The flake that needs to be patterned
should be exfoliated on a chip with markers for alignment in the e-beam lithography.

1. Cut a large piece of Si/SiO2 wafer (> 3x3 cm)

2. Spin-coat dextran at 2000 rpm for 40 s with a ramp rate of 1000 rpm/s

3. Bake chip at 150 ◦C for 3 min



A.5. Making nano-holes in graphene 145

20 µm 20 µm

(a) (b)

Figure A.1. Optical microscope images of a FLG flake with small holes etched (RIE) into it after trying to
pick it up with a stamp. (a) Remains of the FLG flake on the chip it was exfoliated onto. (b) Picked-up
part of the FLG flake on top of the stamp. Etched hole regions stuck to the chip ripping the flake apart
during the pick-up process.

4. Spin-coat PMMA (AR-P 672.02) at 4000 rpm for 40 s with a ramp rate of 1000 rpm/s
on top of the dextran-covered chip

5. Bake chip at 180 ◦C for 5 min

6. Cut a large square into the doubly spin-coated chip

7. Fill a petri dish with DI water and carefully slide the cut chip into the water

8. The dextran is dissolving which leaves the cut PMMA floating on top of the water

9. Take the chip with a nice exfoliated flake, flip it upside down, and drop it on the
PMMA swimming on the water surface

10. Remove the chip from the water and bake it at 90 ◦C for 5 min to remove the residual
water

Now, we have a flake coated in PMMA without having to heat it up to high temperatures.
The PMMA usually has some wrinkles due to the crudeness of the drop-down. However,
in most cases, the wrinkles are not at the position of the flake of interest.

A.5 Making nano-holes in graphene
A potential trap for interlayer excitons in a TMD heterostructure can be engineered when
patterning one of the gate electrodes with small holes (30 to 50 nm diameter). It turns out
that this is quite a difficult task. In the final stack, the patterned flake should either be on
top of the stack or on top of an hBN spacer in order to be separated from the influences of
the SiO2 substrate. In this section, we will discuss two methods of how one could fabricate
these small holes: RIE or focused ion beam (FIB) milling.
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Figure A.2. SEM image of a hole that has been milled with Ga atoms into a FLG graphene flake. The
image is taken with the FEI Helios NanoLab 650 SEM/FIB.

A.5.1 Etching
The flake of interest is covered in PMMA without heating the chip up according to
the method explained in Section A.4. The holes are written with e-beam lithography.
Subsequently, the developed chip is etched with RIE. For the etching to work, we found
that the used PMMA thickness should be small; roughly two times the hole diameter. We
spin-coat PMMA (AR-P 672.02) at 4000 rpm for 40 s with a ramp rate of 1000 rpm/s
(∼ 100 nm thick). Shanks et al. managed to fabricate 30 nm holes into a FLG top gate on
an already finished stack using RIE [Sha21b].

A.5.2 Focused ion beam milling
1. Stack the FLG bottom gate on top of an hBN flake onto a conducting Si chip

(p-doped) with markers with a small SiO2 thickness (80 nm) for the FIB process

2. Load the sample into the FEI Helios NanoLab 650 SEM/FIB with a Ga-gun

3. Mill the holes (outer diameter 35 nm) in the FLG flake (V = 30 kV and I = 7.7 pA)

4. Remove sample from FIB and continue the stacking procedure described in Chapter 3

A scanning electron microscope (SEM) image of the resulting hole is shown in Figure A.2.
While the hole size is quite close to the specified 35 nm, there is a ring formed around
the hole. The details of the ring formation are not clear. Also, we do not know the exact
influence this ring has on the optical properties of a TMD layer. We have studied a device
with holes FIB-milled into the bottom FLG gate but unfortunately, we have seen no hints
of interlayer exciton trapping.



AppendixB
Van der Waals heterostructure device
details

At the core of this thesis are all the devices that allowed us to measure loads of interesting
phenomena in two dimensions. Behind these few devices, there are also many other stacks
where some electrical gates did not work, where the fabrication process has failed, or
that have died prematurely (e.g. by electrostatic discharge). These failed attempts laid
the foundation for building a device successfully. Fabricating a working van der Waals
heterostructure device is a piece of art. Hence, credit is given to the creators of the devices
essential for this thesis. In the following, fabrication and device details are provided.

B.1 MoSe2/WSe2 heterobilayer device
Chapter 4 describes the measurements conducted on one MoSe2/WSe2 heterobilayer
dual-gate device. The individual monolayers were aligned using SHG to determine their
crystallographic axes. The flakes depicted in the alignment process described in Section 3.3
are the monolayers in the studied device (see Figure B.1a). The device was stacked in three
parts. First, the bottom FLG gate was placed on top of a thin hBN flake to shield the
FLG flake from the potential SiO2 charge noise. Holes (∼ 35 nm diameter) were patterned
into the FLG flake using FIB milling as described in Section A.2. The holes were separated
by 1 µm in several 10x10 squares. Second, the bottom hBN is stacked on top of the FLG
gate to finish the bottom part. Unfortunately, the hBN layer detached during the PC
dissolving step and tore apart the FLG flake in the process. However, there was still a large
enough and clean area of the remaining FLG flake to continue the fabrication process. The
bottom contacts to the two TMD monolayers and the contacts to the bottom FLG gate
were defined by e-beam lithography followed by metal deposition of Ti(10 nm)/Au(20 nm).
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Figure B.1. (a) Optical microscope images of the MoSe2 (top) and WSe2 (bottom) monolayers under
illumination with a tungsten halogen lamp. Their bright glow confirms their monolayer nature. (b) Optical
microscope image of the fully picked-up top part of the stack (top FLG/top hBN/WSe2/MoSe2) on the
PDMS/PC stamp. Note that the flakes are mirrored as the stamp has to be flipped for imaging. (c) Optical
microscope image of the finished gated device. The heterobilayer region is shaded in green.

Third, the top part of the stack is picked up by a PDMS/PC stamp. Figure B.1b shows
an optical microscope image of the fully picked-up top part. The top part is carefully
placed on the bottom part. The finished stack is shown in Fig B.1c with the heterobilayer
region highlighted in green. The big contact pads and the connection to the small bottom
contacts consist of Ti(5 nm)/Au(45 nm).

Comparing the ideal overlap region defined on the computer before stacking with the
two monolayers on the stamp (Figure B.1b) we can estimate a stacking angle of roughly
∼ 3◦. As discussed in Chapter 4, the optical measurements indicate an R-stacking of the
heterobilayer.

As mentioned before, the bottom FLG flake was patterned with nano-holes. Due to the
ripping of the FLG flake, we could identify the hole 10x10 square by optical microscopy
because the area around the holes tends to stick to the sample upon ripping (see Figure A.1).
Based on the microscope images we estimate that a part of the heterobilayer is covered by
FLG with holes and a part of the bilayer is covered by FLG with no holes.

The heterobilayer device is built in a dual-gate structure that allows sweeping of the
electric field across the bilayer for a constant charge carrier density (see Section 3.4). For
the determination of Fz and n, the top and bottom hBN thicknesses are measured by an
atomic force microscope (AFM) to be dT = 25.2 nm and dB = 36.7 nm. For all calculations
we take ϵhBN = 3.76 [Lat18] and ϵTMD = 7.2 [Kim15]. The effective offset voltage V 0 due
to initial environmental charge carrier doping is determined by monitoring the intralayer
exciton PL in the heterobilayer region as a function of top and bottom gate voltages VTG

and VBG.
For the MoSe2 monolayer, we monitor the PL intensity of the neutral and the charged
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exciton. We find the highest intensity ratio of neutral versus charged exciton at the
condition VTG = −0.68VBG − 1.4 V. When this condition is fulfilled the MoSe2 monolayer
is neutral. Or in other words, the intrinsic doping is neutralised by the electrostatically
injected carriers [Ros13]. This argument is strengthened as the slope of the neutrality
condition is nearly equal to the ratio of top and bottom hBN thicknesses α = dT

dB
≈ 0.69.

Therefore, we sweep the voltages along the neutrality condition in our experiments when we
only want to change Fz while keeping n small and constant. Using the neutrality condition,
we determine the MoSe2 monolayer to be intrinsically n-doped with n0 = 1.2 × 1012 cm−2.
A voltage offset of V 0

TG = +1.4 V is used for calculating all Fz and n values. The n-doped
character is typical for Mo-based TMD monolayers [Mak13, Ros13]. The amplitude is
smaller than the doping of a MoSe2 layer in the heterobilayer region (n0 = 5 × 1012 cm−2)
measured by F. Vialla et al. [Via19].

For the WSe2 monolayer in our device, this condition is not so easily determined as the
excitonic emission spectrum is more complicated and much weaker in intensity than the
MoSe2 spectrum. In Reference [Via19] they found that the WSe2 layer is slightly p-doped
(n0 = −2 × 1011 cm−2) with a much smaller amplitude than the n-doped MoSe2. However,
from the electrostatics discussion in Chapter 4, we can conclude that the WSe2 monolayer
stays intrinsic when sweeping the voltages along the MoSe2 neutrality condition.

B.2 Homobilayer MoS2 devices ∗

Three separate structures were fabricated: Device 1 was prepared at the University of
Basel, and device 2 and sample 3 were assembled at LPCNO Toulouse. For device 1,
a PDMS stamp with a thin PC film was used to pick up individual layers from top to
bottom. All flakes were previously mechanically exfoliated from bulk crystals on SiO2

(285 nm)/Si substrates. Metal contacts to the MoS2 and few-layer graphene (FLG) were
patterned by electron-beam lithography and subsequent metal deposition of Ti(5 nm)/Au
(45 nm) (see Appendix A). For device 2, 2H-MoS2 crystals (2D Semiconductors), synthetic
hBN and natural graphite were subjected to micromechanical cleavage on Nitto Denko
tape [Nov05b], then exfoliated again on a PDMS stamp placed on a glass slide for optical
inspection. Sequential deterministic stamping of the selected flakes was then applied to
build the complete stack, aligned according to the position of the Au contacts pre-patterned
onto the substrate. Sample 3, consisting of bilayer (BL) and trilayer (TL) MoS2, was
assembled following the same transfer steps as device 2.

Optical images of devices 1 and 2, and sample 3 are shown in Figure B.2a,b, and c.
For the determination of the electric field values in the gated devices, the thicknesses of
the individual hBN layers in devices 1 and 2 were measured by AFM (dT = 16.2 nm and

∗This section is partially adapted from the Supplement of Reference [Lei20].
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Figure B.2. Homobilayer MoS2 device and sample structure. Optical microscope images of electrical gated
(a) device 1 and (b) device 2, and (c) sample 3, consisting of bilayer (BL) and trilayer (TL) MoS2.

dB = 21.5 nm for device 1, and dT = 13 nm and dB = 4 nm for device 2). Device 1 is built
in the dual-gate configuration which allows independent control of the electric field across
the bilayer and the charge carrier density inside the bilayer (see Section 3.4).

Device 1 was fabricated by Nadine Leisgang; device 2 and sample 3 were fabricated by
Shivangi Shree and Ioannis Paradisanos.

B.3 Monolayer MoS2 devices
In this thesis, two different monolayer MoS2 devices were studied: device 1 and device
2. Both of them were fabricated using the dry-stacking technique described in Chapter 3.
Both samples use the method where they are stacked in two parts. The bottom part in
device 1 consists only of an hBN flake; the bottom part in device 2 is FLG capped with
hBN. The MoS2 was contacted from the bottom by metal Ti(10 nm)/Au(20 nm) contacts
that were patterned by e-beam lithography (see Appendix A), following Reference [Pis18].
In device 1, the big contact pads and the connection to the small bottom contacts consist
of Ti(5 nm)/Au(45 nm). For device 2, we used a thickness of Ti(5 nm)/Au(105 nm) due
to the very thick top hBN.

Device 2 uses a dual-gate device structure as sketched in Fig B.3b. An optical microscope
image of the contacted stack is shown in Fig B.3c. Unfortunately, the bottom gate did not
work during the first cooldown cycle, where all measurements on this device shown in this
thesis were performed. This means device 2 has effectively the same structure as device 1:
a single-gate structure. Device 1 uses a p-doped Si substrate as a back gate to dope the
monolayer (see Figure B.3a), while device 2 uses a FLG top gate to do so. The charge
carrier density in the device can be calculated with en = C · VG,TG (see Section 3.7). The
geometrical capacitance is C = 11.1 ± 0.5 nFcm−2 for device 1 and C = 46.2 ± 1.9 nFcm−2

for device 2.
For device 2, the hBN thicknesses were chosen such that the trion resonances at around

1.92 eV have a Lorentzian lineshape in an absorption measurement and a narrow linewidth.
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Figure B.3. Schematic of the homobilayer MoS2 (a) device 1 and (b) device 2. For device 1, the p-doped
silicon wafer serves as a global back gate. Device 2 is fabricated in a dual-gate device structure with hBN
thicknesses optimised such that a resonance at 1.92 eV has a Lorentzian lineshape and narrow linewidth. (c)
Optical microscope image of the gated device 2 consisting of monolayer MoS2. The image is taken before
the writing and deposition of the big contact pads and the metal contact to the top FLG gate.

To simulate the thicknesses needed we follow the procedure described in Section 3.6. The
final sample has a bottom hBN thickness of dB = 21.5 ± 2 nm and a top hBN thickness of
dT = 72 ± 2 nm.

Device 1 was fabricated by Jonas Roch.





AppendixC
Raman spectroscopy

Raman spectroscopy is used to determine the vibrational modes of the TMD crystals. In
the early days of 2D materials, Raman spectroscopy was used as a tool to determine the
number of layers of an exfoliated crystal. The exact frequency difference between the
out-of-plane A1g and in the in-plane E1

2g Raman mode (see Figure C.1a) of the TMD flake
is a fingerprint that can differentiate between mono- and few-layer TMDs [Lee10, Zha15].

Recently, Raman spectroscopy has been used to study atomic reconstruction effects in
twisted TMD bilayer systems. In bilayer systems exist two low-frequency phonon processes:
the interlayer breathing mode (IBM, Figure C.1b) and the interlayer shearing mode (ISM,
Figure C.1c). The presence of an ISM (∼ 20 cm−1) indicates that atomic reconstruction
has happened at the measured sample position [Hol20]. For larger angles, moiré phonons
can be used to estimate the twist angle [Par21b].

In order to measure a potential low-frequency ISM in our heterobilayer device and

(a) (b) (c)

A1gE2g
1 Interlayer breathing 

mode (IBM)
Interlayer shearing 

mode (ISM)

Figure C.1. Atomic displacements of important vibrational modes of TMD crystals. (a) Sketch of the
in-plane E1

2g and the out-of-plane A1g modes. (b,c) Sketch of (b) the interlayer breathing mode and (c) the
interlayer shearing mode.
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Figure C.2. Microscope head used for low-frequency Raman measurements. The sample is excited with
a green laser (532 nm, ventus 532, Laser Quantum). To measure low-frequency Raman signals the laser
background needs to be reduced. This is achieved with two methods put in series. First, a cross-polarisation
scheme is employed where the linear polarisation of the exciting laser and the detected laser are orthogonal.
This method achieves a large laser suppression [Kuh13, Ben21]. Fine-tuning of the alignment is achieved
by using piezo rotators for turning the waveplates. Rotating the λ/2 waveplate by 90◦ additionally enables
co-polarised measurements with a worse laser suppression. Second, the laser is further filtered by two
consecutive OD4 Bragg grating filters (Optigrate) aligned at 6◦ with respect to the plane perpendicular to
the laser propagation. The 50:50 beamsplitter below the red LED is only inserted when imaging the sample.

correlate its presence with PL measurements (see Appendix B) at cryogenic temperatures,
we modified our microscope as shown in Figure C.2. The laser background is reduced
through the combination of a cross-polarisation scheme and two consecutive OD4 Bragg
grating filters. In the measurements, moderate laser powers of a few tens of µW are used to
not damage the sample. Unfortunately, even for long integration times of several hours, no
clear ISM signal could be measured. One of the reasons could be the hBN encapsulation,
which tends to reduce the measurable Raman signal [Hol20]. A potential way to overcome
this problem is by using resonant Raman scattering: exciting the sample with a laser
energy close to an intralayer exciton resonance drastically increases the measured Raman
signal [McD21].



AppendixD
Supplemental information to Chapter 5:
“Giant Stark splitting of an exciton in
bilayer MoS2”

In Chapter 5, we performed absorption measurements to probe the optical response
of homobilayer MoS2 in two different laboratories. To strengthen and understand our
experimental findings, beyond-DFT calculations were performed. In this appendix chapter,
details of the experimental methods in each lab and the computational details are presented.
This chapter is partially adapted from the Supplement in Reference [Lei20].

D.1 Experimental details
Experiments were performed independently in two different research laboratories in Basel
and Toulouse using devices 1, 2, and 3. The reflectivity spectra of device 1 were recorded
in Basel with the absorption setup described in Section 3.7 using a NA = 0.45 micro-
scope objective. In order to evaluate the differential reflectivity ∆R/R0, we compare the
reflectivity spectrum R obtained from the MoS2 flake at a given electric field Fz with a
reference spectrum R0. Sweeping the gate voltages VTG and VBG so that only the carrier
concentration ntot in the device is varied leads to significantly different reflectivity spectra.
For device 1, we thus extrapolate the reference spectrum R0 from the raw reflectivity
spectrum at a high electron density ntot ≈ 11.5 · 10−12 cm−2, where the oscillator strength
is distributed over a large spectral range [Bac18]. Using Kramers-Kronig relation, the
measured differential reflectivity data ∆R/R0 can be converted into the imaginary part of
the optical susceptibility Im(χ) (see Section 3.5.1 for a more detailed description).

For devices 2 and 3, low temperature reflectance measurements were performed in
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Toulouse in a home-built micro-spectroscopy setup constructed around a closed-cycle,
low vibration attoDry cryostat with a temperature controller (T = 4 K to T = 300 K).
For reflectivity, a halogen lamp with a stabilised power supply is used as a white light
source, initially focused onto a pin-hole that is imaged on the sample. The reflected light
is then dispersed by spectrometer and detected by a Si-CCD camera. Here, the differential
reflectivity is defined as ∆R/R0, where R is the intensity reflection coefficient of the sample
with the MoS2 layers and R0 is obtained from the same structure without the MoS2. Note
that the overall shape and amplitude of the differential reflectivity signal depends on
thin-film interferences in the hBN layers [Rob18].

D.2 Beyond-DFT calculations
In this section, details of the beyond-DFT calculations are presented. The calculations
were by performed by Iann C. Gerber in Toulouse.

D.2.1 Computational details
The atomic structures, the quasi-particle band structures and optical spectra have been
obtained from DFT calculations using the VASP package [Kre93, Kre96]. The plane-
augmented wave scheme [Blo94, Kre99] has been used to treat core electrons. We have
set the lattice parameter value of 3.22 Å for all the runs. A grid of 15×15×1 k-points
has been used, in conjunction with a vacuum height of 21.9 Å, for all the calculation cells.
The geometry’s optimisation process has been performed at the PBE-D3 level [Gri10] in
order to include van der Waals interactions between layers. All the atoms were allowed
to relax with a force convergence criterion below 0.005 eV/Å. Heyd-Scuseria-Ernzerhof
(HSE) hybrid functional [Hey04, Hey05, Pai06] has been used as approximation of the
exchange-correlation electronic term, including SOC, to determine eigenvalues and wave
functions as input for the full-frequency-dependent GW calculations [Shi06] performed at
the G0W0 level. The application of the electric field is done at this step, just before the GW
calculation process, considering that at small/moderate electric field values, its application
is only a small perturbation to the band structures. An energy cutoff of 400 eV and a
Gaussian smearing of 0.05 eV width have been chosen for partial occupancies, when a tight
electronic minimisation tolerance of 10−8 eV was set to determine, with a good precision,
the corresponding derivative of the orbitals with respect to k needed in quasi-particle band
structure calculations. The total number of states included in the GW procedure is set to
1280, in conjunction with an energy cutoff of 100 eV for the response function, after a careful
check of the direct band gap convergence (smaller than 0.1 eV as a function of k-points
sampling). Band structures have been obtained after a Wannier interpolation procedure
performed by the WANNIER90 program [Mos08]. All optical excitonic transitions have
been calculated by solving the Bethe-Salpeter equation [Han79, Roh98], using the twelve
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Figure D.1. Valence and conduction bands shifts induced by an electric field. G0W0 bandstructure of
2H MoS2 bilayer in the vicinity of the K point, without (black lines) and with an applied electric field
Fz = 1 MV/cm value (dashed lines). L1 bands are in red, while L2 bands are depicted in blue.

highest valence bands and the sixteen lowest conduction bands to obtain eigenvalues and
oscillator strengths on all systems. From these calculations, we report the absorbance
values by using the imaginary part of the complex dielectric function. By using such a
computational setting, we obtained a good agreement in terms of A and B peak positions,
as well as oscillator strength values, with the well-converged results of Qiu et al. [Qiu13]
for MoS2 monolayers.

D.2.2 Bandstructure modifications due to the electric field
As can be seen in Figure D.1, moderate electric field application on a free standing 2H
MoS2 bilayer shifts bandstructures from the two distinct layers by decreasing valence bands
and conduction band energies for the layer L1 lying at the highest electrostatic potential
value while L2 bands are upshifted. Mind that similar results were already reported in
previous works using standard DFT calculations only [Ram11, Xia14, Lu17], confirmed
here by our GW series of calculations.

In Figure D.2, the bandstructures of the trilayer case are reported. Interestingly, without
electric field, L1 and L3 valence bands, more specifically VB and VB−1, are both mixtures
of Mo dxy, dx2−y2 with in-plane S p orbitals coming from both L1 and L3 layers. Thus,
when making transitions implying those states (solid black lines in Figure D.2), holes will
be delocalised over the top and bottom layers at the same time. By suppressing symmetry,
with the application of an electric field, VB and VB−1 become more delocalised on each of
the layers. Since our calculation cell is symmetric in the (Oz) direction, and since L2 is
located in the middle of it, its corresponding electrostatic potential is 0. This explains the
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Figure D.2. Valence and conduction bands shifts induced by an electric field. G0W0 bandstructure
of 2H MoS2 trilayer in the vicinity of K point, without (solid lines) and with an applied electric field
Fz = 1 MV/cm value (dashed lines). L1 bands are in red, L2 bands are blue and L3 band are depicted in
green.

Exciton A IE1 IE2 B

VBL2
↑ → CBL2

↑ VBL2
↑ → CBL1

+1,↑ VBL1
↓ → CBL2

+1,↓ VBL2
−1,↓ → CBL2

+1,↓

0.0 (MV/cm) 5% 13% 13% 17%

VBL1
−1,↑ → CBL2

↑ VBL1
−1,↑ → CBL1

+1,↑ VBL2
−1,↓ → CBL2

+1,↓ VBL1
↓ → CBL2

+1,↓

0.5 (MV/cm) 6% 12% 14% 18%

1.0 (MV/cm) 5% 11% 15% 19%

2.0 (MV/cm) 5% 10% 18% 23%

Table D.1. Decomposition of the oscillator strengths for 2H MoS2 bilayer at the K point. Identification of
the main electron-hole pairs related to the excitonic peaks are indicated in the first line. The percentage of
the second most important contribution to the oscillator strength is given for four different electric field
values, its physical nature is indicated in the second line for Fz = 0 MV/cm. CB and VB denote conduction
band and valence band. L1 and L2 indicate transitions in layer 1 and 2, respectively.

absence of band shifts for the L2 bands.

D.2.3 Decomposition of the excitonic oscillator strength
Bilayer case

From Table D.1, one can see that the A-exciton is not completely of pure intralayer exciton
character, since a small amount (around 5%) of the oscillator strength is coming from the
VB−1 of the other layer. This mixing does not vary with respect to the electric field. Note
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Exciton A:1s L2 A:1s L1, L3 IE∗

VBL2
↓ → CBL2

↓ VBL1,3
↑ → CBL1,3

↑ VBL1,3
↑ → CBL2

+1,↑

0.0 (MV/cm) 6% 4% 10%

VBL3
−1,↓ → CBL2

↓ VBL2
−1,↑ → CBL1,3

↑ VBL2
−1,↑ → CBL2

+1,↑

1.0 (MV/cm) 4% 8% 12%

Exciton IE B:1s L2 B:1s L1, L3

VBL2
↓ → CBL1

+1,↓ VBL2
−1,↑ → CBL2

+1,↑ VBL1,3
−1,↓ → CBL3

+1,↓

0.0 (MV/cm) 18% 13% 40%

VBL2
↓ → CBL3

+1,↓ VBL1
↑ → CBL2

+1,↑ VBL3,1
−1,↓ → CBL3

+1,↓

1.0 (MV/cm) 12% 10% 23%

Table D.2. Decomposition of the oscillator strengths for 2H MoS2 trilayer at the K point without electric
field. Identification of the two main electron-hole pairs related to excitonic peaks and percentage of the
second contribution to the total oscillator strength.

that no delocalisation of the electron is observed, as expected in this case, due to symmetry
of the conduction band dz2 nature [Gon13, Aka15, Kor15]. Interestingly, for the B-peak,
originating mainly from VBL1

−1,↑ → CBL1
+1,↑ and VBL2

−1,↑ → CBL2
+1,↑ transitions, the interlayer

contributions (VBL2
↑ → CBL1

+1,↑ and VBL1
↓ → CBL2

+1,↓) are already large for zero electric
field and increase with enhanced electric field values. This means that the delocalisation of
the hole, even in the B-excitons, becomes more pronounced with electric field. In contrast,
the intralayer contribution to IE1 tends to decrease with increasing electric field, while it
increases for IE2, explaining the anticrossing regime observed between IE2 and B lines.

Trilayer case

In Table D.2, the percentages of the second main electron-hole pair contribution to the first
excitonic peaks are given for the trilayer case in the absence of an electric field. A-peaks
are related to two different transitions, namely A:1s L2 and A:1s L1, L3, as can be observed
from magneto-optics measurements, reported previously [Ger19]. The contribution from
the other layers to these oscillator strengths remains modest. The IE∗ peak clearly results
from interlayer transitions, in which the electron lies in L2, while the hole is delocalised
over L1 and L3 (mediated by a small amount of intralayer L2 coupling with good spin
parity). For IE, the hole is almost exclusively in L2. It couples with an electron largely
localised in L1 and in lesser extent in L3. A first B-like exciton (B:1s L2), composed of
the corresponding L2 VB and CBs, appears in the spectrum with a small contribution
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from delocalised holes over L1,3. Additional B-like transitions (B:1s L1, L3), implying L1

and L3 VBs and CBs, also contribute to the spectrum. The effect of the electric field
on the oscillator strength is also provided for an electric field value of Fz = 1.0 MV/cm.
Interestingly, only IE∗ and B:1s L2 show significant changes in their transition composition:
For both of them the intralayer contribution is reinforced by the application of the electric
field, mainly due to the degeneracy lift of L1 and L3 VBs.



AppendixE
Supplemental information to Chapter 6:
“Capacitively and inductively coupled
excitons in bilayer MoS2”

In Chapter 6, we studied the intralayer and interlayer exciton coupling in homobilayer
MoS2. Section E.1 derives the exciton-exciton coupling model in detail and discusses its
consequences. The measurement data processing routines are described in Section E.2.
Finally, the computational details of the GW+BSE calculations are presented in Section E.3.
This chapter is partially adapted from the Supplement in Reference [Spo22].

E.1 Exciton-exciton coupling model
The excitonic couplings are modelled as the coupling of two driven oscillating optical
dipoles. The dipole oscillation can be described by the oscillation of the dipole extension
r⃗ or by the oscillation of the charge q⃗. One can think of two frameworks which provide
a classical analogue. In a mechanical system, two masses represent the dipoles, a spring
represents the coupling. In an electrical system, two RLC circuits represent the dipoles, an
impedance (either capacitor or inductor) represents the coupling. Both, the mechanical
and the electrical system, can be described by equivalent equations of motion as shown
below.

E.1.1 Equations of motion
First, we look at a mechanical system. We consider two driven and damped harmonic
oscillators with a mass m1 and m2 and a spring constant of k1 = k and k2 = k + ∆k,
respectively. The term ∆k allows for the detuning of one oscillator with respect to the
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 F1

 x1

 F2

 x2

m1 m2

k k+Δk

Figure E.1. Sketch of two masses m1 and m2 coupled by a spring with spring constant κ. m1 has a spring
constant of k, m2 has a tunable spring constant of k + ∆k. Each mass is driven by an external force F⃗1,2

with different amplitudes. x⃗1,2 describe the displacements of each mass.

other. The two oscillators are coupled by a spring with spring constant κ. The damping
of each oscillator is described by γ1 and γ2. The oscillators are externally driven by the
forces F⃗1 and F⃗2, respectively. A sketch of the mechanical system is shown in Figure E.1.

In the mechanical system, an oscillating force F⃗1,2 induces a displacement x⃗1,2 of the
two masses m1,2. For the following derivation, we assume m1 = m2 = m and take
F⃗1,2 = F1,2E⃗0 Re(eiωt). F1,2 is the mechanical oscillator strength of each mass. The matrix
form of the equations of motion for this system is

d2

dt2 + γ1
d

dt
+ k + κ

m
− κ

m

− κ

m

d2

dt2 + γ2
d

dt
+ k + κ

m
+ ∆k

m




x⃗1

x⃗2

 =


F1
m

E⃗0 Re(eiωt)

F2
m

E⃗0 Re(eiωt)

 :=


L⃗1

L⃗2

 .

(E.1)

E.1.2 Decoupling the equations of motion
For an analytical solution to Equation E.1, we need to transform the equations of motion
into the eigenvector basis. The two eigenmodes r⃗1,2 are given by [Fri14]

x⃗1

x⃗2

 = U−1


r⃗1

r⃗2

 , (E.2)

where the rows of the transformation matrix U are the normalised eigenvectors of the
matrix in Equation E.1. For simplicity, only the non-normalised eigenvectors will be
shown in the following derivation. All calculations and plots shown in this thesis use the
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normalised eigenvectors. The eigenvectors take the form

v⃗1 =


1

−1
2

∆k

κ
+ sgn (∆k)

√
∆k2 + 4κ2

2κ

 and v⃗2 =


+1

2
∆k

κ
− sgn (∆k)

√
∆k2 + 4κ2

2κ

1

 .

(E.3)
Introducing the ratio ρ between the detuning and coupling constant ρ = ∆k

κ , we can write

v⃗1 =


1

−1
2ρ + sgn (ρ)

√
1
4ρ2 + 1

 and v⃗2 =


+1

2ρ − sgn (ρ)
√

1
4ρ2 + 1

1

 . (E.4)

We can write the transformation matrix U as

U =


U11 U12

U21 U22

 =


1 −1

2ρ + sgn (ρ)
√

1
4ρ2 + 1

+1
2ρ − sgn (ρ)

√
1
4ρ2 + 1 1

 . (E.5)

The angular eigenfrequencies of the system are given by

Ω± =

k + κ

m
+ 1

2
∆k

m
∓ 1

2

√(∆k

m

)2
+ 4

(
κ

m

)2
 1

2

. (E.6)

It is important to note that Ω± do not depend on F⃗1,2.
After transforming Equation E.1 with the matrix U, we find two uncoupled differential

equations for each of the eigenmode displacements r⃗1 and r⃗2:(
d2

dt2 + γ1
d

dt
+ Ω2

+

)
r⃗1 = E⃗0

m
(U11F1 + U12F2) Re(eiωt) ,(

d2

dt2 + γ2
d

dt
+ Ω2

−

)
r⃗2 = E⃗0

m
(U21F1 + U22F2) Re(eiωt) . (E.7)
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E.1.3 Frequency response of the coupled masses
Solving Equation E.7 for the eigenmodes r⃗1 and r⃗2 gives

r⃗1 = E⃗0
m

(U11F1 + U12F2)
−ω2 + iγ1ω + Ω2

+
Re(eiωt) ,

r⃗2 = E⃗0
m

(U21F1 + U22F2)
−ω2 + iγ2ω + Ω2

−
Re(eiωt) . (E.8)

The mechanical response f1,2 of each eigenmode is modified as a function of the ratio ρ

through Uij : 
f1

f2

 =


U11F1 + U12F2

U21F1 + U22F2

 . (E.9)

For large detuning compared to the coupling strength (ρ ≫ 1), the mechanical oscillator
strength F1,2 is recovered for each mass:

f1(|∆k| ≫ 1) = F1 , f2(|∆k| ≫ 1) = F2 . (E.10)

For a large positive detuning, the oscillator strengths shown in Equation E.10 are correct.
For a large negative detuning, the oscillator strengths of the eigenmodes are swapped. To
accomodate this problem, we need to change the transformation matrix U upon changing
the sign of the detuning ∆k. Switching the rows in the transformation matrix U yields the
correct oscillator strengths at large negative detuning. The responses at large detuning are
then:

f1(|∆k| ≫ 1) =


F1 , ∆k > 0

F2 , ∆k < 0

,

f2(|∆k| ≫ 1) =


F2 , ∆k > 0

F1 , ∆k < 0

. (E.11)
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The full description of the transformation matrix U is then:

U(∆k > 0) =


U11 U12

U21 U22

 , U(∆k < 0) =


U21 U22

U11 U12

 . (E.12)

E.1.4 Calculation of the dissipated power
The dissipated power P in the system is given by the product of the velocity of the
eigenmodes and the right hand side of the equations of motion, L⃗, in the eigenvector basis:

P (t) = ˙⃗r TUL⃗ . (E.13)

The driving force oscillates as Re(eiωt). Therefore, only the real part of the solution for
r⃗1,2 is relevant. After taking the real part and calculating the derivative of r⃗ in time, we
derive an analytical solution for the time-dependent dissipated power, P . We are interested
in the steady-state solution of P . After averaging the total power P over time, the total
average power ⟨P ⟩ is given by

⟨P ⟩ =1
2

∣∣∣E⃗0
∣∣∣2

m
(U11F1 + U12F2)2 γ1ω2

γ2
1ω2 +

(
Ω2

+ − ω2)2 +

1
2

∣∣∣E⃗0
∣∣∣2

m
(U21F1 + U22F2)2 γ2ω2

γ2
2ω2 +

(
Ω2

− − ω2)2 . (E.14)

The total average power can be seen as the sum of the average power of each of the two
eigenmodes:

⟨P ⟩ = ⟨P+⟩ + ⟨P−⟩ . (E.15)

Assuming that κ ≪ k then k+κ
m ≃ k

m . Using this we can rewrite the term
(
Ω2

± − ω2) =
(Ω± − ω) (Ω± + ω) ≃ (Ω± − ω) 2ω. Inserting this approximation into Equation E.14 yields:

⟨P ⟩ ≃

∣∣∣E⃗0
∣∣∣2

4m
(U11F1 + U12F2)2

1
2γ1(

1
2γ1

)2
+ (Ω+ − ω)2

+

∣∣∣E⃗0
∣∣∣2

4m
(U21F1 + U22F2)2

1
2γ2(

1
2γ2

)2
+ (Ω− − ω)2

. (E.16)
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The average power is the sum of two Lorentzians centred around each of the eigenvalues
Ω±. This is a significant result: the model predicts straightforward lineshapes.

E.1.5 Linking the mechanical system to the optical response of
coupled excitons

The experimental results shown in Chapter 6 study excitonic couplings. Therefore, we
forge an analogy between the mechanical and optical systems. We show that excitonic
coupling can be readily described by the mechanical model assuming a classical description
of the driven excitons.

We model the coupling of inter- and intralayer excitons as two coupled oscillating optical
dipoles driven by an external light field. The optical dipole representing the intralayer
exciton (index 1) has a constant energy of ℏω0. The IE (index 2) is modelled by a dipole
that has a tunable energy through the term ℏ∆ω with a total energy of ℏω0 + ℏ∆ω. The
two dipoles are coupled to each other through a coupling constant κ. The detuning ℏ∆ω

is a linear function of the applied electric field Fz on account of the Stark effect. From
experiments we know that the energy crossing point occurs at Fz ̸= 0. Therefore,

ℏ∆ω = µ (Fz − Fz,0) , (E.17)

where µ is the static dipole moment and Fz,0 is the field at which the two bare energies
match.

From the experiment we know that the sign of µ is positive for IE1 and negative for IE2.
The two dipoles are driven by the external light field E⃗ = E⃗0 Re(eiωt). The force of the
field on the charge e is eE⃗. Each dipole has a different coupling strength F1,2 to the light
field and a dephasing constant γ1,2.

The resulting equations of motion have the same form as the equations of motion of the
mechanical system shown in Equation E.1. Therefore, the calculations and solutions of the
mechanical system also hold for the excitonic system. The eigenenergies of the system are
given by

ℏΩ± ≃ ℏ
(

ω0 + 1
2∆ω

)
∓ 1

2

√
(ℏ∆ω)2 + 4κ2 , (E.18)

assuming ℏω0 + κ ≃ ℏω0, as ℏω0 ≫ κ.
For the eigenvectors, the ratio ρ is in this case defined as ρ = ℏ∆ω

κ . The excitonic
eigenmodes can be written as

r⃗1,2 = eE⃗0
m

(U11,21F1 + U12,22F2)
−ω2 + iγ1,2ω + Ω2

±
. (E.19)
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The result for the eigenmodes r⃗1,2 from Equation E.19 is related to the dipole moment via

p⃗1,2 = er⃗1,2 . (E.20)

So far we have described the response of two individual dipoles coupling to each other. In
practice, an array of dipoles exists in a semiconductor. In a completely classical approach,
the quantum well is treated as a two-dimensional array of optical dipoles [Kar03]. Following
this approach, the linear absorption α(ω) of a quantum well is given by [Kar03]

α(ω) = 2γΓrad
0

(ω0 − ω)2 + (γ + Γrad
0 )2 . (E.21)

The definition of the radiative coupling constant Γrad
0 is

Γrad
0 = 1

4A

e2f

ϵ0cmn
, (E.22)

where f is the oscillator strength, n is the refractive index of the quantum well, c is
the speed of light, and 1/A is the dipole area density. From Equation E.21 we see that
the solution of the quantum well absorption is additionally broadened by Γrad

0 due to
dipole-dipole interactions in the quantum well [Kir06, Kar03].

The absorption of an array of dipoles shown in Equation E.21 has a similar form as the
equation for the average dissipated power ⟨P ⟩ of two coupled masses in the mechanical
system given in Equation E.16. Both equations are equivalent if we take the experimental
dephasing γ1,2 to be equal to the dephasing of the dipole array γ + Γrad

0 . By comparing
the two equations we find a linear relation between the absorption Im(χ) of two coupled
dipoles and the dissipated power ⟨P ⟩:

Im(χ) = 4e2

Aϵ0cn
∣∣∣E⃗0

∣∣∣2 ⟨P ⟩ . (E.23)

The absorption strength I1,2 of each coupled optical dipole is then dependent on the energy
detuning ℏ∆ω, the coupling κ, and the oscillator strengths F1,2. For all calculations, the

prefactor 4ℏe2

Aϵ0cmn
is set to 1 eV. I1,2 is given by


I1

I2

 =


(U11F1 + U12F2)2

(U21F1 + U22F2)2

 eV . (E.24)
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The absorption is then modelled as

Im(χ) = I1
1
2ℏγ1

(1
2ℏγ1)2 + (ℏΩ+ − ℏω)2 + I2

1
2ℏγ2

(1
2ℏγ2)2 + (ℏΩ− − ℏω)2 . (E.25)

E.1.6 Complex coupling constant
The excitonic coupling model can be generalised by allowing for the coupling constant to
be complex. We write the complex coupling constant κ as

κ = |κ| eiϕ , (E.26)

where |κ| is the magnitude and ϕ is the phase.
We plug κ into the equations of motion and follow the derivation from Subsection E.1.1

to Subsection E.1.4. For a complex coupling constant, the ratio ρ = ∆k
|κ| . Therefore, the

complex matrix elements of Ũ that are not equal to one become

Ũ12,21 = ∓1
2

ρ

eiϕ
± sgn (ρ)

eiϕ

√
1
4ρ2 + 1 . (E.27)

We find that the multiplication of the matrix elements of Ũ that are not equal to one with
the oscillating part of the driving force yields a phase shift of the oscillating term:

Ũ12,21 Re(eiωt) =
(

∓1
2ρ ± sgn(ρ)

√
1
4ρ2 + 1

)
cos (ωt − ϕ)

= U12,21 cos (ωt − ϕ) . (E.28)

After decoupling the equations of motion, the phase ϕ shifts the phase of the response
to the driving force by the same phase. More specifically, the phase shift only affects the
response term that is multiplied by the non-unity matrix elements of Ũ.

The dissipated power is calculated in the same way as in Equation E.13. We can write
the terms depending on the elements of Ũ and F as

(U11,22F1,2 cos (ωt) + U12,21F2,1 cos (ωt − ϕ))2 . (E.29)

Time-averaging the mixed term of F1 and F2 yields

⟨cos (ωt) cos (ωt − ϕ)⟩ = ω

2π

∫ 2π
ω

0
cos (ωt) cos (ωt − ϕ) dt

= cos ϕ

2 . (E.30)

Using these results we can rewrite the absorption strength I1,2 of each coupled optical
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dipole from Equation E.24 for a complex coupling constant as
I1

I2

 =


(U11F1)2 + (U12F2)2 + 2U11U12F1F2 cos ϕ

(U21F1)2 + (U22F2)2 + 2U21U22F1F2 cos ϕ

 eV. (E.31)

The mixed terms depend on the cosine of the phase ϕ.

E.1.7 Quadratic Stark shift of the A-exciton
The quadratic shift of the A-exciton is included in the model when fitting the IE-A coupling
in the main text. This is carried out by adding the term −βzF 2

z to the uncoupled energy
of the optical dipole 1 representing the A-exciton with βz being the excitonic polarisability.
Then, the eigenenergies have an additional term depending on the quadratic energy shift
of the optical dipole 1 (A-exciton). The eigenenergies are

ℏΩ± = ℏω0 − 1
2βzF 2

z + 1
2ℏ∆ω ∓ 1

2

√
(ℏ∆ω)2 + 4κ2 + 2 (βzF 2

z )2 + 2βzF 2
z ℏ∆ω . (E.32)

The matrix elements of Ũ that are not equal to one become

Ũ12,21 =

∓1
2

βzF 2
z

κ
∓ 1

2ρ ± sgn (ρ)

√
1 + 1

4ρ2 + 1
4

(
βzF 2

z

κ

)2
+ 1

2
βzF 2

z

κ
ρ

 e−iϕ . (E.33)

E.1.8 Semi-classical frequency response and absorption of excitons
in a semiconductor

In a semi-classical description, the coupling of a dipole to a light field is described by a
quantity called the oscillator strength f . The oscillator strength is proportional to the
expectation value of the dipole operator squared |⟨ϕn |p⃗| ϕ0⟩|2 [CT05, Kli12]. Usually f is
a sum over all n resonances of the oscillator. In the following we will only consider the
ground state transition from state |ϕ0⟩ to state |ϕ1⟩ with a resonance angular frequency
ω0. The oscillator strength f is defined as [CT05, Kli12]

f = 2mω0
ℏ

|⟨ϕ1 |r⃗| ϕ0⟩|2 = 2mω0
ℏe2 |⟨ϕ1 |p⃗| ϕ0⟩|2 . (E.34)

Then the semi-classical solution for the response of an oscillating dipole with a dephasing
rate Γ can be written as [Kar03, Kli12]

r⃗ = eE⃗0
m

f

ω2
0 − ω2 − iΓω

. (E.35)
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In the linear optical regime, the optical susceptibility χ(ω) relates the probe field E⃗ to
the probe-induced macroscopic polarisation P (ω) [Kir06]:

P (ω) = ϵ0χ(ω)E⃗ . (E.36)

The Coulomb interaction between charges (exciton effects and screening) needs to be
considered for a quantum mechanical description of the optical response of semicondcutors.
These effects are described by the so-called semiconducting Bloch equations (SBEs) [Lin88,
Kli12]. The SBEs are a set of coupled equations that include the microscopic polarisation
Pk as well as electron and hole distributions [Hau09]. The index k describes the momentum
dependence of the charge carriers. The microscopic polarisation is related to the macroscopic
polarisation as follows [Koc06]:

P (ω) = |⟨ϕc |p⃗| ϕv⟩|
∑

k

Pk , (E.37)

where the indices c and v stand for valence and conduction band, respectively.
For a classical light field, the optical response of the semiconductor can be calculated

by linking the SBEs to Maxwell’s wave equation (MSBE) [Kir06]. One can calculate the
macroscopic polarisation as [Koc06]

P (ω) = 2 |⟨ϕc |p⃗| ϕv⟩|2
∑

α

|Ψα(r = 0)|2

ℏωα − ℏω − iℏγα
E⃗ , (E.38)

where Ψα is the excitonic wavefunction, ωα is the excitonic resonance angular frequency,
and γα is the polarisation dephasing rate. We now consider the excitonic ground state Ψ0

and rewrite Equation E.38 with the definition of the oscillator strength f in Equation E.34
to:

P (ω) = e2E⃗

m

f

ω2
0 − ω2 − iγω

. (E.39)

Remarkably, the result for the macroscopic polarisation following the SBEs is the same as
the result for the polarisation of an optical dipole driven by an oscillating field, compare
Equation E.39 with Equation E.19 and Equation E.35.

M. Kira and S. W. Koch calculate the linear absorption α(ω) of a quantum well following
the MSBEs [Kir06]. Their result for the absorption is the same as the absorption of an
array of oscillating dipoles in a two-dimensional plane derived in a classical way shown in
Equation E.21 [Kar03].
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Z1 Z2
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>0
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Lc

Figure E.2. Sketch of two RLC circuits coupled by a shared impedance Zc. For a purely capacitive
(inductive) coupling the coupling strength κ is positive (negative).

E.1.9 Coupled RLC circuits
Applying the coupling model to the two experimentally observed excitonic couplings yields
a positive coupling constant for the IE-B coupling and a negative coupling constant for the
IE-A coupling (see discussion in Chapter 6). A negative coupling constant in a mechanical
framework is of course counter-intuitive. Therefore, we will look at an alternative, an
electrical system consisting of two coupled RLC circuits (see Figure E.2).

First, we derive the equation of motion of a single RLC circuit. The complex impedance
of a RLC circuit is given as

Z = 1
iωC

+ R + iωL , (E.40)

where C is the capacitance, R is the resistance, and L is the inductance.
The voltage can be related to the current I as

V = ZI . (E.41)

The current is equal to the change of the charge q on the capacitor in time:

I = dq

dt
. (E.42)

We take the voltage driving the circuit as

V = V0 Re(eiωt) (E.43)

and the corresponding charge as
q = q0 Re(eiωt). (E.44)
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We then calculate the equation of motion of the RLC circuit:

V = Z
dq

dt

V0 Re(eiωt) =
( 1

iωC
+ R + iωL

)
iωq0 Re(eiωt)

V0 =
( 1

C
+ iωR − ω2L

)
q0 . (E.45)

Equation E.45 can be directly compared to the equation of motion of a mechanical
oscillator system:

F =
(
k + imωγ − ω2m

)
x . (E.46)

The inductance L corresponds to the mass m, the term R

L
corresponds to the damping γ,

and the inverse of the capacitance 1
C

corresponds to the spring constant k. Alternatively
we can write Equation E.45 as

V

L
= d2q

dt2 + R

L

dq

dt
+ 1

LC
q . (E.47)

Next, we look at two RLC circuits coupled together by a shared impedance Zc (see
Figure E.2). Both circuits are driven by an AC voltage with different magnitude but with
the same angular frequency and phase. We consider two distinct cases: Zc is either a
capacitor or an inductor. Let us take Zc = 1

iωCc
first. One can then write the equations

of motion as:

V1 = L1
d2q1
dt2 + R1

dq1
dt

+ 1
C1,tot

q1 − 1
Cc

q2 , (E.48)

V2 = L2
d2q2
dt2 + R2

dq2
dt

+ 1
C2,tot

q1 − 1
Cc

q1 , (E.49)

with C1,tot = C1Cc

C1 + Cc
and C2,tot = C2Cc

C2 + Cc
being the series capacitance of C1,2 and Cc.

The matrix form of this coupling is:
V1

V2

 =


−ω2L1 + iωR1 + 1

C1,tot
− 1

Cc

− 1
Cc

−ω2L2 + iωR2 + 1
C2,tot




q1

q2

 . (E.50)

We define the sign of the electrical coupling in the same way as for the mechanical system
shown in Equation E.1. For a capacitive coupling of the two RLC circuits, the coupling
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Figure E.3. Colour-maps of the calculated absorption Im(χ) of (a) the IE-B and (b) the IE-A coupling as a
function of electric field according to Equation E.25. The calculated absorption maps correspond directly
to the measurements shown in Figure 6.2a and Figure 6.2b, respectively. (c) Same colour-map as in (b)
with the coupling κ set to zero. The used parameters are the same as extracted from fits to the data shown
in Figure 6.4. The parameters are summarised in Table 6.1. The three colour-maps are interpolated to first
order.

constant is positive. This means the IE-B coupling can be seen as a capacitive coupling.
Next, Zc is set to iωLc. The matrix form of the equations of motion can be written as:

V1

V2

 =


−ω2 (L1 + Lc) + iωR1 + 1

C1
ω2Lc

ω2Lc −ω2 (L2 + Lc) + iωR2 + 1
C2




q1

q2

 . (E.51)

For an inductive coupling of the two circuits, the coupling constant is negative. The IE-A
coupling can be described as an inductive coupling.

E.1.10 Zero coupling case
Figure E.3a and Figure E.3b show the calculated absorption spectra for the IE-B and IE-A
coupling corresponding to the measurement regions shown in Fig 6.2. The calculated maps
reproduce the experimental data quite well.

Our model also allows us to calculate the absorption spectra for zero coupling. In
this case, the off-diagonal elements in the equations of motion in Equation E.1 are zero.
Following the analysis, all terms with κ are set to zero. The absorption strength I1,2 of each
resonance is then only governed by the respective oscillator strength F1,2. Figure E.3c shows
the calculated absorption spectra for the IE-A coupling for κ = 0. In the experiment, the
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Figure E.4. (a) Plot of the energy detuning ℏ∆ω of the maximum/minimum absorption strength due to
constructive/destructive interference in each eigenmode as a function of the coupling strength κ. For the
calculation of the absorption strengths according to Equation E.31, the parameters for the IE-A coupling
shown in Table 6.1 are used. The electric field offset Fz,0 and the polarisability βz are set to zero. The
black line is a linear fit to the data and yields a slope of ρ = 5.0 for F1/F2 = 5.159. (b) Plot of the slope ρ

as fitted in (a) for varying oscillator strength ratios F1/F2. For a negative dipole moment µ (IE-B), the
sign of the slopes is flipped.

IE-resonance is strong on the high-energy side of the A-exciton, while it is weak on the low-
energy side. For zero coupling, this interference effect vanishes and the absorption strength
of the IE is constant and symmetric with respect to the A-exciton energy. Therefore,
the coupling between IE and A is necessary to reproduce the experimentally observed
absorption strength.

E.1.11 Experimental observability of interference effects
The effects of the constructive and destructive interference depend strongly on the cou-
pling phase ϕ in the mixed term in Equation E.31. Complete constructive (destructive)
interference occurs only for a phase of exactly 0 or π. The more the phase is different from
0 or π, the less apparent is the effect of the interference. This allows us to estimate an
error for the fitted phase. The destructive interference of the IE below the A-exciton is
best captured for a phase of ϕ = π ± 0.3. We take the same error for the coupling phase of
the IE-B coupling.

Next, we look at the influence of the coupling strength and the oscillator strength ratio
on the constructive/destructive interference. Figure E.4a shows the energy detuning ℏ∆ω

of the maximum/minimum intensity due to constructive/destructive interference in each
eigenmode for various coupling strength values κ. The sign of κ is the same as the sign
of the detuning ℏ∆ω needed to reach the extrema. A larger absolute value for κ shifts
the absorption strength extrema towards larger detuning. Additionally, the construc-
tively/destructively interfered absorption strengths are spread over a larger detuning range
for larger coupling strengths. Let’s turn to the large positive coupling strength of the IE-B
coupling with κ = 35.8 meV. The effect of the constructive/destructive interference would
only be visible at a high detuning of roughly −175 meV =̂ − 5 MV/cm (see Figure E.4a
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Figure E.5. (a) Plot of the energy detuning ℏ∆ω of the equal absorption strength point, I1 = I2, as a function
of the coupling strength κ. For the calculation of the absorption strengths according to Equation E.31,
the parameters for the IE-A coupling shown in Table 6.1 are used. The electric field offset Fz,0 and the
polarisability βz are set to zero. The black line is a linear fit to the data and yields a slope of ρ = −0.81 for
F1/F2 = 5.159. (b) Plot of the slope ρ where I1 = I2 as a function of the oscillator strength ratio F1/F2.
For a negative dipole moment µ (IE-B), the sign of the slopes is flipped.

and Figure E.6 top row). Reaching such high electric fields is experimentally not feasible.
The dependence of the detuning position of the extreme points on κ is fitted with a

linear function yielding a slope of ρ = 5.0 for F1/F2 = 5.159. Figure E.4b shows the slope
values as a function of the oscillator strength ratio F1/F2. For a large imbalance between
F1 and F2, the slopes increase. This means that even for a small κ the detuning needed to
reach the extrema is quite large (compare vertical dashed green lines in Figure E.6 top row).
Towards F1/F2 = 1 the slopes approach zero. A smaller imbalance of F1 and F2 pushes
the extrema towards zero detuning (compare vertical dashed green lines in Figure E.6 top
and bottom row). From an experimental point of view, the interplay between coupling
strength and oscillator strengths is important for the constructive/destructive interferences
to be visible for reasonable experimental parameters (compare Figure E.6).

E.1.12 Equal absorption strength point
According to Equation E.31 we calculate numerically the equal absorption strength point
of the two coupled resonances (I1 = I2). The calculations based on the model predict that
the equal absorption strength point is detuned from the crossing point of the uncoupled
energy levels. Figure E.5a plots the detuning ℏ∆ω needed to reach the equal intensity
point for a certain coupling constant κ: the smaller |κ|, the lower the detuning of the equal
absorption strength point. A linear fit to the calculated data yields a slope of ρ = −0.81
for F1/F2 = 5.159 where the condition I1 = I2 is fulfilled. The influence of the oscillator
strength ratio on the ratio ρ is shown in Figure E.5b. Increasing (decreasing) the oscillator
strength imbalance decreases (increases) the ratio ρ. This means that a larger imbalance
of the oscillator strengths pushes the equal intensity point towards the uncoupled energy
crossing point (compare vertical dashed purple lines in Figure E.6 top and bottom row).
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Figure E.6. Colour-map of the calculated absorption Im(χ) of an excitonic coupling as a function of energy
detuning ℏ∆ω with negative coupling according to Equation E.25. The left (right) column calculation
uses a small (large) coupling κ = −3.18 meV (κ = −35.8 meV). The top (bottom) row calculation uses a
large (small) imbalance of the oscillator strengths F1/F2 = 10 (F1/F2 = 1.07). F1 is set to the A-exciton
oscillator strength in table 6.1. The electric field offset Fz,0 and the polarisability βz are set to zero. The
other parameters used are from the IE-A coupling shown in Table 6.1. The vertical dashed green line
indicates the detuning where the absorption strength I1 vanishes due to the destructive interference in
eigenmode 1; the absorption strength I2 is maximised due to the constructive interference (see Figure E.4).
The vertical dashed purple line indicates the detuning where the absorption strengths I1 and I2 are
identical (see Figure E.5). For a large κ (right column), the extrema (top) and the equal absorption
strength point (bottom) lie outside of the depicted detuning range. The extrema (right column, top) are
shifted to ℏ∆ω ≪ −1000 meV; the equal absorption strength point (right column, bottom) is shifted to
ℏ∆ω = 1000 meV. All colour-maps are interpolated to first order.

E.2 Measurement data processing
An overview for the data processing steps for a typical IE-B spectrum is shown in Figure E.7.
The raw reflected signal R and the reference reflectivity spectrum R0 are used to calculate
the differential reflectivity ∆R/R0 (see Figure E.7a and Figure E.7b). The differential
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Figure E.7. Data processing overview for a typical IE-B spectrum at Fz = −2.05 MV/cm. (a) Raw
reflection spectrum R, and reference spectrum R0 at a large electron density. (b) Differential reflectivity
(R − R0)/R0 = ∆R/R0. (c) Imaginary part of the optical susceptibility obtained from the spectrum in (b)
using a Kramers-Kronig relationship. The spectrum is fitted by the sum of three Gaussians. The vertical
dashed lines highlight the peak position of each excitonic resonance. (d) Substraction of the uncoupled BL1

exciton peak, the grey Gaussian in (c).

reflectivity is then converted into the imaginary part of the optical susceptibility Im(χ)
which determines the absorption (see Figure E.7c). The conversion is carried out by using a
Kramers-Kronig relation that expresses Im(χ) as a function of ∆R/R0 (see Section 3.5.1).

The measured absorption spectra in Main Figure 2a-c are shown without the uncoupled
BL1 and AL2 exciton peaks. The raw data of those three measurements are shown in
Figure E.8. Each spectrum is fitted by a sum of three Gaussians. First, the removal
procedure of the BL1 in Figure E.8a and Figure E.8b is described. The linewidth and
amplitude of the substracted BL1 exciton at all electric fields is set to the fitted values
at the highest electric field. The energy of the BL1 exciton for the scan in Figure E.8a
(Figure E.8b) is taken as the fitted values until −0.90 MV/cm (−1.39 MV/cm) and from
then on taken as constant. The BL1 exciton is then removed with these fitting parameters
(see Figure E.7d).

Second, the substraction of the AL2 exciton in Figure E.8b and Figure E.8c is discussed.
The linewidth and amplitude of the substracted AL2 exciton at all electric fields is set to
the fitted values at zero electric field. The energy is taken to be the fitted zero-field energy
modified by the quadratic Stark shift for finite fields. The polarisability is set to the value
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Figure E.8. Measured absorption (σ+ polarisation) of homobilayer MoS2 as a function of applied electric
field Fz (b) over the whole studied excitonic region, (a) centred around the B-exciton, and (c) centred
around the A-exciton. The measurements were carried out at T = 4.2 K and Bz = 9 T. These are the
same measurements as shown in Main Figure 2a-c without the subtraction of the uncoupled BL1 and AL2

excitons. (d,e) Two example spectra of (d) the IE-B coupling shown in (c) and (e) the IE-A coupling shown
in (a). Each spectrum is fitted by a sum of three Gaussians. The grey Gaussian in the left spectrum in (d)
corresponds to the uncoupled BL1. The absorption in (c) and (e) is scaled logarithmically.

extracted from the coupled dipole model shown in Table 6.1.
The exciton energies and peak areas shown in Figure 6.2 are extracted from the unmodified

measured absorption spectra shown in Figure E.8a and Figure E.8c. The fitting routines
yielding the energies and peak areas are described. The IE-A coupling shown in Figure E.8c
is fitted as the sum of three Gaussians where the two Gaussians describing the A-excitons
in each layer are set to the same energy and intensity (see Figure E.8e). This is a reasonable
assumption if the spectra are energetically far away from the energy crossing point compared
to the coupling strength. For the IE-B measurement shown in Figure E.8a, spectra at
electric fields higher than −0.81 MV/cm are fitted by a sum of three independent Gaussians
while for lower electric fields the two B-excitons in each layer are set to the same energy
and intensity for reasonable fitting results (see Figure E.8d).
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E.3 Computational details of the GW+BSE calculations ∗

The atomic structures, the quasi-particle band structures, and the optical spectra were
obtained using the VASP package [Kre93, Kre96]. Core electrons were treated by the
plane-augmented wave scheme [Blo94, Kre99]. A lattice parameter value of 3.22 Å was
set for all calculation runs. For all the calculation cells, a grid of 15×15×1 k-points was
used together with a vacuum height of 21.9 Å. Van der Waals interactions between the
layers were included by perfoming the geometry’s optimisation process at the PBE-D3
level [Gri10]. All atoms were allowed to relax with a force convergence criterion below 0.005
eV/Å. A Heyd-Scuseria-Ernzerhof (HSE) hybrid functional [Hey04, Hey05, Pai06] was
used as an approximation of the exchange-correlation electronic term, including spin-orbit
coupling (SOC). It was used to determine the eigenvalues and wave functions as an input for
the full-frequency-dependent GW calculations [Shi06] performed at the G0W0 level. The
electric field was applied at this step, just before GW calculation process. Its application
was only a small perturbation to the band structures, considering small/moderate electric
field values. For partial occupancies, an energy cutoff of 400 eV and a gaussian smearing
of 0.05 eV width were chosen. A tight electronic minimisation tolerance of 10−8 eV was
set to determine the corresponding derivative of the orbitals with respect to k needed
in quasi-particle band structure calculations with a good precision. The direct band
gap convergence was carefully checked (smaller than 0.1 eV as a function of k-points
sampling). Afterwards, the total number of states included in the GW procedure was set
to 1280 together with an energy cutoff of 100 eV for the response function. A Wannier
interpolation procedure performed by the WANNIER90 program [Mos08] was used to
obtain the band structures. All optical excitonic transitions were calculated by solving
the Bethe-Salpeter Equation [Han79, Roh98]. The twelve highest valence bands and the
sixteen lowest conduction bands were used to obtain eigenvalues and oscillator strengths on
all systems. From these calculations, we use the imaginary part of the complex dielectric
function to construct the absorbance with an artificial broadening of 12 meV.

∗The calculations were by performed by Iann C. Gerber in Toulouse





AppendixF
Supplemental information to Chapter 7:
‘First-order magnetic phase transition
of mobile electrons in monolayer MoS2”

In Chapter 7, we present evidence for a first-order phase transition of itinerant electrons
in monolayer MoS2. In this chapter, we give details on the experimental methods in
Section F.1 and show additional experimental data sets in Section F.2. This chapter is
partially adapted from the Supplement in Reference [Roc20].

F.1 Experimental details
The measurement setup for all measurements on device 1 is slightly different from the
setup described in Section 3.7. The microscope head is the same. However, we cool down
the sample in a variable-temperature insert (VTI) within the same helium bath-cryostat.
Using a VTI allows the temperature to be controlled which is not possible in the standard
inset that we use. With our setup, the sample can reach a temperature as low as T = 1.6 K.
Additionally, a heater mounted just below the sample allows heating the sample. The VTI’s
diameter is smaller than the standard tube so we use a downsized sample cage with smaller
piezo positioners. In the smaller cage, the light is focused to a diffraction-limited spot on
the sample’s surface using a single aspherical lens (NA = 0.7). The PL excitation intensity
is kept low, such that no more than 500 nW reaches the sample. The PL microscope head
is equipped with full polarisation control such that all four polarisation combinations can
be measured. Device 2 is measured at 4.2 T in the setup in Section 3.7.
Upon laser illumination, charges become trapped at defects and at interfaces and screen the
electric field across our capacitor [Ju14, Epp18, Wan10]. A direct consequence is that the
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Figure F.1. The gatesweep procedure. In order to circumvent issues stemming from the photo-doping
effect, the sample is always depleted before electrons are injected. In this way, a given carrier density nj is
reached at a specific gate voltage Vj . The stabilise, measure and deplete durations were 20 s, 1,200 s, and
10 s, respectively.

electron density under the laser spot decreases with laser exposure time. This effect varies
locally as it depends on the exact locations of the defects in the hBN and on the location
of imperfections within the van der Waals heterostructure. The carrier density in the MoS2

monolayer therefore varies locally after a long laser exposure, even within the size of the
focused spot. In these experiments, very low laser powers are used. Nevertheless, even at
these low powers, changes in the measured optical spectra occur on a slow time-scale of an
hour on account of photo-doping. As the acquisition time needed to obtain a full dataset
such as Figure 7.2 in Chapter 7 is around ten hours, the problem of the photo-doping must
be addressed.

In order to circumvent the problem of photo-doping, we sweep our gate voltage in device 1
in a particular way, as depicted in Figure F.1. The MoS2 is always depleted after measuring
at one density and before measuring at the next. This reinitialisation of the charge state
of the monolayer is important as the measurement time at a specific electron density is
then shorter than the time scale of the photo-doping effect. For device 2, we found that
there is no big photo-doping effect for low powers. Hence, measurements on device 2 were
done without the procedure described in Figure F.1.

F.2 Additional photoluminescence data
Here, additional PL data obtained on the monolayer MoS2 device 1 are presented. We show
colour-maps of the PL in the absence of magnetic field, Bz = 0.00 T, and at T = 1.6 K;
and at a magnetic field of Bz = 9.00 T and at T = 30 K.
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Figure F.2. Photoluminescence of the gated MoS2 at zero magnetic field and temperature T = 1.6 K.

F.2.1 Photoluminescence without an applied magnetic field
Figure 7.2 in Chapter 7 presents colour-maps of the PL as a function of the electron
concentration at an external magnetic field of Bz = 9.00 T and at a temperature of
T = 1.6 K. In Figure F.2, we show PL from the same device, but at Bz = 0.00 T and
T = 1.6 K. No hints of a broken-symmetry phase can be detected in the absence of magnetic
field, as is also the case in the absorption data [Roc19]. However, even at Bz = 0.00 T,
the PL energy jumps abruptly by 15 meV at the electron density nc = 3.0 × 1012 cm−2,
as at Bz = 9.00 T. This similarity in the PL at Bz = 0.00 T with respect to the PL at
Bz = 9.00 T can be understood in terms of fluctuations. In the absence of a magnetic field,
the spin-up and the spin-down polarised states in the ferromagnetic phase are degenerate.
Fluctuations of the sign of the magnetisation on length scales smaller than the focus of our
laser spot and on time scales smaller than the integration time of the experiment prevent us
from detecting one of these phases. Both spin-up and spin-down phases contribute equally
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Figure F.3. Photoluminescence of the gated MoS2 at magnetic field Bz = 9.00 T and temperature T = 30 K.

to the PL signal. Nevertheless, there is an abrupt change in both EPL and EPL − EA at the
critical density. This tells us that at Bz = 0.00 T and T = 1.6 K there is still a change in
spin ordering at the critical density, nc. For n < nc, there are strong correlations between
one spin and the next at each moment in time; for n > nc these correlations disappear.

F.2.2 Photoluminescence at elevated temperature
Figure F.3 shows the PL data from monolayer MoS2 device 1, at Bz = 9.00 T but at an
elevated temperature of T = 30 K. The contrast between the two collection polarisations
is less pronounced than that obtained at lower temperature (T = 1.6 K, Figure 7.2 in
Chapter 7). The decrease in polarisation contrast was also observed on absorption data in
monolayer MoS2 [Roc19]. However, at T = 30 K as at T = 1.6 K, a pronounced jump of
15 meV is also observed in the PL on increasing the electron density (Figure F.3). In the
light of fluctuations, as discussed in Section F.2.1, the decrease in circular dichroism without
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Figure F.4. (a) EPL − EA, (b) PL polarisation transfer, at Bz = 0.00 T and T = 1.6 K. (c) EPL − EA, (d)
PL polarisation transfer, at Bz = 9.00 T and T = 30 K.

a deep change in the optical spectrum is understood in terms of fluctuations. Application
of a magnetic field Bz = 9.00 T at T = 1.6 K stabilises the spin in the ferromagnetic
phase: fluctuations from one spin-state to the other become rare. At Bz = 9.00 T but
at T = 30 K, there are thermally driven fluctuations from one spin-state to the other.
Nevertheless, the PL spectrum tells us that the phase transition still exists: there are
strong local spin-correlations for n < nc; but no spin-correlations for n > nc. We anticipate
that application of a larger magnetic field would stabilise the spin in the ferromagnetic
phase for n > nc.

Both data-sets (Bz = 0.00 T, T = 1.6 K; Bz = 9.00 T, T = 30 K) can be analysed in
the same way as the Bz = 9.00 T, T = 1.6 K data-set, i.e. in terms of EPL − EA and the
PL polarisation transfer. The results are shown in Figure F.4.

F.2.3 Absorption measurement
The absorption measurements were carried out as in Roch et al. [Roc19]. The differential
reflectivity is recorded using extremely weak, broadband illumination. The optical sus-
ceptibility is determined from the differential reflectivity. The trion and Q-peak spectral
positions were determined by fitting the spectral resonances to a Lorentzian function. This
procedure determines the energy of the absorption resonance, EA.
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