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Summary 
This thesis provides insights and recommendations on some of the most crucial elements 

necessary for an effective, legally and ethically sound implementation of precision health 

approaches in the Swiss context (and beyond), specifically for precision medicine and precision 

public health. In this regard, this thesis recognizes the centrality of data in these two 

abovementioned domains, and the ethical and scientific imperative of ensuring the widespread 

and responsible sharing of high quality health data between the numerous stakeholders involved 

in healthcare, public health and associated research domains. It also recognizes the need to 

protect not only the interests of data subjects but also those of data processors. Indeed, it is only 

through a comprehensive assessment of the needs and expectations of each and every one 

regarding data sharing activities that sustainable solutions to known ethical and scientific 

conundrums can be devised and implemented. In addition, the included chapters in this thesis 

emphasize recommending solutions that could be convincingly applied to real world problems, 

with the ultimate objective of having a concrete impact on clinical and public health practice 

and policies, including research activities. Indeed, the strengths of this thesis reside in a careful 

and in-depth interdisciplinary assessment of the different issues at stake in precision health 

approaches, with the elaboration of the least disruptive solutions (as far as possible) and 

recommendations for an easy evaluation and subsequent adoption by relevant stakeholders 

active in these two domains.  

This thesis has three main objectives, namely (i) to investigate and identify factors influencing 

the processing of health data in the Swiss context and suggest some potential solutions and 

recommendations. A better understanding of these factors is paramount for an effective 

implementation of precision health approaches given their strong dependence on high quality 

and easily accessible health datasets; (ii) to identify and explore the ethical, legal and social 

issues (ELSI) of innovative participatory disease surveillance systems – also falling under 

precision health approaches – and how research ethics are coping within this field. In addition, 

this thesis aims to strengthen the ethical approaches currently used to cater for these ELSIs by 

providing a robust ethical framework; and lastly, (iii) to investigate how precision health 

approaches might not be able to achieve their social justice and health equity goals, if the impact 

of structural racism on these initiatives is not given due consideration. After a careful 

assessment, this thesis provides recommendations and potential actions that could help these 

precision health approaches adhere to their social justice and health equity goals. 
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This thesis has investigated these three main objectives using both empirical and theoretical 

research methods. The empirical branch consists of systematic and scoping reviews, both 

adhering to the PRISMA1 guidelines, and two interview-based studies carried out with Swiss 

expert stakeholders. The theoretical branch consists of three chapters, each addressing 

important aspects concerning precision health approaches.  

Thesis outline 
This thesis is composed of the following chapters. 

Chapter 1: This chapter provides an introduction to essential elements forming the foundation 

for the remaining chapters of this thesis. It covers the broad topic of health data and their 

specific properties that make them different from industrial data with reference to their high 

complexity and information density. It also highlights the importance of having both Big Data 

and Small Data approaches for precision health approaches, and the often-necessary use of 

artificial intelligence tools (such as machine learning) for Big Data experiments to make sense 

out of Big Data. In addition, it provides an in-depth overview of two precision health 

approaches, namely precision medicine and precision public health, and highlights their ethical 

challenges.  

Chapter 2: This chapter provides the overall research objectives of this thesis and explained the 

different methodologies used to answer them in the chapters 3 to 9. The different steps of the 

research process for this PhD work are explained. The author contributions are also discussed. 

Chapter 3: This chapter investigates and compares the different types of barriers and facilitators 

influencing the processing of health data in Danish and Swiss projects through a systematic 

review of the literature. Success mechanisms in Denmark are also analyzed and their potential 

implementation in the Swiss context assessed. 

Chapter 4: This chapter investigates, through an interview-based study, systemic factors 

influencing the fair sharing of health data from the perspectives of Swiss expert stakeholders. 

For this chapter, a theoretical thematic analysis was carried out to identify themes and 

subthemes pertinent to the objectives of this study. 

Chapter 5: This chapter also investigates, through an interview-based study, the individual 

notions of fair data sharing from the perspectives of Swiss expert stakeholders. A theoretical 

thematic analysis was also performed to identify themes and subthemes that hinted to the 

                                                           
1 Acronym for: Preferred Reporting Items for Systematic Reviews and Meta-Analyses 
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fairness of the data access negotiation process between the original data collectors and data 

recipients. A distributive justice lens was used to provide the overall analytical framework for 

this study.  

Chapter 6: This chapter investigates, through a systematic scoping review, how different 

country-specific platforms of the Influenzanet consortium – a participatory syndromic 

surveillance system for influenza-like illness – have implemented research ethics components.  

It then highlights the need and suggests ways to harmonize ethical approaches to the ELSIs 

identified, in order to prevent future obstacles to collaboration opportunities between the 

different platforms with regard to the evolving data protection landscape at the European level.  

Chapter 7: This theoretical chapter investigates in-depth the different ELSIs identified in the 

disease surveillance platforms of the Influenzanet Consortium, and provides recommendations 

to strengthen their ethical approaches. Different components are addressed such as the 

electronic consent procedures, the need to protect the privacy of participants, the need to cater 

for justice issues and lastly, the need for research ethics committees to develop the necessary 

expertise and skills to tackle the novel ethical challenges brought by such innovative 

surveillance methods. 

Chapter 8: This theoretical chapter investigates how precision public health approaches, being 

considered as an additional tool to fight the ongoing COVID-19 pandemic, could be influenced 

by structural racism. After an in-depth analysis, recommendations are made to help alleviate 

the impact of the latter to ensure that racial and ethnic minorities are not discriminated in the 

public health response. 

Chapter 9: This debate chapter investigates the impact of structural racism on the data 

ecosystem of precision medicine initiatives, and forecasts that its deleterious effects, in terms 

of suboptimal access, low quality of care and biased deliverables, are going to be reinforced 

over time due to the iterative data exchange occurring between research and clinical sectors 

through learning healthcare systems. Thereafter, it provides some potential actions and 

recommendations to mitigate the impact of structural racism at three specific nodes of the data 

cycle in precision medicine initiatives.  

Chapter 10: A general discussion, informed by the previous chapters, addresses the findings 

and practical/policy implications of the empirical and theoretical branches of this thesis in 

chapter 10.  The general limitations of this thesis, its implications for future research and 

conclusions are also provided at the end of this chapter. 
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“In God we trust, all others must bring data” – W. Edwards Deming 
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1.1 Health data: etymology, definition and their specific properties 
The word, data, has its etymological roots from the Latin word, datum, meaning “a fact given 

or granted”, which dates back to the 1640s [1]. It is only in the 1940s that the term got its 

modern connotation – with its relation to the computer science field made explicit – that is, 

“transmissible and storable information by which computer operations are performed” [1]. 

Subsequent terms such as ‘data-processing’, ‘database’ and ‘data-entry’ only came into use in 

1954, 1962 and 1970 respectively [1]. Today, data is defined as, “information, especially facts 

or numbers, collected to be examined and considered and used to help decision-making, or 

information in an electronic form that can be stored and used by a computer” [2]. In this regard, 

since the start of the third industrial revolution in 1969 [3] – aligned with the Information Age 

[4] – digital data have become increasingly pervasive in every sector of our contemporary 

societies. However, the digitalization wave has had different sector-specific penetration rates. 

Indeed, while many sectors have moved into the fourth industrial revolution, with the large 

scale deployment and application of artificial intelligence (AI) tools, the healthcare sector is 

still held in the third one, struggling lately with the widespread adoption of electronic health 

records (EHR) and the early contemplation of AI tools to guide clinical decision-making [5, 6]. 

Before proceeding to the specific characteristics of health data, it is important to define 

precisely the latter. On this matter, Recital 35 of the General Data Protection Regulation 

(GDPR) defines personal data concerning health as: 

“all data pertaining to the health status of a data subject which reveal information 

relating to the past, current or future physical or mental health status of the data subject. 

This includes information about the natural person collected in the course of the 

registration for, or the provision of, health care services as referred to in Directive 

2011/24/EU of the European Parliament and of the Council to that natural person; a 

number, symbol or particular assigned to a natural person to uniquely identify the natural 

person for health purposes; information derived from the testing or examination of a 

body part or bodily substance, including from genetic data and biological samples; and 

any information on, for example, a disease, disability, disease risk, medical history, 

clinical treatment or the physiological or biomedical state of the data subject 

independent of its source, for example from a physician or other health professional, a 

hospital, a medical device or an in vitro diagnostic test” [7]. 

In comparison to industrial data, health data sources are often kept in silos, with high 

information density and complexity, and not easily accessible and shareable due to various 
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constraints (e.g., technical and political, etc.), including a heightened legal scrutiny aimed at 

protecting the privacy of data subjects due to their sensitive nature [8, 9]. Additionally, Shilo, 

Rossman and Segal [10] described seven axes of health or healthcare data, i.e. specific 

quantitative properties with different computational and processing abilities. These axes of any 

health data source include (i) the size of the sample available (i.e. the number of participants), 

whose determinants comprise organizational and financial considerations (some of these are 

discussed in chapters 3 and 5); (ii) the extent to which the phenotyping process has been carried 

out in the dataset, which can include diverse data types such as molecular data, socio-economic 

and demographics data; (iii) the amount and type of data collected at different time points during 

the follow-up period of participants to investigate how health parameters evolved over time, 

which can help in understanding the pathogenesis of diseases; (iv) identifying social 

interactions between data subjects could provide insights on mechanisms underpinning the 

development of certain diseases, such as by comparing with relatives’ data to better understand 

gene-environment interactions; (v) having harmonized and standardized data, that would allow 

the analysis of different datasets simultaneously to answer important research questions, whilst 

at the same time, fostering research collaborations (these problematics are discussed in chapter 

3); (vi) the ability to link datasets to gather information on a specific participant across different 

databases, such as with the help of a unique personal identifier (also discussed in chapter 3); 

(vii) the representativeness and generalizability of a health dataset with regard to the population 

at large (e.g., underrepresentation of racial/ethnic minority groups is a major concern [11], 

which is discussed in chapters 8 and 9) [10]. Each of these seven axes of health data has its own 

set of challenges, and it is therefore necessary to have some trade-offs between them (e.g. the 

depth of phenotyping is lower for EHRs than for biobanks because the latter usually have less 

participants) [10].  

It is also worth noting that the global amount of healthcare data generated for 2020 is projected 

to be 2314 exabytes [12]. In this perspective, the healthcare and public health domains are 

gradually turning into data rich digital environments, with the potential to provide better 

insights on the causality of diseases, including improved, timely, and tailored care and disease 

prevention strategies to individual patients and to the population in general [10, 13]. Such 

advancements in healthcare delivery were partly made possible due to some relatively recent 

legislative reforms backing up the uptake of new health information technologies (e.g. EHRs). 

These were adopted in the interest of public health, whilst improving the cost-effectiveness of 

healthcare institutions. In the United States, this is exemplified by the Health Information 

Technology for Economic and Clinical Health (HITECH) Act [14, 15] and in Switzerland, by 
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the Bundesgesetz über das elektronische Patientendossier2 (EPDG) [16, 17]. Moreover, there 

are other digital sources of health-related data, including contributions from other sectors (e.g., 

social media, web-search queries, wearable activity trackers, etc.), which are advancing 

healthcare and public health [18-20].  

Regardless of the source of the health data considered, the analysis of these datasets can be used 

to either generate transportable knowledge that could potentially benefit other people and 

society at large, through so-called Big Data approaches, or they can be used to predominantly 

and directly benefit the health of the individuals contributing the data, i.e. through Small Data 

approaches [21]. These two concepts are discussed in the following sections. 

1.2 Big and Small Data for Precision Health Approaches 

Big Data in Healthcare and Public Health 

The concept of Big Data was first attributed three defining characteristics by Laney in 2001 (as 

cited in [22]). These characteristics were specifically in terms of volume (i.e. massive datasets), 

velocity (i.e. data generated in real-time or at high speed) and variety (diverse data formats: 

structured, semi-structured and unstructured), commonly referred nowadays to as the three Vs 

of Big Data [22]. Since then, the terminology of Big Data has evolved, with the addition of new 

defining characteristics such as variability, veracity, and value to name a few [23-25]. However, 

as argued by Kitchin and McArdle [22], the concept of Big Data still lacks conceptual clarity. 

In this regard, the authors explored and analyzed twenty-six datasets, considered to be Big Data, 

for known defining characteristics. They determined that two of these allegedly qualifying 

characteristics, notably volume and variety, are not essential elements that datasets need to 

possess in order to be considered as Big Data. In addition, the terminology itself was argued to 

be misleading, influencing the viewing of Big Data mostly in terms of volume, and thereby 

propagating definitional and reductionist misconceptions of what really constitutes Big Data 

[22]. Furthermore, based on their analysis, the authors concluded that two other characteristics, 

namely velocity and exhaustivity (i.e. capturing all elements rather than a sample) were the most 

important distinguishing features that separate Big Data from Small Data [22]. The exclusion 

of the volume of datasets as a qualifying and integral characteristic of Big Data raises the 

questions of whether certain relatively smaller healthcare and public health datasets, in 

comparison to industrial standards, can therefore be considered as being part of the Big Data 

continuum due to their inherent complexity. 

                                                           
2 German for: Federal Law on the Electronic Patient Record 
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In this regard, the healthcare domain has indeed become a data-rich environment, fueled by 

technological advances (e.g. next-generation sequencing [26] or any high-throughput data 

capturing and analysis methods [27]) allowing the integration of omics-data such as, amongst 

others, genomics, epigenomics, transcriptomics, metabolomics, and proteomics for more 

tailored and personalized healthcare interventions [28]. For instance, the integration of 

genomics data to EHRs is now being observed [29]. One example is the University of 

Pennsylvania’s PennChart Genomics Initiative that has been able to successfully integrate both 

structured and unstructured genetic data to EHRs, while contributing to the optimization of 

clinical decision support tools [30]. Moreover, other routinely collected healthcare datasets are 

also being used for educational purposes and to advance industrial and academic research. One 

notable example is the freely accessible intensive care mono-center database, MIMIC-III3 from 

Boston’s Beth Israel Deaconess Medical Center in the Massachusetts [31]. Building on the 

successes of previous versions (MIMIC and MIMIC-II), MIMIC-III provides detailed and 

granular information on individual care (e.g. billing and administrative information, medical 

interventions practiced, laboratory results, hospital discharge summaries, physiological data 

and free-text data, to name a few) by pooling data from EHR databases, intensive care 

information systems records and death information from the master file of Social Security 

Administration [31]. In this regard, MIMIC III could be considered as Big Data, relying on 

some advanced data analytics, including the involvement of both data scientists and clinicians, 

to make sense out of these datasets in order to potentially predict certain clinical outcomes and 

thereafter, optimize the effectiveness of interventions [32]. Indeed, the conditions necessary for 

some health datasets (either clinical or research) to be considered as Big Data resides also in 

the difficulty or inability of health professionals or researchers to analyze, understand and 

translate those findings to the bedside of patients through traditional data analytical methods 

[6]. 

Similar to the advent of Big Data in healthcare, the public health domain has also witnessed a 

rapid and exponential growth of datasets of public health importance due to the previously 

described digitalization wave and technological developments. In this regard, Mooney and 

Pejaver [33] described five main Big Data streams for public health practice and research by 

considering participants’ context, their biological indicators and administrative medical 

pathway, and their self-generated data either through devices that automatically record health-

related data or through their own normal activities in the digital world (e.g. social media and 

                                                           
3 Acronym for: Medical Information Mart for Intensive Care 
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web-based searches). These five sources of Big Data are classified as follows: (i) biological or 

omics (e.g. metabolomics), (ii) geospatial data, (iii) EHR, (iv) personal monitoring data (e.g. 

wearable activity trackers) and (v) effluent data (e.g. Twitter, Reddit or Google searches) [33]. 

Although each data source faces its own set of technical limitations [33], some of them have 

successfully been used or have shown promising results in public health surveillance [34, 35], 

etiologic research, clinical research [36], and screening (e.g. BRCA14 and BRCA2 screening 

for preventive measures against ovarian and breast cancer in women [37, 38]) [33].  

Small Data in Healthcare and Public Health 

In contrast to the goal of a Big Data approach, which is the generation of transportable 

knowledge on a specific phenomenon (in terms of enhanced descriptive and predictive 

capabilities) that can be applied to a wider context, a Small Data approach aims to “achieve 

improved individual-level description, prediction and, ultimately, control for that specific unit” 

[21]. Therefore, one of the key differences between Big Data and Small Data resides in the fact 

that for a Small Data approach, the insights generated from data analysis are being used 

primarily for that specific unit from which the data was collected. However, Small Data do not 

imply that the volume of datasets is small but rather that the purpose of the data collection from 

a single unit (e.g. an individual, a community, a hospital or clinic, to name a few) is to provide 

idiosyncratic insights on that specific unit, which a Big Data approach is not able to accomplish 

[21, 39]. 

Therefore, a Small Data approach offers three practical advantages, namely, it allows 

evaluation criteria for success, in terms of enhanced description, prescription and control, to be 

aligned with the objectives put forward by the single unit; it generates timely knowledge that 

can be implemented rapidly in practice, and lastly, it generates transportable knowledge after 

the identification of “clusters of actionable insights” across individuals (i.e. crucial mechanisms 

underpinning the success observed in the single unit) [21]. A few examples using a Small Data 

approach include: (i) MyBehavior [40], which is an automated mobile app that uses mobile data 

and subsequently provides personalized and effective health recommendations to its users based 

on their mobility status in order to increase the burning of calories; and (ii) TummyTrials [41], 

another mobile app that allows self-experimentation in order to help its users identify 

individualized food triggers for inflammatory bowel disease. 

While a Big Data approach seems to be well suited for certain health problems where their 

underlying mechanisms and causal determinants are adequately known, its use is limited in 

                                                           
4 Acronym for: BReast CAncer gene 1 
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health problems that are expressed individually, dynamically and with multiple causal 

determinants. In this regard, the inadequacy of a Big Data approach resides not only in the 

epistemological limitations in finding the appropriate data types to be included in the analysis 

but also in the fact that important idiosyncratic determinants of health, i.e. those that are specific 

and meaningful to an individual or a unit, could simply be ignored or excluded by a Big Data 

approach [21]. In this regard, the core of such limitations reflects the typical tension between 

two main healthcare movements, which are patient-centered care (favoring a Small Data 

approach) and evidence-based medicine (favoring a Big Data approach) [42].  

On this matter, important work has already been done to try solving this conundrum, in 

particular how Big and Small Data approaches could be integrated for the improvement of the 

health of individuals and the population [42-44]. Although receiving much attention in recent 

decades, Big Data will not displace Small Data but it will be rather a complementary approach 

or an addition to Small Data for improving the health of individuals and the population [21, 

42]. Undeniably, it has been argued by Hekler et al. that Big Data would provide the big picture 

pertaining to disease causation by identifying potential causal determinants of health or ill-

health and solutions that could be implemented, whereas a Small Data approach would allow 

to go more in-depth in understanding what specific causal determinants and solutions are 

adapted to the specific unit [21]. In contrast, Sacristan and Dilla have argued that Small Data 

and Big Data will both play a role in the implementation of learning healthcare systems, through 

the assimilation of both evidence-based medicine and patient-centered care, which will be 

facilitated through the widespread adoption of electronic medical records (EMR) [42]. Indeed, 

the authors argued that in the context of a learning healthcare system, Small Data will be the 

foundation of Big Data [42] rather than being a complementary approach like Hekler et al 

suggested [21]. However, for Small Data to become progressively Big Data, it would require 

that limitations associated with Small Data are addressed (e.g. the lack of systematic collection 

for research purposes that would allow generalizable knowledge to be derived for other 

patients). That is, the resulting Big Data should be used for medical decision-making purposes 

and care to improve the health of individuals [42]. Whatever the approach adopted to integrate 

Small and Big Data in the future, the former is here to stay and it is even more evident if one 

looks at rare diseases where Big Data simply do not exist [45]. 

Relevance and Importance of Big Data for precision health approaches 

The number of Big Data sources for precision health approaches is increasing exponentially, 

along with the advent of new technologies – such as body sensors and Big Data analytics – that 

allow a more in-depth, real-time and continuous monitoring of the health determinants of 
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patients and populations. These offer new learning opportunities for the healthcare and public 

health systems, whilst facilitating a paradigm shift towards systems that will be more 

proactively and efficiently tackling health and public health threats [46]. 

First, the current applications of Big Data in precision medicine (PM) are mainly at three 

distinct levels: (i) clinical research, (ii) basic research and (iii) clinical practice [47]. 

Interestingly, the analysis of Big Data is considered to be more prone to the generation of new 

hypotheses rather than being hypothesis-driven, and by its very nature, it is likely to uncover 

novel and unsuspected disease mechanisms that would benefit PM initiatives [8]. For instance, 

Big Data experiments could help PM’s endeavors in understanding the pathogenesis of certain 

diseases by analyzing the already existing clinical data silos held in hospitals, if the latter could 

be pooled and linked with other datasets (e.g. genetic data) for analysis. Indeed, these clinical 

data silos are often managed by IT5 systems dating back to an era where such new 

methodological approaches and the need to combine and share those data were not foreseeable 

[8]. Second, according to a review by Dolley [48], the applications of Big Data in precision 

public health (PPH) currently includes four broad categories or sectors, which are (i) public 

health surveillance for diseases and signal detection (e.g. using Twitter data for COVID-19 

[49]), (ii) prediction of risks (e.g. for antimicrobial resistance [50]), (iii) tailored public health 

interventions for homogeneous sub-groups of the general population (e.g. personalized 

vaccination, also called “vaccinomics”, that identifies genetic factors influencing individual 

responses to maximize the effectiveness of vaccines administered [51]), and lastly, (iv) a better 

comprehension of diseases (e.g. through etiologic research) [48]. Before proceeding to the 

concepts of PM and PPH, which are discussed in details in section 1.4, it is important to 

understand how insights are derived from these big health datasets. This is explained in the 

following section.  

1.3 Big Data: Artificial Intelligence versus Limits of the Human Mind  
The term “Artificial intelligence” (AI) was coined in 1956, following a two-month workshop 

held at Dartmouth College in the United States by Stanford renowned computer scientist, John 

McCarthy with the help of colleagues from, amongst others, Princeton, Massachusetts Institute 

of Technology and IBM6. There have been numerous candidate definitions for AI, based on its 

two main goals. For instance, whether AI wants to adopt a human-centered approach, i.e. 

mimicking human performance, or a rationalist approach, where systems will be able to think 

                                                           
5 Acronym for: Information Technology 
6 Acronym for: International Business Machines Corporation 
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or act rationally [52]. In spite of not having a clear consensus on what clearly constitutes AI 

[53], its applications have mushroomed over the last few decades, owing to the ongoing 

increasing computational power, with global market revenues estimated at 7,35 billion US 

dollars in 2018 [54]. 

Recently, a comprehensive definition of AI has been put forward by the high-level expert group 

on Artificial Intelligence of the European Commission, namely that AI systems are, “software 

(and possibly also hardware) systems designed by humans that, given a complex goal, act in 

the physical or digital dimension by perceiving their environment through data acquisition, 

interpreting the collected structured or unstructured data, reasoning on the knowledge, or 

processing the information, derived from this data and deciding the best action(s) to take to 

achieve the given goal. AI systems can either use symbolic rules or learn a numeric model, and 

they can also adapt their behaviour by analysing how the environment is affected by their 

previous actions” [55].  

Our contemporary societies have witnessed the widespread implementation of AI technologies 

in different sectors, such as in the gaming industry, speech recognition applications, robotics or 

even spam fighting, just to name a few examples [52]. The healthcare sector, becoming 

increasingly digitalized and information rich (e.g., with the widespread implementation of 

EHRs), is also falling under the realm of Big Data, and subsequently AI tools are being 

considered to make sense out of such exponential growth of datasets in order to improve the 

overall efficiency of the care system [56, 57]. Such massive and complex datasets can no longer 

be managed and understood by humans, without the help of Big Data analytics. In that regard, 

Topol’s review forecasts that AI technologies will become a ubiquitous apparel for all 

physicians [56]. The review also reveals that the potential implementation of AI in medical 

specialties (e.g., radiology, gastroenterology, ophthalmology, etc.) has indeed proved to be 

successful or at least, the results looked promising [56]. Therefore, in the very near future, AI 

is likely to be the norm in the healthcare domain, in particular given that its financial 

sustainability is not being threatened. 

Indeed, following a financial analysis on the use of AI in healthcare, the company Accenture 

stated that, “AI thinks and pays for itself”, estimating annual savings of up to 150 billion US 

dollars on healthcare costs in the US by 2026 [58]. Similarly, the public health sector is not 

immune to the transformational change brought by the implementation of AI technologies. 

Likewise, AI has proven to be key in understanding complex, diversified, novel but valuable 

data streams (e.g., Twitter, smartphone sensors, meteorological data) to guide public health 
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practice [59, 60]. In this regard, one of the most important set of AI technologies used in the 

healthcare and public health domains is machine learning. 

Machine learning techniques can be differentiated into the three most commonly used classes, 

namely (i) unsupervised, (ii) semi-supervised and (iii) supervised machine learning techniques 

[28, 55]. In unsupervised machine learning, the input dataset used to train the classifier is not 

labeled. Instead, the machine learning algorithm learns to identify clusters or patterns that are 

hidden in the training dataset and agglomerates the data into meaningful clusters. This method 

is often used in oncology for molecular subtyping [28]. For instance, one example is RAPID7, 

an unsupervised machine learning algorithm that has been used to identify risk stratifying 

glioblastoma tumor cells [61]. In semi-supervised machine learning, the input dataset used to 

train the classifier contains both labeled and unlabeled data, that allows the classifier to first 

understand the data structure, and then make predictions for the unlabeled data. In supervised 

machine learning, the training dataset is fully labeled, and therefore allows the learning model 

to subsequently maximize its performance in terms of accurately predicting or mapping new 

data samples according to the labels used [28]. In spite of their potential to improve healthcare 

and public health outcomes, one inherent issue arising from the use of many machine learning 

algorithms resides in the fact that their decision processes cannot be explained by their 

developers, a problem commonly known as the “black box” [62]. 

This lack of understanding on how some machine learning algorithms reach certain decisions 

creates some reluctance in healthcare professionals planning to use them in their routine work 

and regulatory bodies to allow their implementation for medical care [63, 64]. In this regard, it 

was argued that, “[p]hysicians who use machine-learning systems can become more educated 

about their construction, the data sets they are built on, and their limitations. Remaining 

ignorant about the construction of machine-learning systems or allowing them to be constructed 

as black boxes could lead to ethically problematic outcomes” [65]. Therefore, Watson and 

colleagues have argued for a collaborative enterprise – involving physicians, data scientists and 

patients – in order to develop novel methodologies that could explain decisions made by 

machine learning algorithms that are pertinent to the model itself, i.e. model-centric, and to the 

patient, i.e. subject-centric explanations [62]. Such an endeavor is important, given that 

machine learning algorithms are expected to make significant contributions in the nascent but 

                                                           
7 Acronym for: Risk Assessment Population Identification 
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rapidly developing fields of PM and PPH [8, 21, 28, 66, 67]. These two emerging concepts are 

discussed in the following sections.  

1.4 Precision Medicine and Precision Public Health  

Precision Medicine 

PM is defined as, “an approach to disease treatment and prevention that seeks to maximize 

effectiveness by taking into account individual variability in genes, environment, and lifestyle” 

[68]. Importantly, the ultimate objective of PM is to allow individual patients to obtain the most 

effective treatment at the right dosage and time, with the least possible side effects [69]. Such 

an endeavor is supported by technological advances (e.g. cheaper tumor profiling or genomic 

sequencing) allowing the integration of state-of-the-art molecular analysis techniques (e.g. 

multi-omics) for profiling diseases, including the inclusion of other factors that shape an 

individual’s health such as, amongst others, environmental exposures [69-72]. It is interesting 

to note that, in spite of the diverse aims of PM in terms of diagnosis, disease prevention and 

treatment, a greater emphasis has been put towards so-called “precision pharmacogenetics” and 

the identification of a patient’s genetic markers for the most suitable drug adapted to his or her 

condition [67]. It is also important to highlight that PM is not revolutionary per se but rather 

follows a natural evolutionary process from more traditional approaches to medicine, clinical 

trials and care [72]. Additionally, PM will induce a paradigm shift, from the traditional 

dichotomy observed between institutions dedicated to clinical care and those dedicated to 

biomedical research, to another key concept for PM to thrive, known as learning healthcare 

systems, where the boundaries between clinical care and research are almost non-existent [73]. 

This transition is already occurring on a pilot level, with the launch of some NIH8-funded 

initiatives such as Implementing Genomics in Practice (IGNITE) and Electronic Medical 

Records and Genomics (eMERGE) [73]. 

In Switzerland, there are two main complementary PM initiatives, specifically the Swiss 

Personalized Health Network (SPHN) [74] and the Personalized Health and Related 

Technologies (PHRT) [75]. The SPHN was initiated following a mandate to the Swiss Academy 

of Medical Sciences in 2016 by the Federal Office of Public Health (FOPH) and the State 

Secretariat for Education, Research, and Innovation (SERI) [74]. Recognizing the limitations 

of the current Swiss health data landscape to sustain the implementation of PM, the main 

objective of the SPHN between 2017 to 2020 was to lay the foundations for a national data 

infrastructure that would allow the sharing of health-related data in an interoperable manner for 
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research purposes between participating partners (e.g. University hospitals), in order to advance 

personalized health and personalized medicine in Switzerland [76]. A lot of driver projects have 

been implemented in this regard, such as the Swiss Personalized Oncology (SPO) project [77]. 

In comparison, the PHRT is part of the Swiss Federal Institutes of Technology (e.g. ETH Zürich 

and EPFL in Lausanne) and it aims to support the implementation of PM by providing cutting-

edge technologies that would allow not only the integration of (multi)omics data in the 

healthcare IT infrastructure but these new technologies would also support healthcare providers 

during clinical decision-making [78]. 

In France, there are also two main PM initiatives, namely the French Society for Predictive and 

Personalized Medicine9 (SFMPP) [79] and the French Plan for Genomic Medicine 2025 

(FPGM)10 [80]. Starting in 2015, the FPGM has a 10-year plan to allow (i) the uptake of 

genomic sequencing into routine clinical practice, with special attention to oncology patients 

and those suffering from rare diseases, where the resulting data (both clinical and genomic) will 

be stored in a national database, and (ii) to establish a nationwide genomic sector, dedicated to 

the advancement of genomic medicine in industrial and medical settings [81]. 

In the UK, there were also initially two main PM initiatives: (i) Genomics England [82], and 

(ii) Precision Medicine Catapult (PMC). Unfortunately, the latter was closed prematurely 

before its launch [83]. In contrast, Genomics England, which started in 2013, is still active and 

includes the UK’s flagship PM enterprise, the 100,000 Genomes Project. The latter aims at 

paving the way to PM approaches by sequencing 100,000 genomes – on top of collecting data 

(EHR, phenotypic and genomic) from 70,000 individuals suffering from either cancer or rare 

diseases – whilst promoting capacity-building for the genomic industry [81, 84]. 

Other PM initiatives exist throughout Europe, and they include, amongst others, FinnGen in 

Finland [85], Italian Society for Personalized Medicine (SIMeP) [86] and the Estonian Genome 

Project [87]. 

In the United States one of the most prominent PM initiatives, funded by the National Institutes 

of Health, is the All of Us research program, which aims to collect data on at least one million 

people from the US [88]. Other US initiatives include, amongst others, the California Initiative 

to Advance Precision Medicine (CIAPM) and University of Columbia’s precision medicine 

initiative [89]. 

                                                           
9 In French: Société Française de Médecine Prédictive et Personnalisée 
10 In French: Plan France Médecine Génomique 2025 
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In Canada, there is only one national organization dedicated to genomics: Genome Canada 

[90]. Through its twenty years of existence, Genome Canada has been trying to exploit the 

potential benefits that could be derived from genomics to implement precision approaches to 

health. However, the activities of Genome Canada are not limited to health since the 

organization also explores other avenues where the field of genomics can have an impact (e.g. 

in agriculture) [91]. Other PM initiatives also exist at the provincial level such as the Ontario 

Personalized Medicine Network (OPMN) [92] and Génome Québec [93]. 

In Asia, there are also numerous PM initiatives being implemented, such as the recently 

launched Genome India Project in 2020 [94], another project from the Japanese National 

Cancer Center known as TOP-GEAR11 [95] and the China Precision Medicine Initiative [96] to 

name a few. In Africa, there is a multi-country project namely, Human Heredity and Health in 

Africa (H3Africa) [97], which is dedicated to advance the implementation of PM for African 

populations. 

Precision Public Health 

It is important to understand that PM can improve the health of an individual by tailoring 

interventions to his or her specific needs, but such interventions do not inevitably result in 

standardized health benefits for all subgroups of the population [67, 98]. For example, racial 

and ethnic minorities could be left behind in reaping the health benefits if PM does not account 

for societal (e.g. structural racism) or environmental challenges [67, 99]. In this regard, PPH 

can help alleviate some of these issues. 

PPH can be defined as, “the application and combination of new and existing technologies, 

which more precisely describe and analyse individuals and their environment over the life 

course, to tailor preventive interventions for at-risk groups and improve the overall health of 

the population” [100]. In essence, PPH is similar to PM but rather than focusing on an 

individual, PPH ensures that a specific population receives an intervention tailored to their 

needs in a timely manner, in order to maximize the effectiveness of such an intervention [101]. 

In a 2020 review, Khoury et al [102] provided interesting examples of the application of PPH 

approaches in real-world settings, relying on Big Data approaches, which include: (i) public 

health surveillance (that is, the “ongoing, systematic collection, analysis and interpretation of 

health-related data essential to the planning, implementation, and evaluation of public health 

practice” [103]), (ii) implementation science in the public health arena (that is, the science 
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promoting the timely uptake of new public health research findings and evidence to safeguard 

and promote the health of populations [104]), (iii) data science for advanced predictive 

analytics, and lastly (iv) pathogen genomics (for instance, the use of next-generation genomic 

sequencing for pathogen characterization allows an early detection of disease outbreaks, an 

improved surveillance and a subsequent adapted public health response, in particular for 

transmissible diseases by providing insights on disease transmission mechanisms [105]) [102]. 

Participatory Disease Surveillance: another facet of PPH 

Richard Horton, the editor-in-chief of the Lancet, described PPH as, “using the best available 

data to target more effectively and efficiently interventions of all kinds to those most in need” 

[13]. In this regard, it can be argued that participatory disease surveillance systems are also part 

of the PPH spectrum. The argument for its inclusion is explained in the following paragraph. 

Just like advances in information technology have contributed to the phenomenon of Big Data, 

they have also empowered individuals to participate more actively in public health activities 

(such as in public health surveillance) [106, 107], by sharing not only health-related information 

via web-based and mobile platforms (e.g. reporting symptoms of a specific disease such as 

influenza and geospatial data for detecting outbreak location) but by also receiving in return 

timely information that would allow the users to minimize risky behaviors and subsequently 

reduce the potential impact of the disease [108]. Two of the numerous advantages are: (i) they 

allow an early reporting of disease outbreaks by bypassing the different traditional public health 

infrastructural levels that information need to go through for conventional approaches [109], 

and (ii) they allow a better geospatial detection of outbreak locations for targeted interventions 

[110]. Therefore, it can be argued that participatory disease surveillance systems also contribute 

to more precise, timely and preventive public health interventions, aligned with the definition 

provided by Horton earlier [13]. 

Centrality of data and obstacles to its processing for precision health approaches 

The reliance of precision health approaches on data cannot be emphasized enough [67]. Indeed, 

it is crucial to highlight that PM and PPH are also struggling for implementation because of 

barriers hindering the effective exploitation of health data (e.g. difficulties to link health data 

collected from different sources, or semantic issues leading to ambiguous terminologies to 

name a few) [67]. For instance, it was highlighted that for PM initiatives to function as they 

should, several criteria needed to be fulfilled. These are: (i) numerous and different data types 

from the patient should be readily accessible, (ii) these data should be analyzed and integrated 

in such a way that they provide meaningful results that can be implemented in clinical practice, 
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(iii) tackling logistical barriers that hinder the delivery of recommendations to patients, and 

lastly (iv) providers and payers should accept the entire PM paradigm [111].  

In this regard, one of the key aspects that needs to be tackled, in particular when considering 

predictive analytics – features of both PM and PPH – is the quality and heterogeneity of datasets 

used [112]. These data issues include amongst others: incomplete and inaccurate datasets, and 

limited or lack of standardized data collection systems limiting data sharing and linkage (e.g. 

EHRs are built differently, with limited interoperability). These altogether might result in 

biasing effect estimation and prediction [112].  

Therefore, it is important to identify and remedy to these barriers to the collection, sharing and 

linkage of health-related data in order to facilitate the implementation of and expected 

additional health benefits that PM and PPH could offer to more traditional approaches. In this 

regard, there are numerous different types of barriers that influence the collection, sharing and 

linkage of health-related data, and these have been categorized, amongst others, in the literature 

as motivational, economic, legal, ethical, socio-cultural and technical barriers [113-117]. For 

instance, examples of key motivational and economic barriers include: (i) the risks of getting 

scooped of a potential publication if research data are shared with external researchers, (ii) 

potential damage to the reputation of the original data collectors if errors are subsequently found 

in the shared datasets, (iii) the belief that the data collected could be misused or misinterpreted 

by external researchers, (iv) the lack of adequate resources (financial, time and expertise) to 

support data sharing and data management activities, (v) no research incentive for resource-

limited institutions to participate in data sharing activities, and (vi) academic survival [115, 

118-124]. These different types of barriers to the collection, sharing and linkage of health data 

are investigated and discussed in depth in this thesis (chapters 3, 4 and 5). 

1.5 Ethical challenges for precision health approaches 
The ethical challenges posed by this developing approach to individualized care, PM, and PPH 

have been extensively discussed in the scientific literature [125-134]. These include, amongst 

others, the following ethical considerations. 

Adequate and meaningful informed consent procedure 

Given the increasing accessibility of new technologies (e.g. cheaper high throughput 

sequencing methods) allowing the consideration and integration of (multi)omics data and other 

data types to guide clinical practice, it has been argued that the vast amount and complexity of 

information that have to be provided to participants or patients is complicating enormously the 

informed consent procedure for PM interventions [125, 135]. Several reasons have been put 
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forward to try explain and delineate the challenging environment in which physicians or 

researchers strive to get a proper and meaningful informed consent from PM participants. These 

challenges include non-exhaustively: (i) the lack or limited level of genomic health literacy 

from study participants (e.g. the ability for PM participants to fully grasp the implications of 

pharmacogenetic testing), (ii) reservations regarding some findings of genomic testing (e.g. 

uncertain interpretation of genetic variants that limit not only an assessment of the benefits and 

risks of an intervention but also the decisional capacity of participants and physicians), (iii) 

implications for participants in case information about their condition needs to be shared with 

relatives if the latter could benefit from the same intervention (e.g. in the case of germline 

testing), (iv) the disclosure of results concerning genetic variants of unknown significance 

(VUS), (v) acceptance by study participants that their data are to be collected and subsequently 

shared for research purposes, and (vi) in the context of learning healthcare systems, the blurring 

of the boundaries between clinical care and research could put the patient in a delicate position 

of not potentially understanding whether the relevant genomic test for a particular PM 

intervention is being ordered to answer his or her healthcare needs, or the genomic test is serving 

general research purposes  [125, 126, 135, 136].  

Similarly, traditional informed consent procedures have also been problematic for PPH 

approaches, in particular for those based on the increasing availability of genomics information 

(e.g. screening programs [137], with consent challenges similar to PM), digital Big Data (where 

the need for consent is even debated since data are collected mostly from public domains on 

the internet – from Nissenbaum, as cited in [134]), and participatory approaches involving 

citizens who consent implicitly or explicitly to donate their health-related data (for instance by 

reporting symptoms of a possible disease on web-based platforms or mobile apps, using self-

tracking devices, or sharing mobile phone sensor data) to guide public health practice [138]. 

For the latter, the traditional informed consent procedure has faced some feasibility issues and 

new methods of obtaining consent had to be developed. Indeed, traditional informed consent 

procedures are feasible – both practically and financially – only when there are limited numbers 

of participants for researchers or public health professionals to engage with each one of them 

to provide consent information and subsequently obtain their written informed consent prior to 

their participation [139]. However, the sheer number of online participants (potentially tens of 

thousands [138]) renders this traditional approach to obtaining informed consent unpractical. 

Therefore, electronic adaptations to the traditional informed consent procedures, known as the 

electronic consent or e-consent, had to be developed to cater for these limitations [140]. These 

have helped the implementation of such innovative and nascent PPH approaches. However, the 
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use of electronic consent procedures raises other ethically-relevant issues such as, amongst 

others, ensuring that participants have the necessary intellectual capacity to provide their e-

consent in the first place, or confirming the identity of the online participant [141]. The 

informed consent issues for participatory approaches to digital public health surveillance are 

discussed in depth in chapter 7. 

Privacy and Confidentiality 

Other important ethical concerns regarding PM are those of privacy and confidentiality [125, 

126, 130]. One of the many ethical challenges that PM initiatives have to dealt with is to find 

the right balance between two opposing but integral components to their proper functioning. 

Indeed, striking a balance between facilitating the sharing of comprehensive health-related data 

of PM participants for research purposes (for the greater good) with the need to protect their 

privacy and confidentiality (to ensure continued participant engagement) is a conundrum that 

many PM initiatives are struggling with [125, 130]. In order to streamline the whole process of 

data sharing while safeguarding data privacy, Blasimme et al [142] argued for the need to 

introduce more effective privacy-preserving technological solutions (e.g. blockchain 

technologies). The authors further argued that their implementation would require, “targeted 

public investment and the development of technical requirements for data exchange platforms 

to ensure regulatory compliance” [142]. This is particularly important given that although 

legislations have been put in place to safeguard the privacy and protect data subjects against 

discriminatory actions (e.g. in case of genetic discrimination), it has been noted by Wauters and 

Hoyweghen [143] that these legislations do not eliminate the fears that participants harbor with 

regard to genetic discrimination (e.g. in the context of employment or insurance, and even with 

the particular genetic disease itself. For instance, concerning Huntington’s disease, which is 

often stigmatized and where no cure currently exists). Therefore, for the proper functioning of 

PM initiatives, it is important “that data should not be held hostage by patients’ fear of 

discrimination” [125]. 

Privacy threats become also evident in PPH approaches and in the Big Data era, where 

databases are increasingly linked to one another, with the possibility of revealing 

comprehensive information on individuals and therefore threatening their privacy (e.g. by 

linking administrative records) [144]. Regarding participatory disease surveillance systems, 

privacy risks are multifactorial, and include amongst others: (i) the spatio-temporality of 

collected health-related data, and (ii) mobile phones’ apps usage data [145, 146]. Privacy issues 

stemming from participatory disease surveillance systems are discussed in details in chapters 6 

and 7. 



19 
 

Ethics of Inclusion, Cohort Diversity and Discrimination 

An ethics of inclusion is required for PM and PPH initiatives in order to achieve one of their 

essential goals: achieving health equity by bridging the longstanding health inequities gap 

between different subgroups of the population, in particular for disadvantaged and marginalized 

groups (e.g. racial and ethnic minorities, and people with disabilities) [127, 147-150]. In order 

to achieve this important objective, underrepresented groups need to trust that they will obtain 

their equitable share of health benefits for their participation [127], and history has proven that 

this is not an easy task. Indeed, these minority groups are not only often granted suboptimal 

access to healthcare services, including low quality medical care [151], but they have also been 

plagued with marginalization, abuse and exploitation in the research domain [152]. Altogether, 

these have contributed to the mistrust against healthcare institutions and the research enterprise. 

Indeed, well-known unethical and historical research examples are often underscored by 

minorities to justify their mistrust and unwillingness to participate in research activities or 

engage with their respective healthcare systems (e.g. the Tuskegee syphilis experiment or the 

case of Henrietta Lacks) [153, 154]. In addition, the underrepresentation of minorities in critical 

components of PM and PPH initiatives (e.g. genomic databases) is underlining the lingering 

threat that history will repeat itself for these groups, that is, they are going to miss the train of 

added health benefits brought forward by these two initiatives. For instance, an analysis of 

Genome Wide Association Studies (GWAS) conducted in 2016 revealed that regarding the 

composition of 35 million samples, the great majority were contributed by participants of 

European ancestry, highlighting the need to cater for the underrepresentation of minority 

populations [11]. Therefore, achieving cohort diversity is regarded as a fundamental objective 

in precision health approaches, that would allow to answer specific research questions and cater 

for health disparities that are meaningful and non-discriminatory to all racial, ethnic, and social 

strata of their respective societies. The ethics of inclusion, cohort diversity and discrimination 

for both PM and PPH are discussed in more details in chapters 8 and 9. 

 1.6 Understanding the bigger picture 

The different components discussed in sections 1.1 to 1.4 are shown in Figure 1. Importantly, 

Figure 1 serves to provide an overview on how these components could be entwined with one 

another within the framework of learning healthcare systems, with deliverables from PM and 

PPH approaches being fed back into the system to improve clinical and public health practice. 

Please also note that neither does Figure 1 include all sources of Big Data being used in PM 

and PPH nor does it provide all applications of Big Data in these two domains. In addition, for 



20 
 

the sake of simplicity and relevance to learning healthcare systems, Figure 1 has also adopted 

the position taken by Sacristan and Dilla [42], i.e. Small Data are the foundations of Big Data.  

 

Figure 1 Relationship between components discussed in sections 1.1 to 1.4 
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2.1 Research objectives 
This thesis forms part of a larger research project, launched within the framework of the 

National Research Programme 74 (NRP74) on Smarter Health Care, titled “Advancing SMart 

solutions and eliminating barriers for the Acquisition, Analysis, and Sharing of Health data in 

Switzerland” (SMAASH). The SMAASH project was funded by the Swiss National Science 

Foundation. The main objectives of this project were, amongst others, to identify barriers and 

facilitators (e.g. ethical, legal, political, etc.) that influenced the processing of health data in the 

Swiss context, and to provide insights on Swiss stakeholders’ attitudes and expertise regarding 

these factors. Therefore, this thesis was conceived partly within these boundaries, and it aims 

to explore issues arising from the processing of data for PM and PPH, two domains particularly 

important for the evolving Swiss healthcare and public health landscapes. The thesis also 

examines issues of fairness, discrimination and justice that could arise from the collection, 

sharing and use of non-harmonized and low quality datasets in PM and PPH. 

This thesis addresses the following research questions: 

1. What are the barriers and facilitators to the processing of health data in 

Switzerland? 

Health data are the foundations of precision health approaches. For PM and PPH to 

achieve their goals of promoting and safeguarding individual and population health, it 

is crucial that the collected health data are not only of high quality but also easily 

shareable between different stakeholders involved in shaping the health of individuals. 

In this perspective, it is paramount to identify barriers and facilitators that influence the 

processing of health data, in particular data sharing, so that prompt policy-making 

solutions can be implemented. This important question for health policy is addressed in 

chapters 3, 4 and 5 of this thesis. 

 

Chapter 3 is concerned with the systematic identification and analysis of existing 

literature on barriers and facilitators to the processing of health data encountered by 

Danish and Swiss multi-center studies. The multi-center criterion was important to 

identify practices that contribute or hinder harmonization approaches to the processing 

of health data. In addition, Denmark was chosen as a comparison country because of its 

long tradition of nationwide registries and the relative ease that Danish researchers carry 

out data sharing and linkage activities. Therefore, success mechanisms in Denmark were 

assessed for their potential implementation in the Swiss context.  
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Chapter 4 investigated, through semi-structured interviews, the fairness of the Swiss 

academic and legal systems towards expert stakeholders (mostly researchers) in their 

data sharing activities, providing another perspective on the fairness dimension of data 

sharing where the focus was generally up-to-now on data subjects or on the 

reproducibility of research findings. This chapter is extremely relevant to guide policy-

making decisions, in particular following the impetus given to the open science and data 

sharing movements for research carried out in Switzerland. Indeed, it explores the 

systemic contradictions and legal uncertainty that hinder the sharing of health data 

between Swiss expert stakeholders, with the ultimate goal of informing policy-making 

and promoting the sharing of health data in Switzerland. 

 

Putting aside the open science involving data repositories and systemic constraints to 

data sharing activities, chapter 5 explores and assesses the fairness of the interpersonal 

negotiation process between the original data collectors and data recipients for sharing 

health-related data (i.e. through controlled data access). It has gathered the perspectives 

of expert stakeholders through semi-structured interviews and identified via a 

distributive justice lens, namely desert-based principles, data sharing practices that 

could be perceived as fair or unfair by the parties involved, and therefore those practices 

that are likely to foster data sharing. These practices were then assessed ethically and 

recommendations were made accordingly. 

 

2. What are the ethical, legal and social issues emerging from participatory disease 

surveillance systems and how are research ethics coping with this rapidly evolving 

precision public health field? 

The novel coronavirus pandemic, COVID-19, has shown that in our increasingly 

connected world, it is easier for epidemics to cross national borders whilst inflicting 

significant damages to the health of populations and the global economy. In this 

perspective, it is important that data that can be useful in guiding and improving the 

efficiency of public health practice – both nationally and internationally – are not 

hindered unnecessarily by ethical and legal considerations that negatively impact the 

harmonized collection and sharing of health data for PPH approaches. Using the 

Influenzanet Consortium as a case study – a well-established European participatory 

disease surveillance system for Influenza-like illness (ILI) – this thesis investigates how 

research ethics are being implemented by these innovative disease surveillance systems 
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that are complementary to more traditional approaches, and thereafter, suggests realistic 

means of improving their ethical approaches in chapters 6 and 7.  

 

Chapter 6 investigates, through a systematic search and analysis of existing literature on 

Influenzanet, how research ethics are being handled by the different country-specific 

ILI surveillance systems of the consortium. The overall goal is to identify areas where 

ethical approaches could be harmonized and improved between the different country-

specific platforms. Indeed, the identified ethical, legal and social issues (ELSIs) from 

the literature search were then analyzed, and solutions to strengthen and maximize the 

positive impact of these participatory disease surveillance platforms were formulated.  

 

Chapter 7 provides a more in-depth theoretical assessment of the ELSIs identified in 

chapter 6, discussing issues of informed consent and its adaptation to the digital world, 

protection of participants’ privacy, ensuring justice and lastly, the need for capacity-

building of research ethics committees to act as safety nets for digital public health 

surveillance. Chapter 7 ends with an ethical framework to guide public health practice 

for participatory disease surveillance systems.  

 

3. How are precision health approaches vulnerable to structural racism and what 

solutions could be implemented to ensure health equity and social justice? 

This thesis has also investigated theoretically, in chapters 8 and 9, how PPH and PM 

could be particularly vulnerable to the more insidious impact of structural racism in 

healthcare, public health and research domains. Chapters 8 and 9 are important to better 

comprehend how PPH and PM could adhere to their health equity and social justice 

goals whilst preventing the widening of the health inequities gap between racial and 

ethnic groups.  

 

Taking the COVID-19 pandemic as an example, chapter 8 discusses not only how 

structural racism has been contributing to the disproportionate impact of the novel 

coronavirus pandemic on ethnic and racial minorities but also how PPH approaches 

might be biased towards minority groups through bias encoded in datasets or the data 

crisis on racial and ethnic minorities undermining public health interventions. 

Furthermore, the resulting data racism and its influences on machine learning 

algorithms guiding PPH approaches are discussed. 
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Similarly, chapter 9 aims to forecast the impact of structural racism in PM initiatives, 

and it is among the first publications to do so in the academic literature. Indeed, chapter 

9 discusses three nodes of a process flow where structural racism could influence and 

biased the collection, integration of health data from ethnic and racial minorities in PM 

initiatives, and their deliverables. Chapter 9 also provides a series of recommendations 

and potential actions that could help reduce the impact of structural racism on PM 

initiatives.  

2.2 Methodology 
The objectives of this thesis were achieved through both empirical and theoretical research 

methods (Figure 2). 

 

Figure 2 Empirical and theoretical branches of thesis 

Chapter 3 

Search strategy and study selection: The objectives of chapter 3 were fulfilled through a 

systematic review that adheres to the Preferred Reporting Items for Systematic Reviews and 

Meta-analysis (PRISMA) guidelines [1]. Its protocol was registered on PROSPERO, an 

international register for systematic reviews [2], in 2018 (PROSPERO ID: CRD42018081424). 

A systematic search strategy was developed, adapted and performed on PubMed, CINAHL, 

Embase (excluding Medline) and Web of Science (all databases) to retrieve publications with 

publication dates ranging from January 2008 to March 2019 (the initial search was initially 

done for publication dates ranging from January 2008 to December 2017, but it had to be 

repeated to include more recent publications following the request made by the journal editor). 

Additionally, the reference lists of included publications were screened to identify further 
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publications that fulfilled the inclusion criteria for the review. An example of a search strategy 

developed for identifying Swiss projects on PubMed was: 

("Administrative Claims, Healthcare"[Mesh] OR "Health Records, Personal"[Mesh] 

OR "Clinical Coding"[Mesh] OR "Patient Discharge Summaries"[Mesh] OR "Clinical 

Trials as Topic"[Mesh]) AND ("Databases as Topic"[Mesh] OR "Data 

Collection"[Mesh] OR "Medical Informatics"[Mesh] OR "Medical Record 

Linkage"[Mesh] OR "Information Dissemination"[Mesh] OR "Data Integration" OR 

"Data Sharing") AND ("Switzerland"[Mesh]).  

It can be noted that the concept of harmonization was not included in the search strategy due to 

its ill-defined limits [3] and after noticing that its inclusion as an essential component had 

severely reduced the number of publications per country (i.e. for Denmark and Switzerland). 

The eligibility criteria for included studies for this review were: 

(i) Publications dealing with studies processing health data (e.g. collecting, sharing or 

linking health datasets) were included. There were no restrictions imposed on the 

design or type of studies (e.g. studies with quantitative, qualitative or mixed 

methodologies were included). However, systematic reviews were excluded; 

(ii) The data processing activities should occur between institutions, or at cross-regional 

or cross-national levels with the involvement of at least collaborators from either 

Denmark or Switzerland; 

(iii) There were no limitations or restrictions based on study participants’ ethnic 

background, diseases, gender or age. 

(iv) Publication date ranging from January 2008 to March 2019. 

Data extraction and quality assessment: Data extraction – in the form of title-and-abstract, full-

text and reference screenings – was carried out by three review authors (Andrea Martani, Maria 

Christina Mallet and myself) using a standardized data extraction form developed for this study. 

Tenzin Wangmo, another review author, validated randomly one fifth of the publications from 

which the three previous authors extracted data for quality assessment purposes. We deemed 

acceptable to have a disagreement level of less than 10% for data entries. 

Analysis: For this review, a narrative synthesis was carried out [4], and involved the grouping 

of the identified projects on the following grounds: source from which projects collected health 

data, their national or international scope, and the identified factors influencing the processing 
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of health data, i.e. the barriers and facilitators. The analysis was carried out using STATA ® 

(version 15.0) [5].  

More extensive details regarding the methodology are available in chapter 3. 

Chapters 4 and 5 

Ethics statement: No ethics approval was necessary for these studies, since their data was 

collected as part of a bigger research project at the Swiss National Research Programme 7412 

on Smarter Health Care, titled “advancing SMart solutions and eliminating barriers for the 

Acquisition, Analysis, and Sharing of Health data in Switzerland” (SMAASH). The SMAASH 

project is not within the scope of the Swiss Human Research Act13, which was confirmed by 

the cantonal ethics committee in Northwest and Central Switzerland (EKNZ). The ethics 

application number for the SMAASH project is: EKNZ req-2017-00810. 

Interview guide: An interview guide was developed by Bernice Simone Elger, Tenzin Wangmo 

and myself. It was then pilot tested to ensure that questions were easily understandable and not 

ambiguous. 

Participant identification and recruitment: Eligibility criteria for participation in this study 

included that study participants were active in the Swiss healthcare and research domains, either 

as researchers, policy-makers or as individuals with senior positions, who are managing health 

data enterprises (e.g. registries or initiatives around improving the quality and processing of 

health datasets). They were predominantly recruited via purposive sampling [6] (some were 

also identified through studies gathered from the systematic review [7] carried out in chapter 3) 

but also through snowball sampling [8], where some interviewees were asked to recommend 

other potential interviewees. The participants were recruited via email and they provided their 

oral consent prior to being interviewed.  

Data collection and analysis: Semi-structured interviews were then conducted with the expert 

stakeholders on an agreed date, either in person or phone/skype, depending on their availability. 

Interviews were audio-recorded, transcribed verbatim with personally-identifiable information 

removed to ensure their confidentiality. Thematic analysis [9] was then conducted using the 

qualitative data analysis software, MAXQDA [10], which helped in the development of a 

                                                           
12 Swiss National Science Foundation (2021): “Smarter Health Care National Research Programme”. URL: 

http://www.nfp74.ch/en/Pages/Home.aspx. [Date accessed: 15.02.2021] 
13 The Federal Council (2020): “Federal Act on Research involving Human Beings”. URL: 

https://www.admin.ch/opc/en/classified-compilation/20061313/index.html. [Accessed date: June 5, 2020] 

http://www.nfp74.ch/en/Pages/Home.aspx
https://www.admin.ch/opc/en/classified-compilation/20061313/index.html
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coding tree and the identification of themes and subthemes pertinent to the research objectives 

of chapters 4 and 5. 

More extensive details regarding the methodology are available in chapters 4 and 5. 

Chapter 6 

Search strategy and study selection: The guidance for conducting systematic scoping reviews 

provided by Peters and colleagues [11] was followed for this chapter. PubMed, Global Digital 

Library on Ethics, Web of Science (all databases) and BELIT are the four databases that were 

searched for this study. The names of the country-specific platforms of the Influenzanet 

Consortium were used as search terms to retrieve publications, with publication dates ranging 

from 2003 to 2017. To be eligible for this study, publications needed to include at least one of 

the six ELSI14s considered for this study, namely (i) study approval by a research ethics 

committee (REC), (ii) participation should be non-discriminative and open to the general 

population, (iii) an information sheet should be provided on the country-specific platforms, (iv) 

the presence of e-consent procedures, (v) the possibility for study participants to opt out, and 

lastly, (vi) the presence of data security measures to protect personal data. 

Data extraction, quality assessment and analysis: The methodological process for selecting 

publications in this study also adheres to the PRISMA guidelines [1]. Title-and-abstract, full-

text and reference screenings were carried out independently by Tenzin Wangmo and I, and 

discrepancies between data entries or analysis were solved between us. Moreover, when 

clarifications or information were missing on certain platforms, their respective representatives 

were contacted for additional inputs. 

More extensive details on the methodology are provided in chapter 6. 

Chapters 7, 8 and 9 

Methodological approach: A review of the literature adapted to the context of each research 

question or phenomenon described in chapters 7, 8 and 9 was conducted to identify key 

publications that would help in analyzing the problem at stake, and all of its potential 

ramifications. In contrast to chapters 8 and 9, chapter 7 used the participatory disease 

surveillance system, Influenzanet, as a case study. This was made possible thanks to trustful 

collaborations that the authors established between the Institute for Biomedical Ethics at the 

University of Basel and members of the Influenzanet Consortium. 

                                                           
14 Acronym for: Ethical, Legal and Social issues 
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2.3 Author Contributions 
The author contributions for chapters 3 to 9 are detailed in their respective chapters. Prof. 

Bernice Elger conceived and supervised with the help of Dr. Tenzin Wangmo the different 

research steps of the SMAASH project. Bernice Elger received the necessary funding for the 

latter project from the Swiss National Science Foundation (grant number: 407440_167356). I 

was not involved in the project application for ethical approval at the EKNZ. The interview 

guide was developed by Tenzin Wangmo, Bernice Elger and myself. 
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“As medical data has such power to deliver better understanding of 

disease and better patient outcomes, it is important we find the best way 

of sharing it.” – Mark Walport 
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3.1 Abstract  
Introduction 

The digitalization of medicine has led to a considerable growth of heterogeneous health 

datasets, which could improve healthcare research if integrated into the clinical life cycle. This 

process requires, amongst other things, the harmonization of these datasets, which is a 

prerequisite to improve their quality, re-usability and interoperability. However, there is a wide 

range of factors that either hinder or favor the harmonized collection, sharing and linkage of 

health data. 

Objective 

This systematic review aims to identify barriers and facilitators to health data harmonization—

including data sharing and linkage—by a comparative analysis of studies from Denmark and 

Switzerland. 

Methods 

Publications from PubMed, Web of Science, EMBASE and CINAHL involving cross-

institutional or cross-border collection, sharing or linkage of health data from Denmark or 

Switzerland were searched to identify the reported barriers and facilitators to data 

harmonization. 

Results 

Of the 345 projects included, 240 were single-country and 105 were multinational studies. 

Regarding national projects, a Swiss study reported on average more barriers and facilitators 

than a Danish study. Barriers and facilitators of a technical nature were most frequently 

reported. 

Conclusion 

This systematic review gathered evidence from Denmark and Switzerland on barriers and 

facilitators concerning data harmonization, sharing and linkage. Barriers and facilitators were 

strictly interrelated with the national context where projects were carried out. Structural 

changes, such as legislation implemented at the national level, were mirrored in the projects. 

This underlines the impact of national strategies in the field of health data. Our findings also 

suggest that more openness and clarity in the reporting of both barriers and facilitators to data 

harmonization constitute a key element to promote the successful management of new projects 
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using health data and the implementation of proper policies in this field. Our study findings are 

thus meaningful beyond these two countries. 

3.2 Introduction  
Technological advances made over the past few years have increased the digitalization of 

medicine, thus leading to a considerable growth of clinical, research and public health datasets. 

These data sources are increasingly related to the big data environment and they include, 

amongst others, genomics and other-omics related-data collections, electronic health records 

(EHRs), patient registries, medical imaging, administrative data and clinical trials data [1, 2]. 

However, a good part of such datasets are often kept and analysed in silos and not adequately 

shared [3]. If properly integrated into the clinical life cycle, such collections of data stand to 

offer a unique opportunity to drive scientific discoveries and improve healthcare research. For 

example, they may allow a better understanding of the aetiology of illnesses and subsequently 

help in improving the management, prevention and treatment of diseases [1, 2]. This is even 

more promising in the framework of learning healthcare systems, where clear boundaries 

between research and care are dissolving and the same data are used both for improving 

scientific knowledge and providing better care [4]. 

In this context, developing the harmonization of health data—described as the sum of all 

“efforts to combine data from different sources and provide users with a comparable view of 

data from different studies” [5]—is crucial to improve clinical research and practice. Such 

standardized approach requires not only better quality, re-usability and interoperability of data, 

but also more open and collaborative communication between the different stakeholders active 

in the health data environment [6]. The fact that a good percentage of healthcare spending are 

being wasted as a consequence of under-exploiting data potential in several healthcare systems 

around the world [7–9] should be considered as one important factor urging for such changes 

to happen. Harmonized health datasets are also laying the foundation of a new era of biomedical 

research, where three concepts are currently converging, namely precision medicine, learning 

healthcare systems and implementation science [7, 10]. 

The harmonization of health data is a complex procedure which involves significant changes in 

how data are collected, shared and linked. Harmonization can be either prospective, when 

modifications occur in the study design to subsequently render the pooling of data more 

straightforward, or retrospective, when pooling is performed with data collected previously 

according to different study designs [11]. In practical terms, harmonization can be achieved 

through two distinct but complementary approaches, namely a “stringent” and a “flexible one” 
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[12]. By means of a “stringent” approach, data are harmonized through the use of standard 

collection tools and standard operating procedures, implementable only in a prospective way. 

With the “flexible” approach, on the contrary, different data collection tools might be used, as 

long as operating procedures are standardized [12]. 

In achieving the harmonization of health data, careful consideration needs to be given to already 

well-known as well as novel challenges related to the processes of collection, sharing and 

linkage. Such challenges are drastically intensified by the vastness and the hyper-connectedness 

of data at present time [13], which may result in unforeseen connections or crossreferencing 

between datasets, drastically increasing re-identification risks for data subjects [14]. The 

presence of these challenges has resulted in the emerging of several barriers to the effective use 

and sharing of health-related data [2, 15]. Although these have been categorized as technical, 

motivational, economic, political, socio-cultural, ethical and legal [1, 2, 15–17], a more precise 

mapping of the exact content of such barriers, and of the solutions that have been elaborated to 

mitigate them, is lacking. 

Within this framework, the aim of this systematic review is to identify more precisely some of 

the barriers and facilitators encountered in the effort to achieve harmonization of health data—

including the processes of data sharing and linkage—by a comparative analysis of studies 

conducted in two countries having different healthcare systems and data infrastructures, namely 

Denmark and Switzerland. These countries where chosen because, although they both offer 

high quality healthcare, they have two very diverse healthcare systems and two different data 

infrastructure models for healthcare. Denmark has a Beveridge-based national healthcare 

system [18] and a long tradition of data linkage in health through its nationwide registries [19]. 

On the contrary, Switzerland is based on a federalist Bismarckian organization of healthcare 

[20, 21] and started much later to develop strategies in the field of Health Information Exchange 

[22]. In this perspective, this review seeks to identify past and current studies related to the field 

of harmonized health data collection, sharing and linkage in these two countries and list the 

barriers encountered and the facilitators that make these projects successful. Furthermore, the 

review aims to provide some insights on the complexities associated with the use of health data 

that can be of relevance also in the broader international context. 

3.3 Methodology 

Search strategy and study selection 

This study conformed to the Preferred Reporting Items for Systematic Reviews and Meta-

Analysis (PRISMA) guidelines [23], and its protocol was registered on January 3rd 2018 on 
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PROSPERO (CRD42018081424). A systematic literature search was performed on four search 

engines and electronic bibliographic databases namely PubMed, Web of Science (all 

databases), EMBASE (no Medline) and CINAHL for publications with dates ranging from 1st 

January 2008 to 31st December 2017. The time period is aligned with the adoption of the Swiss 

national eHealth Strategy in 2007, with the aim of introducing electronic patient records at 

national level [24]. The search was repeated for the period of 1st January 2018 to 31st March 

2019 to include additional publications and to ensure that our systematic review is up-to-date. 

Reference lists of included publications were screened to identify other potential harmonized 

health data collection, sharing or linkage projects. A search strategy was developed for each 

electronic database. The literature search included Medical Subject Headings (MeSH) terms 

and free applicable text to health data collection, sharing and linkage. The literature search 

included Medical Subject Headings (MeSH) terms and free applicable text to health data 

collection, sharing and linkage. The search strategy consisted of three components, namely (1) 

types of health data, (2) keywords for data collection, sharing and linkage and (3) country of 

interest. For instance, the search strategy for Switzerland on PubMed was: ("Administrative 

Claims, Healthcare"[Mesh] OR "Health Records, Personal"[Mesh] OR "Clinical 

Coding"[Mesh] OR "Patient Discharge Summaries"[Mesh] OR "Clinical Trials as 

Topic"[Mesh]) AND ("Databases as Topic"[Mesh] OR "Data Collection"[Mesh] OR "Medical 

Informatics"[Mesh] OR "Medical Record Linkage"[Mesh] OR "Information 

Dissemination"[Mesh] OR "Data Integration" OR "Data Sharing") AND 

("Switzerland"[Mesh]) [filters used are Articles types (Clinical Study, Clinical Trials (including 

controlled and Phases I to IV), Comparative Study, Evaluation Studies, Journal Article, 

Multicenter Study, Observational Study, Pragmatic Clinical Trial, Randomized Control Trial, 

Technical Report and Validation Studies), language (Danish, English, French and German) and 

species (Human Studies)]. We did not include harmonization as an imperative component in 

our search strategy since the exact boundaries of this concept are still controversial [25] and the 

addition of the term “harmonization” as an imperative component drastically reduced the 

number of publications for each country. 

Eligibility criteria for this study were: (i) publications based on health data collection, sharing 

or linkage projects. There was no restriction on study design and type, i.e. qualitative, 

quantitative or mixed method studies, and clinical or observational studies were included; 

systematic reviews were excluded; (ii) there were no restriction on age, gender, disease and 

ethnic group of participants involved in these studies; (iii) the studies had to involve some health 

data collection, sharing or linkage at cross-institutional, cross-national or cross-regional levels 
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in at least one of the two countries; (iv) only English, French, German and Danish language 

articles were included, and (v) publication year of articles ranged from January 2008 to March 

2019. 

Data extraction and quality assessment 

The literature search results were catalogued on EndNoteTM X8, a reference manager software. 

The titles and abstracts of all articles were screened independently by two authors (LDG and 

AM). The full-texts of the included publications were reviewed by LDG and AM to ensure that 

they met the eligibility criteria to be included in the systematic review. LDG and AM performed 

independently the data extraction from the included articles through a standard data extraction 

form developed progressively by the authors of this review. Additional publications gathered 

through reference screening went through title and abstract, and independent full-text 

screenings and data extraction by MCM. Another review author, TW, validated randomly 

twenty percent of the publications reviewed by LDG, AM and MCM, to assess the quality of 

the data extraction process. A disagreement level of less than 10% for the data entries was 

considered acceptable. 

The data extraction form included (i) study information (author(s) and publication year), (ii) 

sources of health data, (iii) cross-institutional or cross-national nature of the study, (iv) presence 

or absence of primary and secondary health data collection, analysis and sharing, and lastly (v) 

the categorization of barriers and facilitators to harmonized health data collection, sharing and 

linkage. The sources of health data were categorized as having three standard origins, namely 

health services, public health and research [26]. Other sources of health data falling outside 

these three categories were classified in a residual category (“Other”). 

LDG and AM performed a categorization of the identified barriers and facilitators separately, 

and came to consensus on the final categorization of these elements for accuracy and 

inclusiveness. Disagreements were solved with the mediation of TW. The identified barriers 

and facilitators to harmonized health data collection, sharing and linkage were subsequently 

clustered into main categories, which were then sub-clustered into smaller categories to 

highlight the most common barriers and facilitators in these main categories (the full 

clustering/sub-clustering of barriers and facilitators is shown in Table 1). For the purpose of 

this systematic review, we defined harmonization techniques as methods which would allow 

the coherent pooling of different data sources, involving health data collected either 

prospectively, retrospectively or both. Examples include the use of standard case report forms 

or data dictionaries, a central review of the collected data, training provided to 

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0226015#pone.0226015.ref026
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0226015#pone-0226015-t001
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researchers/stakeholders and leadership role by one of the partners for coordinating data 

collection, sharing or linkage activities. 

Table 1 Clustering of barriers and facilitators to harmonized health data collection, sharing and linkage 

 

Analysis 

A narrative synthesis of included publications was carried out [27]. This step involved the 

categorization of health data collection, sharing and linkage projects based on their national or 

cross-national dimension, their source of health data, and barriers and facilitators identified in 

these publications. This step was important to highlight similarities and differences between 

projects in Denmark and Switzerland. The statistical software, STATA ® version 15.0, was 

used for the different analyses. 

3.4 Results 
A total of 1928 papers were initially retrieved from the search engines and electronic 

bibliographic databases for the period of January 2008 to December 2017. The search was 

repeated for the period of January 2018 to March 2019 (upon request of the journal) resulting 

in a total of 425 additional papers. The result of the two searches were combined for each stage 

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0226015#pone.0226015.ref027
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of the PRISMA resulting in an overall total of 2353 papers retrieved for the period of January 

2008 to March 2019 (Fig 1). Duplicates (n = 170) were removed either automatically using 

ENDNOTE X8 or manually after reviewing abstracts and their titles. The remaining 2183 

papers went through title and abstract screening, which resulted in the exclusion of 1789 papers. 

In-depth full-text screening was performed for 394 papers, and 115 more papers were excluded 

for not meeting the inclusion criteria (see Fig 1 for reasons). Reference screening of the 279 

included papers, resulted in the identification and inclusion of 66 additional papers which met 

the eligibility criteria for this systematic review (Fig 1). 

 

Figure 1 Flow diagram of study selection. 

The 345 included papers are summarized in Table 2, where they are categorized based on their 

national (n = 240) or cross-national (n = 105) dimension, their sources of health data and the 

total number of barriers and facilitators reported for each project. We identified 200 Danish and 

40 Swiss national projects, and 105 cross-national projects. Among these cross-national 

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0226015#pone-0226015-g001
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0226015#pone-0226015-g001
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0226015#pone-0226015-g001
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0226015#pone-0226015-t002
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projects, 14 projects involved the use of health data from both Denmark and Switzerland, 51 

and 40 projects involved a Danish partner and a Swiss partner respectively. Overall, the number 

of projects which involved primary health data collection, sharing and analysis were 106 

(30.7%), 92 (26.7%) and 106 (30.7%) respectively. Comparatively, the number of projects 

which involved secondary health data collection and analysis were 283 (82.0%; if a study 

collected both primary health data and secondary health data, it was counted for both). Of the 

345 projects, 199 used health data from health services, 211 from public health sector, 94 from 

research and 62 from other health data sources. 

Table 2 Characteristics of included projects (n = 345) with the total number of identified barriers and facilitators 

per project. 

Reference Country Partnership 

Type 

Source of health data Total Identified Barriers, 
n 

Total Identified 

Facilitators, n 

Aabakke et al. 2014 [28] DKa National Health Services; Public Health; Other 4 5 

Adam et al. 2010 [29] CHb National Research 5 7 

Agergaard et al. 2017 [30] DK National Health Services 3 6 

Agten et al. 2017 [31] CH National Public Health 1 3 

Ammundsen et al. 2012 [32] DK National Health Services; Research 3 6 

Andersen et al. 2011 [33] DK National Health Services; Public Health 4 8 

Andersen et al. 2014 [34] DK National Health Services, Public Health 2 4 

Andres et al. 2018 [35] CH National Public Health 4 3 

Annaheim et al. 2018 [36] CH National Health Services; Other 5 3 

Antonsen et al. 2011 [37] DK National Public Health; Research 2 2 

Antonsen et al. 2016 [38] DK National Health Services; Public Health; Research 2 12 

Arboe et al. 2016 [39] DK National Health Services; Public Health; Other 0 14 

Arking et al. 2014 [40] CH Cross-national Research 0 4 

Atlado´ttir et al. 2012 [41] DK National Health Services; Public Health; Other 1 4 

Aubert et al. 2016 [42] CH National Health Services 0 5 

Auer et al. 2014[43] CH National Health Services; Public Health 0 9 

Avillach et al. 2013 [44] DK Cross-national Health Services; Public Health 5 12 

Avlund et al. 2018 [45] DK National Health Services; Public Health 1 8 

Bachelet et al. 2016 [46] DK Cross-national Health Services; Public Health; Research 2 7 

Baker et al. 2009 [47] DK National Health Services 3 2 

Baldur-Felskov et al. 2013 [48] DK National Health Services; Research 2 5 

Balgobind et al. 2009 [49] DK Cross-national Health Services; Research 0 1 

Bay-Nielsen et al. 2008 [50] DK National Public Health 0 2 

Beduneau et al. 2017 [51] CH Cross-national Health Services; Public Health 1 6 

Begre et al. 2010 [52] CH National Other 2 4 

Bendixen et al. 2019 [53] DK National Health Services; Public Health; Research; 
Other 

0 3 

Beretta-Piccoli et al. 2017 [54] CH National Health Services; Public Health 3 8 

Binderup et al. 2018 [55] DK National Health Services; Research; Other 2 5 
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Bisgaard et al. 2013 [56] DK National Health Services; Research 0 5 

Bjerregaard and Larsen 2011 [57] DK National Health Services; Public Health 0 11 

Bjornholt et al. 2015 [58] DK National Health Services; Public Health; Research 1 9 

Blaha et al. 2016 [59] DK Cross-national Health Services 2 6 

Blenstrup and Knudsen 2011 [60] DK National Health Services; Research 1 3 

Blichert-Toft et al. 2008 [61] DK National Health Services; Public Health; Research 0 3 

Bodin et al. 2018 [62] DK Cross-national Health Services; Public Health 3 6 

Boje et al. 2014 [63] DK National Public Health 1 3 

Brenner et al. 2011 [64] CH National Public Health 1 6 

Brink et al. 2018 [65] DK National Research 5 6 

Burgstaller et al. 2016 [66] CH National Health Services; Research 0 6 

Cainzos-Achirica et al. 2018 [67] DK Cross-national Health Services 4 5 

Calhaz-Jorge et al. 2017 [68] DK Cross-national Public Health; Other 2 4 

Calvet et al. 2014 [69] CH Cross-national Research 2 3 

Carstensen et al. 2008 [70] DK National Health Services 0 4 

Caspersen et al. 2008 [71] DK National Health Services; Public Health 0 7 

Chaigne et al. 2017[72] CH National Health Services 0 5 

Chesnaye et al. 2014 [73] DK Cross-national Public Health 1 2 
 

Chmiel et al. 2011 [74] CH National Health Services 3 10 

Christensen et al. 2011 [75] DK National Health Services; Public Health; Research 0 2 

Christensen et al. 2011b [76] DK National Public Health 0 11 

Christensen et al. 2011c [77] DK National Health Services; Public Health 1 5 

Christensen et al. 2014 [78] DK National Health Services; Public Health; Other 1 8 

Christensen et al. 2016 [79] DK National Public Health 1 6 

Christensen et al. 2016b [80] DK National Health Services; Public Health 1 6 

Christiansen et al. 2008 [81] DK National Public Health; Research 1 5 

Christiansen et al. 2008b [82] DK National Health Services; Public Health 1 3 

Christoffersen et al. 2015 [83] DK National Health Services; Public Health; Other 1 5 

Coleman et al. 2011 [84] DK Cross-national Public Health 2 13 

Coloma et al. 2011 [85] DK Cross-national Health Services 5 9 

Corraini et al. 2017 [86] DK National Public Health 1 6 

Costantino et al. 2018 [87] DK Cross-national Health Services; Other 4 6 

Cotter et al. 2013 [88] CH Cross-national Health Services; Research 1 3 

Czauderna et al. 2016 [89] CH Cross-national Research 4 9 

Dalgard et al. 2010 [90] DK Cross-national Research 0 0 

Damgaard et al. 2013 [91] DK National Public Health 1 3 

Darby et al. 2013 [92] DK Cross-national Health Services; Public Health 1 4 

Dastani et al. 2012 [93] CH Cross-national Research 0 4 

De Angelis et al. 2009 [94] Both Cross-national Research 5 7 

De Groot et al. 2014 [95] DK Cross-national Health Services; Public Health; Research 4 1 

della Torre et al. 2012 [96] CH National Health Services 0 5 

Dencker et al. 2016 [97] DK National Public Health 1 1 
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De Vos Andersen et al. 2017 [98] DK National Health Services; Public Health; Other 2 9 

Diel et al. 2010 [99] CH National Health Services 3 7 

Disanto et al. 2016 [100] CH National Public Health 0 11 

Donia et al. 2017 [101] DK National Public Health; Research 2 0 

Downs et al. 2016 [102] DK Cross-national Public Health; Other 1 2 

Dreyer et al. 2015 [103] DK Cross-national Public Health; Other 2 7 

Edgren et al. 2015 [104] DK Cross-national Health Services; Public Health; Other 1 6 

Ehlers et al. 2009 [105] DK National Public Health; Other 0 3 

Ekelund et al. 2015 [106] DK National Health Services; Public Health 1 12 

El-Galaly et al. 2015 [107] DK Cross-national Public Health 1 5 

Elliott et al. 2017 [108] DK National Health Services 1 2 

Engelberger et al. 2015 [109] CH National Health Services; Public Health 0 6 

Erdem et al. 2015 [110] DK Cross-national Health Services; Other 1 2 

Erichsen et al. 2010 [111] DK National Health Services; Public Health; Research 0 13 

Erichsen et al. 2011 [112] DK National Health Services; Public Health 1 4 

Erlangsen et al. 2008 [113] DK National Public Health 1 5 

Escala-Garcia et al. 2019 [114] DK Cross-national Research 2 2 

Escott-Price et al. 2014 [115] CH Cross-national Research 0 0 

Fago¨-Olsen et al. 2012 [116] DK National Public Health 0 1 

Fahrner et al. 2014 [117] CH National Health Services 4 2 

Fedder et al. 2013 [118] DK National Public Health 2 5 

Fenger et al. 2016 [119] DK National Public Health; Other 1 5 
 

Fieten et al. 2018 [120] CH Cross-national Research 3 3 

Fløe et al. 2018 [121] DK National Health Services; Other 1 4 

Frandsen et al. 2014 [122] DK National Health Services; Public Health 2 5 

Frary et al. 2016 [123] DK National Health Services; Public Health 0 5 

Freiberg et al. 2017 [124] Both Cross-national Health Services; Public Health 0 3 

Friis et al. 2009 [125] DK National Health Services; Public Health; Other 1 4 

Funcke et al. 2016 [126] CH Cross-national Health Services; Public Health 1 7 

Furtwa¨ngler et al. 2018 [127] CH Cross-national Health Services; Research 1 4 

Gammelager et al. 2012 [128] DK National Health Services; Public Health 1 7 

Garcia-Etienne et al. 2019 [129] CH Cross-national Health Services 1 4 

Gatta et al. 2017 [130] CH Cross-national Research 1 1 

Gatzioufas et al. 2016 [131] CH Cross-national Research 0 4 

Geissbuhler 2013 [132] CH National Health Services 16 15 

Ghith et al. 2012 [133] DK National Research; Other 2 7 

Gjerstorff 2011 [134] DK National Public Health 1 7 

Glintborg et al. 2011 [135] DK National Health Services; Public Health 2 5 

Godballe et al. 2009 [136] DK National Public Health 0 5 

Gorski et al. 2015 [137] CH Cross-national Research 1 6 

Goutaki et al. 2017 [138] Both Cross-national Health Services 2 14 
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Goutaki et al. 2019 [139] CH National Health Services; Research 4 10 

Gradel et al. 2008 [140] DK National Health Services; Public Health 0 5 

Grann et al. 2011 [141] DK National Health Services; Public Health 1 6 

Gratwohl et al. 2015 [142] CH Cross-national Research 0 4 

Gregersen et al. 2016 [143] DK National Public Health 3 6 

Griffin et al. 2011 [144] DK Cross-national Health Service; Research; Other 2 3 

Gromov et al. 2014 [145] DK National Health Services 0 5 

Gruber et al. 2018 [146] CH Cross-national Health Services 0 2 

Gudbrandsdottir et al. 2012 [147] DK National Health Services; Other 1 1 

Gulmez et al. 2009 [148] DK National Health Services; Public Health 0 4 

Gylvin et al. 2017 [149] DK National Health Services; Research; Other 1 3 

Hallas et al. 2012 [150] DK National Health Services; Public Health 3 6 

Hallas and Pottegard 2017 [151] DK National Health Services; Public Health 1 5 

Halmin et al. 2017 [152] DK Cross-national Public Health 0 4 

Hansen et al. 2008 [153] DK National Health Services; Public Health 1 8 

Hansen et al. 2012 [154] DK National Health Services; Public Health 2 4 

Hansen and Jacobsen 2014 [155] DK National Health Services; Research 1 6 

Hansen et al. 2018 [156] DK National Health Services; Research; Other 2 4 

Harshman et al. 2012 [157] DK Cross-national Health Services; Public Health 1 2 

Hatz et al. 2011 [158] CH National Public Health 1 6 

Haueis et al. 2012 [159] CH Cross-national Research 1 4 

Havelin et al. 2009 [160] DK Cross-national Public Health 3 6 

Head et al. 2013 [161] DK Cross-national Health Services; Other 3 5 

Helgstrand et al. 2010 [162] DK National Health Services; Public Health 0 7 

Helgstrand et al. 2012 [163] DK National Health Services; Public Health; Other 0 3 

Helqvist et al. 2012 [164] DK National Health Services; Public Health 0 3 

Helweg-Larsen 2011 [165] DK National Public Health; Other 1 3 
 

Hemkens et al. 2017 [166] CH National Research 0 5 

Henningsen et al. 2011 [167] DK National Public Health 0 4 

Henningsen et al. 2011b [168] DK Cross-national Public Health 4 8 

Henriksen et al. 2013 [169] DK National Public Health 0 3 

Herzberg et al. 2012 [170] DK National Health Services 1 3 

Hetland 2011 [171] DK National Health Services; Other 5 16 

Holland-Bill et al. 2014 [172] DK National Health Services; Public Health 1 8 

Horsdal et al. 2012 [173] DK National Health Services; Public Health 2 5 

Hyldig et al. 2019 [174] DK National Health Services; Public Health; Research; 
Other 

1 5 

Ingeholm et al. 2016 [175] DK National Health Services; Public Health; Other 2 6 

Ittermann et al. 2018 [176] DK Cross-national Research 1 4 

Iversen et al. 2016 [177] DK National Public Health 1 8 

Jacobs et al. 2014 [178] CH Cross-national Research 0 11 

Jakobsen et al. 2017 [179] DK National Public Health 2 2 
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Jensen et al. 2009 [180] DK National Health Services; Public Health 1 6 

Jensen et al. 2010 [181] DK National Health Services; Public Health 1 0 

Jensen et al. 2011 [182] DK National Health Services 2 6 

Jensen et al. 2016 [183] DK National Public Health 1 7 

Jensen et al. 2017 [184] DK National Public Health 1 1 

Jeppesen et al. 2016 [185] DK National Health Services; Public Health 2 5 

Johannesdottir et al. 2012 [186] DK National Health Services; Public Health 3 9 

Jørgensen et al. 2018 [187] DK National Health Services; Public Health 1 6 

Joshi et al. 2015 [188] Both Cross-national Research 1 6 

Kachuri et al. 2018 [189] DK Cross-national Research 0 2 

Kaltoft et al. 2009 [190] DK National Health Services; Public Health 2 3 

Karkov et al. 2010 [191] DK National Health Services; Public Health; Other 2 5 

Kent et al. 2015 [192] DK National Health Services; Public Health; Other 1 13 

Khanna et al. 2008 [193] CH National Research 1 1 

Khatami et al. 2016 [194] Both Cross-national Health Services 2 14 

Kiderlen et al. 2012 [195] CH Cross-national Public Health 3 2 

Kildemoes et al. 2011 [196] DK National Health Services; Public Health 1 8 

Kirwan et al. 2008 [197] Both Cross-national Research 2 12 

Klein et al. 2012 [198] DK National Health Services; Public Health 1 1 

Knudsen et al. 2013 [199] DK National Health Services 0 1 

Kowalska et al. 2011 [200] DK Cross-national Health Services; Other 4 4 

Kronborg et al. 2009 [201] DK National Public Health; Other 1 6 

Laenkholm et al. 2018 [202] DK National Health Services; Public Health 0 8 

Laguna et al. 2009 [203] CH Cross-national Health Services 0 3 

Landolt et al. 2016 [204] CH Cross-national Research 0 3 

Lang et al. 2019 [205] CH Cross-national Research 2 3 

Lange et al. 2017 [206] DK National Health Services; Other 0 5 

Laouali et al. 2018 [207] DK Cross-national Public Health; Other 1 6 

Larsen et al. 2016 [208] DK National Public Health; Research 2 3 

Larsen et al. 2016b [209] DK National Health Services; Public Health 3 5 

Laursen et al. 2018 [210] DK National Health Services; Public Health; Research 1 5 
 

Leboeuf-Yde et al. 2012 [211] DK National Research; Other 1 1 

Lehnert et al. 2018 [212] DK National Public Health 1 3 

Lildballe et al. 2014 [213] DK National Health Services; Public Health 0 2 

Linauskas et al. 2018 [214] DK National Public Health 7 4 

Lindhardsen et al. 2011 [215] DK National Health Services 1 7 

Lindhardsen et al. 2012 [216] DK National Health Services; Other 2 8 

Linnet et al. 2009 [217] DK National Health Services; Public Health; Other 2 7 

Liu et al. 2016 [218] DK National Health Services; Public Health; Research 1 7 

Lund et al. 2018 [219] DK National Public Health 4 8 

Lundstrøm et al. 2009 [220] DK National Public Health 3 5 
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Luta et al. 2018 [221] CH National Research 0 6 

Lydiksen et al. 2014 [222] DK National Health Services; Public Health 0 3 

Lynge et al. 2011 [223] DK National Health Services 3 4 

Maeng et al. 2008 [224] DK National Health Services; Public Health 1 4 

Mahajan et al. 2018 [225] DK Cross-national Research 2 6 

Majholm et al. 2012 [226] DK National Health Services; Public Health 3 3 

Mareri et al. 2011 [227] Both Cross-national Research 0 4 

Margulis et al. 2017 [228] DK Cross-national Public Health 2 5 

May et al. 2014 [229] CH Cross-national Research 3 6 

Mejdahl et al. 2013 [230] DK National Public Health; Other 2 3 

Mellernkjær et al. 2014 [231] DK National Health Services; Public Health 0 1 

Messerli et al. 2016 [232] CH National Public Health; Research 0 6 

Mikkelsen et al. 2015 [233] DK National Health Services; Other 2 4 

Minnerup et al. 2015 [234] CH Cross-national Health Services 0 1 

Modvig et al. 2017 [235] DK National Public Health 0 5 

Mo¨hring et al. 2019 [236] CH Cross-national Research 1 7 

Møller et al. 2008 [237] DK National Public Health 2 6 

Mors et al. 2011 [238] DK National Health Services; Public Health 0 9 

Mortensen et al. 2011 [239] DK National Public Health; Research 1 3 

Mortensen et al. 2013 [240] DK National Health Services; Public Health 0 2 

Mueller et al. 2015 [241] CH Cross-national Research 0 7 

Mukai et al. 2013 [242] DK National Health Services; Public Health 1 2 

Mu¨ller et al. 2012 [243] CH National Other 1 4 

Munk et al. 2012 [244] DK National Public Health; Other 0 6 

Narath et al. 2016 [245] CH Cross-national Health Services; Research 0 7 

Neelon et al. 2015[246] DK National Public Health 1 2 

Nickenig et al. 2014 [247] Both Cross-national Health Services; Public Health 2 4 

Nielsen et al. 2012 [248] DK National Health Services; Public Health 1 3 

Nielsen et al. 2015 [249] DK National Health Services; Public Health 2 2 

Nielsen et al. 2015b [250] DK National Health Services; Public Health 2 3 

Nielsen and Nordestgaard 2016 

[251] 
DK National Health Services; Public Health; Other 1 3 

Nilsson et al. 2014 [252] DK National Health Services; Public Health 3 5 

Nolan-Kenney et al. 2019 [253] CH Cross-national Research 4 8 

Nørskov et al. 2015 [254] DK National Public Health 1 4 

Nørskov et al. 2017 [255] DK National Public Health; Research 1 4 
 

Nyholm et al. 2015 [256] DK National Health Services; Public Health 2 3 

Olsen et al. 2008 [257] DK National Health Services; Public Health; Other 3 4 

Olsen et al. 2013 [258] DK National Public Health 1 5 

Orsted et al. 2011[259] DK National Public Health 2 5 

O¨ zcan et al. 2016 [260] DK National Health Services 2 10 

Pacurariu et al. 2015 [261] DK Cross-national Public Health 5 2 
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Pagh et al. 2013 [262] DK National Health Services; Other 1 2 

Palnum et al. 2012 [263] DK National Health Services; Public Health; Other 2 6 

Pasternak et al. 2014 [264] DK National Health Services; Public Health 1 5 

Patadia et al. 2018 [265] DK Cross-national Health Services; Research 1 2 

Pattaro et al. 2016 [266] Both Cross-national Research 1 7 

Paulsen et al. 2013 [267] DK National Public Health 1 6 

Pechmann et al. 2019 [268] CH Cross-national Research 1 12 

Pedersen et al. 2010 [269] DK Cross-national Health Services 0 2 

Pedersen 2011 [270] DK National Health Services; Public Health 2 6 

Pedersen et al. 2011 [271] DK National Health Services; Public Health 0 4 

Perera et al. 2018 [272] DK Cross-national Public Health 3 1 

Perregaard et al. 2015 [273] DK National Public Health 2 3 

Petersen et al. 2018 [274] DK National Public Health 3 2 

Petersen et al. 2018b [275] DK National Health Services; Public Health; Other 1 3 

Piazza et al. 2010 [276] CH Cross-national Health Services 0 1 

Piltoft et al. 2017 [277] DK National Public Health; Other 0 4 

Pinborg et al. 2015 [278] DK National Public Health 0 4 

Pironi et al. 2017 [279] DK Cross-national Health Services 2 5 

Plu¨ss-Suard et al. 2013 [280] CH National Health Services 1 3 

Pommergaard et al. 2014 [281] DK National Health Services; Public Health 3 3 

Pottegard et al. 2014 [282] DK National Public Health 0 9 

Pottegard et al. 2015 [283] DK National Public Health 2 6 

Poulsen et al. 2012 [284] DK National Health Services 2 4 

Poulsen et al. 2016 [285] DK National Health Services; Public Health 1 4 

Poulsen et al. 2018 [286] DK National Health Services; Public Health 1 6 

Preston et al. 2014 [287] DK National Public Health 0 5 

Prins et al. 2018 [288] DK Cross-national Research 0 6 

Pukkala et al. 2009 [289] DK Cross-national Public Health 2 6 

Radovanovic and Erne 2010 [290] CH National Health Services 3 12 

Ramlau-Hansen et al. 2009 [291] DK National Health Services; Public Health 2 3 

Rasmussen et al. 2012 [292] DK National Public Health 1 2 

Rasmussen and Tønnesen 2016 
[293] 

DK National Public Health; Other 1 7 

Rasmussen et al. 2017 [294] DK National Public Health; Other 2 7 

Rathe 2015 [295] DK National Health Services; Public Health 0 7 

Reyes et al. 2016 [296] DK Cross-national Public Health 0 4 

Ringdal et al. 2011 [297] Both Cross-national Research; Other 6 8 

Roberto et al. 2016 [298] DK Cross-national Health Services; Public Health; Research 2 8 

Rudin et al. 2008 [299] CH National Research 0 5 

Rungby et al. 2017 [300] DK National Health Services; Public Health 2 6 
 

Russell et al. 2018 [301] DK Cross-national Research 2 5 

Schaefer et al. 2013 [302] CH National Health Services 0 4 
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Scha¨fer et al. 2018 [303] CH Cross-national Research; Other 2 6 

Schatlo et al. 2012 [304] CH National Health Services; Research 0 4 

Schatorje´ et al. 2014 [305] CH Cross-national Research 4 6 

Schmaal et al. 2017 [306] CH Cross-national Health Services 1 6 

Schmidt et al. 2010 [307] DK National Public Health; Other 0 4 

Schmidt et al. 2010b [308] DK National Public Health 0 8 

Schmidt et al. 2011 [309] DK National Public Health 0 4 

Schmidt et al. 2012 [310] DK National Public Health 0 5 

Schmidt et al. 2012b [311] DK National Public Health 2 5 

Schmidt et al. 2014 [312] DK National Public Health; Other 1 11 

Schmidt et al. 2018 [313] DK National Health Services 1 11 

Schneeberger et al. 2013 [314] Both Cross-national Health Services 0 3 

Schoos et al. 2015 [315] DK National Public Health; Other 0 4 

Schroll et al. 2012 [316] DK National Health Services 1 4 

Schuemie et al. 2012 [317] DK Cross-national Health Services; Public Health 2 6 

Sejbaek et al. 2013 [318] DK National Public Health; Research 0 4 

Skyum et al. 2018 [319] DK National Health Services; Other 3 4 

Skyum et al. 2019 [320] DK Cross-national Health Services; Research 2 7 

Soerensen et al. 2014 [321] DK National Health Services; Public Health 1 7 

Sommer et al. 2018 [322] CH National Research 2 6 

Sørensen et al. 2009 [323] DK National Public Health 1 1 

Sørensen et al. 2013 [324] DK National Health Services; Public Health 1 6 

Spoerri et al. 2010 [325] CH National Public Health 1 3 

Stahl Madsen et al. 2014 [326] DK National Health Services 0 3 

Steenholdt et al. 2014 [327] DK National Public Health; Research 1 6 

Stewardson et al. 2016 [328] CH Cross-national Health Services 1 9 

Strasser et al. 2016 [329] CH National Research 1 7 

Streit et al. 2014 [330] CH National Health Services 2 4 

Strnad et al. 2016 [331] CH Cross-national Research 0 6 

Stukalin et al. 2018 [332] DK Cross-national Health Services; Public Health 1 3 

Su¨rder et al. 2013 [333] CH National Research 1 4 

Suttorp et al. 2018 [334] CH Cross-national Research 0 6 

Svendsen et al. 2013 [335] DK National Health Services; Public Health 0 2 

Talman et al. 2008 [336] DK National Health Services; Public Health 0 3 

Thillemann et al. 2009 [337] DK National Public Health 0 4 

Thomsen et al. 2008 [338] DK National Health Services; Public Health 0 5 

Thornqvist et al. 2014 [339] DK National Health Services; Public Health 2 6 

Thøstesen et al. 2015 [340] DK National Public Health; Research; Other 0 4 

Thygesen et al. 2011 [341] DK National Health Services; Public Health 0 5 

Tollånes et al. 2016 [342] DK Cross-national Health Services; Public Health; Research 2 7 

Trabert et al. 2014 [343] DK Cross-national Research 4 4 



61 
 

Tutolo et al. 2019 [344] CH Cross-national Health Services 1 3 

Tvedskov et al. 2011 [345] DK National Health Services; Public Health 2 5 

Tvedskov et al. 2015 [346] DK National Health Services; Public Health 1 5 
 

Ulff-Moller et al. 2018 [347] DK National Health Services; Public Health; 
Research; Other 

2 6 

Underbjerg et al. 2013 [348] DK National Health Services; Public Health 2 6 

Underbjerg et al. 2015 [349] DK National Public Health 0 5 

Ungaro et al. 2019 [350] DK Cross-national Public Health 3 6 

Usvyat et al. 2013 [351] Both Cross-national Health Services 8 4 

Vach et al. 2018 [352] CH National Health Services; Research; Other 2 4 

Van Hedel et al. 2018 [353] CH Cross-national Health Services 3 7 

Van Stralen et al. 2011 [354] Both Cross-national Research 1 3 

Vasan et al. 2016 [355] DK Cross-national Public Health 0 5 

Vester-Andersen et al. 2014 [356] DK National Health Services; Public Health 0 6 

Vest-Hansen et al. 2014 [357] DK National Public Health 1 5 

Viberg et al. 2018 [358] DK National Health Services; Public Health 0 5 

Villadsen et al. 2011 [359] DK National Health Services; Public Health 2 3 

Walters et al. 2013 [360] DK Cross-national Public Health 5 4 

Weber et al. 2013 [361] CH National Health Services 11 5 

Weigang et al. 2010 [362] CH Cross-national Health Services 1 3 

Wiegand et al. 2014 [363] CH Cross-national Research 1 6 

Wildgaard et al. 2011 [364] DK National Health Services; Public Health 1 2 

Winterfeld et al. 2013 [365] Both Cross-national Health Services 1 4 

Wurtzen et al. 2013 [366] DK National Health Services; Research 0 6 

Ylijoki-Sorensen et al. 2014 [367] DK Cross-national Public Health 4 4 

Zalfani et al. 2012 [368] CH National Health Services; Public Health 0 4 

Zecca et al. 2018 [369] CH National Health Services 2 4 

Zellweger et al. 2014 [370] CH National Health Services; Other 2 5 

Zellweger et al. 2019 [371] CH National Public Health 1 5 

Zwisler et al. 2016 [372] DK National Health Services; Public Health 0 10 

a DK: Denmark b CH: Switzerland 

Overview of barriers 

Barriers of an ethical nature were reported 19 times in the included records and they concerned 

mainly issues related to privacy (n = 9) and respect for autonomy of study participants (n = 6) 

(Table 3). As to legal barriers, these were reported 17 times and they included issues associated 

with national data protection regulations (n = 4), differences in national legislations concerning 

data security and privacy (n = 4) and “Other” (n = 9) (e.g. legal uncertainty concerning health 

data collection or sharing, market restriction, etc.). Overall, the type of barriers that were more 

often reported, however, were those of a technical nature. In the records, 416 technical barriers 

were mentioned and they were classified as data quality issues (e.g. data incompleteness, 

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0226015#pone-0226015-t003
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potential misclassification of data, etc.) (n = 234), lack of data standards (data structure and 

semantics, e.g. ambiguous terminologies, temporal evolution of data standards, etc.) (n = 151), 

limited technical capabilities (e.g. no unique identifier, etc.) (n = 21) and “Other” (n = 10) (e.g. 

time constraints on physicians preventing the use of standard procedures for data collection). 

Financial barriers were also reported, but only a limited amount of times (n = 9), and they were 

principally referring to the unavailability or inadequacy of financial support (n = 8). Only 13 

political barriers were found and they comprised institutional/constitutional organization issues 

(e.g. federalist system and different healthcare systems) (n = 6), mistrust between stakeholders 

(n = 3), data ownership issues (n = 2) and “Other” (n = 2) (e.g. no official guidelines for data 

sharing). Studies also reported some motivational barriers, including lack of research incentives 

(n = 17) (including additional workload imposed on physicians/researchers), data re-use 

prevented by stakeholders as they are deemed unfit for secondary use (n = 2), stakeholders’ 

competing interests (n = 2) and additional barriers of a diversified content, thus labelled as 

“Other” (n = 4) (e.g. study participants not showing up for part of the study). Finally, 6 socio-

cultural barriers were reported in the included records, half of which were related to a “cultural 

clash” (n = 3), which we defined as issues resulting from different cultures in data collection, 

sharing and linkage of the partners involved in the project. 

Table 3 Distribution of barriers’ sub-clusters in national and cross-national Danish and Swiss projects. 
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a N is the total number of projects in each country category  
b n is the total number of reported barriers per sub-cluster  
c–is the absence of reported barriers per sub-cluster  

N/A–Not Applicable 

 

Overview of facilitators 

Facilitators of an ethico-legal nature were reported 582 times in total, and they were classified 

as official/legal approval of study (e.g. Danish Data Protection Agency) (n = 148), ethical 

approval by a REC/IRB (n = 135), legislation permitting to proceed with health data collection, 

sharing and linkage without consent or REC/IRB approval (n = 79), obtaining informed consent 

from participants (n = 69), health data anonymization (n = 58), the presence of legislation 

requiring mandatory reporting (n = 41), confidentiality measures (n = 29; e.g. data security 

audits), project done according to international laws and regulations (n = 8), data access rights 

for patients (n = 4), clear legislation for data collection, sharing or linkage (n = 3) and “Other” 

(n = 8) (e.g. study data made available by researchers upon request). Facilitators of a technical 

nature were reported 981 times in total, which were grouped in three categories, namely 

techniques for data harmonization (n = 798), data linkage (n = 155) and “Other” (n = 28) (e.g. 

study allowed the creation of optional and mandatory datasets, whereby a minimum of data are 

classified as mandatory). Facilitators of a financial nature, especially explaining how funding 

was successfully secured, were mentioned 12 times. These referred, for example, to public-

private partnerships, where both partners would gain some benefits from the collaboration, as 

a solution for funding issues (n = 3). 169 facilitators related to politics were reported. These 

referred to the structure of the health system as an advantage for harmonized health data 

collection, sharing and linkage (n = 139), data access control by the players (n = 11), the 

presence of a data sharing agreement between the stakeholders (n = 9), building and maintaining 

stakeholders’ trust for collaboration (n = 7) and “other” (n = 4). There were 14 motivational 

facilitators, which included monetary incentives to incite researchers/stakeholders to abide by 

standardized procedures for data handling and management (n = 7), improved data collection 

tool to ease the workload of researchers/stakeholders for data collection/sharing (n = 3), a 

memorandum of understanding between partners to ensure collaboration till end of study (n = 

2) and “other” (n = 2). Lastly, there were 8 socio-cultural facilitators, which included data 

subjects controlling access to their data (n = 4) and “Other” (n = 4) (e.g. transparent policies for 

the participants). Country-wise distribution for all six facilitators categories are presented in 

Table 4. 
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Table 4 Distribution of facilitators’ sub-clusters in national and cross-national Danish and Swiss projects. 

 

Table 4 shows the distribution of facilitators’ sub-clusters in national and cross-national Danish and Swiss projects. 

As such, single-country and multi-national countries are not differentiated. 
aN is the total number of projects in each country category 
b n is the total number of reported facilitators per sub-cluster 
cEthical and legal facilitators were merged as reported solutions had both an ethical and a legal dimension  
d–is the absence of reported facilitators per sub-cluster  

N/A–Not Applicable 

 

Barriers and facilitators identified in national Danish and Swiss projects 

When considering only national projects (n = 240) involving either Denmark (N = 200) or 

Switzerland (N = 40) alone, there were 323 identified barriers and 1234 facilitators. Technical 

barriers and facilitators were most frequently reported. For comparison purposes and 

compensation for the imbalances in the number of national projects identified in each country, 

the absolute numbers and the number of barriers and facilitators per 1,000 national projects for 

each country are illustrated in Table 5. 
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Table 5 Distribution of barriers and facilitators in national Danish and Swiss projects. 

 

Interestingly, the only identified category of barriers which was comparatively almost equally 

reported in Swiss and Danish single-country projects was that of technical barriers. Otherwise, 

ethical, legal, financial, motivational and socio-cultural barriers were reported 5.0, 3.3, 3.3, 5.7 

and 10.0 times more in Swiss projects than in Danish projects respectively. On the contrary, a 

Swiss project reported on average more facilitators than a Danish one (only financial facilitators 

were reported equally in both countries). Ethico-legal, technical, motivational and socio-

cultural facilitators were reported 1.2, 1.3, 4.2 and 1.3 times more in Swiss projects than in 

Danish projects respectively. Only facilitators related to politics were reported 4.5 times more 

in Danish projects than Swiss projects. 

Barriers and facilitators identified in cross-national Danish and Swiss projects 

With respect to cross-national projects (n = 105), there were 182 identified barriers and 532 

identified facilitators. Technical barriers and facilitators were more frequently reported than 

those of another nature. For comparison purposes and compensation for the imbalances in the 

number of cross-national projects involving each country, the number of barriers and facilitators 

per 1,000 cross-national projects was calculated (excluding cross-national projects involving 

both countries) and illustrated in Table 6. 
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Table 6 Distribution of barriers and facilitators in cross-national Danish and Swiss projects. 

 

Concerning cross-national projects, we observed a reverse tendency as compared to national 

projects. Studies involving a collaboration with a Swiss partner have, on average, reported 1.8 

times less barriers than those involving a Danish partner. More in detail, projects including 

Switzerland reported 4.7, 1.9, 1.6, 3.1 times less barriers of an ethical, technical, financial and 

political nature respectively, than those with a Danish partner. However, cross-national projects 

involving a Swiss partner, reported 2.1 times more barriers of a motivational nature than those 

with a Danish partner. Comparatively, cross-national collaboration involving either a Swiss or 

Danish partner reported almost the same number of facilitators. Ethico-legal and political 

facilitators were identified 1.1 and 2.4 times more in cross-national projects with a Danish 

partner as opposed to cross-national projects involving a Swiss one. However, technical 

facilitators were identified 1.2 times more in cross-national projects with a Swiss partner than 

in those with a Danish one. 

3.5 Discussion 
This systematic review provides a comprehensive overview of projects from either Denmark or 

Switzerland which involved the collection, linking or sharing of data and of the barriers and 

facilitators related to the usage of health data therein reported. Our study includes a broad range 

of projects relying on data from different sources and contexts (health services, public health, 

research and other) and it confirms that studies involving the harmonization, linking or sharing 

of health data still encounter a high number of obstacles, but also underscores that barriers have 

prompted the development of numerous solutions. We will here address and discuss the findings 

related to barriers and facilitators of each cluster that was identified. 
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Ethico-legal barriers and facilitators 

Although ethico-legal factors are often described as some of the most problematic elements 

when it comes to linking and sharing health-related data [9, 373, 374], our results show that 

barriers of this nature are rarely reported. The small amount of ethico-legal barriers identified 

might either mean that such barriers were rarely present or that they were present but 

underreported. In our view, the latter option is more probable for at least two reasons. Firstly, 

as the records included in this review were all published articles, the explicit mentioning of 

ethico-legal complications might have been avoided to bypass problems related to publication. 

Secondly, ethico-legal factors are often less tangibile and transparent in comparison–for 

example–with technical ones [15] and they are thus more likely to be superseded. Moreover, 

underreporting would confirm that ethico-legal aspects related to processing of health data are 

still underappreciated, which is a major obstacle to the final success of research projects [2]. 

This also suggests that there is some resistency by authors to openly disclose and discuss ethico-

legal problematics. For the future, a less cautious approach would be much more beneficial, 

since it would allow new research projects to build on the issues encountered by old ones. 

Ethico-legal facilitators were more widely mentioned. Results show that Swiss projects are still 

predominantly anchored to the “consent or anonymise” approach, according to which the 

solution to solve ethico-legal problematics concerning health data is to either anonymize 

information or to require explicit authorization by data subjects [1]. Differently, Danish projects 

have made vaster use of alternative solutions, such as relying on specific confidentiality tools, 

and, more importantly, exploiting regulation that allows—upon certain conditions—to share 

and link health-related data without the need of obtaining consent by data subjects or REC 

approval. This demonstrates that the development of proper regulations to facilitate the 

harmonization and linking of health data offers practical solutions that projects developers are 

then willing to use. In this framework, another important finding concerns the role of the data 

protection authority. Whereas in Switzerland this public office–although existing–does not play 

a defined role with respect to research, results show that Danish studies have a more active 

interaction with the Data Protection Agency, as they need to apply for permission to use health 

data. The nature of the application to the national Data Protection Agency that Danish projects 

need to file is not explicitly described in the records reviewed, but it has been presented 

elsewhere [375, 376] as a less demanding procedure, resembling a simple duty of notification. 

Thus, many Danish projects dealing exclusively with health data–in accordance with national 

regulation–do not need to apply for full ethical review from a REC or IRB, an often demanding 

and lengthy process, but simply have to obtain clearance from the Data Protection Agency. This 

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0226015#pone.0226015.ref373
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0226015#pone.0226015.ref374
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0226015#pone.0226015.ref015
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0226015#pone.0226015.ref002
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0226015#pone.0226015.ref001
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0226015#pone.0226015.ref375
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0226015#pone.0226015.ref376
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institutionalized interaction with the public authority responsible to ensure compliance with 

data processing rules can be an important factor helping project developers, since it incentivizes 

to proactively tackle privacy concerns. This interaction could thus be considered as a model to 

inspire changes in the regulatory framework in Switzerland. 

Technical barriers and facilitators 

In this systematic review, data quality issues were the most commonly reported barriers, 

followed by the lack of data standards and limited technical capabilities. Although Denmark 

has a developed health data infrastructure, numerous identified projects described that data 

quality problems still affect health services, public health and research datasets [38, 79, 86, 98, 

119, 143, 149, 151]. This is confirmed by other studies, such as a review on the Danish National 

Patient Registry (DNRP) where the authors concluded that data incompleteness and 

heterogeneous validation methods of data limited the research potential of this registry [377]. 

Although relevant, data quality issues can be mitigated in a system like the Danish one, since 

linkage between data from different registries can be easily performed using the personal 

identification number (CPR) provided to all Danish citizens at birth and to stable residents 

[270]. Comparatively, Swiss projects and projects involving a Swiss partner also reported 

slightly more issues related to data quality than to data standards. However, in comparison to 

their Danish counterparts which reported almost twice more issues related to data quality than 

data standards, the difference in reporting of data standards and data quality issues was smaller 

in Swiss projects. This more equivalent reporting could imply that data standard issues are 

considered as important as data quality issues for the success of Swiss projects. Indeed, the high 

levels of data-heterogeneity in the Swiss healthcare context might stem from the fragmented 

nature of the healthcare system, where each of the 26 cantons [federal states] has a high degree 

of autonomy and where more than 55 health insurers are active [378]. 

These findings underline how technical issues are interconnected with the context where 

projects are carried out, and that also external systemic factors–and not simply internal 

complications of the projects themselves—affect the emerging of these barriers. In Denmark, 

for example, the presence of nation-wide registries fosters the development of studies relying 

on secondary use of routinely collected data, where researchers are more likely faced with 

issues about the quality of data, since the latter was originally collected for a different purpose. 

On the contrary, in a country like Switzerland—where data are more often prospectively 

collected—issues about the absence of common standards because of fragmentation are also 

likely to be evident, on top of data quality issues. 

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0226015#pone.0226015.ref038
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0226015#pone.0226015.ref079
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0226015#pone.0226015.ref086
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0226015#pone.0226015.ref098
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0226015#pone.0226015.ref119
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0226015#pone.0226015.ref143
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0226015#pone.0226015.ref149
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0226015#pone.0226015.ref151
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0226015#pone.0226015.ref377
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0226015#pone.0226015.ref270
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0226015#pone.0226015.ref378
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Our findings suggest therefore that even technical issues concerning data are strongly embedded 

in the surrounding where projects are conceived. This should induce project developers to 

communicate and learn from each others, since the barriers they will encounter and the solutions 

they will find are more likely to be dependent also on the context where they act, and not only 

on the specific features of their research. For example, since Switzerland’s healthcare sector 

does not use a universal personal identification number because of privacy concerns [379], 

linkage of data will almost certainly represent a technical challenge, regardless of the features 

the single project or the data that it aims at using. 

Motivational and financial barriers and facilitators 

With respect to motivational and financial factors, our findings are partly in line with the 

literature. Previous research had underscored that the key motivational and financial aspects 

concerned the lack of research incentives from resource-limited institutions, the fears of being 

‘robbed’ of data before publication or of losing reputation because others might identify errors 

in the data, the reluctance to facilitate access due to potential inappropriateness of further uses, 

the need to secure resources for data sharing activities and the necessity to make arrangements 

between institutions for data management costs [15, 380, 381]. 

Overall, national and cross-national Swiss projects combined reported more frequently 

motivational and financial facilitators than their Danish counterparts. This suggests that in a 

country with a less institutionalised system of data sharing and where studies often have a 

prospective design, more strategies are elaborated to deal with financial and motivational issues 

related to data, since–with a lower systemic support–single project developers have to make a 

greater effort. In contrary, in a context like Denmark—with the high prevalence of studies with 

retrospective design and the reliance on secondary uses of routinely collected health data–the 

need for financial and motivational facilitators might be lower. In fact, when health data 

harmonization is prevalently retrospective, a lower number of actors is involved [382]–since 

primary data collectors are rarely included–thus reducing the urgency to create motivational or 

financial incentives for a large number of collaborators. 

Another important finding related to financial aspects is that the presence of economic 

constraints can be the source of additional barriers related to data harmonization, such as data 

quality issues. For instance, the Swiss project AMIS Plus—concerning a register for acute 

coronary syndrome—could not envisage systematic site visits to assess data quality or more in-

depth questionnaires due to resource limitation [290]. In Denmark, similarly, with the 

Copenhagen School Health Records Register—a health examination register for schoolchildren 

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0226015#pone.0226015.ref379
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0226015#pone.0226015.ref015
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0226015#pone.0226015.ref380
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0226015#pone.0226015.ref381
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0226015#pone.0226015.ref382
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0226015#pone.0226015.ref290
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containing data on more than 350,000 individuals—financial constraints made it impossible for 

the authors to computerize the entire health card, thus limiting the understanding of potential 

confounding variables [47]. This indicates even more that barriers of different natures are 

interconnected and that new projects need to acknowledge this interconnectedness of the 

barriers to successfully address them. 

Political barriers and facilitators 

Danish national projects did not report any barriers of a political nature, whereas cross-national 

collaborations mentioned a few, such as data ownership and organizational issues [44, 85, 95]. 

This suggests that an institutionalization of data processing practices, similar to what occurs in 

Denmark [383], helps to remove political obstacles. Moreover, the presence of a centralized 

healthcare system structure also proves helpful, because it reduces the number of actors 

involved and thus the presence of competing interests. Political issues, however, might re-

emerge when projects are cross-national and thus abandon the relatively safe-haven created at 

the national level. 

In a context like the Swiss one, on the contrary, political barriers seem to be more relevant for 

national projects, because these fuel internal conflicts related to the diversity of interests within 

healthcare and to the difficulty of implementing uniform and centralized policies [132]. In fact, 

the two most mentioned political facilitators in Switzerland–building trust amongst 

stakeholders [132, 361] and stakeholders retaining control over data access [132, 290]–are both 

related to the attempt to coordinate the numerous different parties operating in the health data 

field and accommodate their competing interests. This might also explain why less political 

barriers are reported for Swiss cross-national projects. In fact, when projects from a context like 

the Swiss one go to a supra-national level, the chances of disputes related to in-country political 

antagonism to emerge is lower. 

Our results are thus in line with the literature, where mistrust between stakeholders, absence of 

comprehensive guidelines for data sharing and lack of legal accountability were identified as 

major political issues [2, 7, 15]. However, our results further show that the incidence of political 

barriers seems quite different in single-country studies if compared to cross national ones. This 

finding is particularly important since it underlines that sometimes the choice of a national or 

cross-national design might have an impact on the number of political issues encountered. 

Socio-cultural barriers and facilitators 

Barriers and facilitators of a socio-cultural nature were rarely mentioned in the included records. 

Comparatively, the incidence of cultural barriers seems to be higher for Switzerland, where 

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0226015#pone.0226015.ref047
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0226015#pone.0226015.ref044
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0226015#pone.0226015.ref085
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0226015#pone.0226015.ref095
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0226015#pone.0226015.ref383
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0226015#pone.0226015.ref132
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0226015#pone.0226015.ref132
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0226015#pone.0226015.ref361
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0226015#pone.0226015.ref132
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0226015#pone.0226015.ref290
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0226015#pone.0226015.ref002
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0226015#pone.0226015.ref007
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0226015#pone.0226015.ref015
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cultural clashes were mentioned more often than for Danish projects. Such difference could be 

due to the higher degree of fragmentation of the Swiss healthcare system in comparison to the 

Danish one, which is centralized and state-funded [18]. In fact, one Swiss study [132] reported 

that the choice for a distributed model in the managing of data was based on prior failures to 

implement centralized systems of health data and public mistrust towards the concept of 

centralization. Socio-cultural facilitators were mostly related to the involvement of data-

subjects by allowing them to retain control of data access. For instance, the Swiss project 

reported that data subjects had the possibility to decide which part of their medical records 

could be considered “stigmatizing”, and thereafter blinded to healthcare professionals, other 

than their designated and trusted physician [132]. The designated and trusted physician would 

have access to the full record. 

It is naturally impossible to determine whether socio-cultural barriers were actually overlooked 

or simply not reported. In either case, the limited mentioning of these factors signals an 

underappreciation of their importance. On the contrary, socio-cultural aspects should be 

carefully considered by project developers, since the harmonization of health data cannot ignore 

the cultural peculiarities of the single contexts from where data are pooled [384]. 

Harmonization, linking and sharing do not happen in a vacuum and opening up the dialogue 

between data processors and society at large can be an important success factor for the 

harmonization of health data in the long run. 

Limitations 

The limitations of this systematic review include choices that we made regarding the number 

of databases used for our search, the fact that we did search using English key words, and that 

only 20 percent of included papers went through double checking for data extraction 

consistency. We could have thus missed valuable studies that were published only in Danish, 

French, and German which we could have found if key words had been in those languages. 

Given the high number of papers included and resources related constraints, we were unable to 

double check for all information recorded, but in light of low discrepancies found in the portion 

of records which were double-checked, we are confident in our output. A reporting bias of 

barriers and facilitators identified in the included papers cannot be excluded as published papers 

are focused mostly on the effectiveness of their interventions rather than on the implementation 

phase. It is possible that our results are thus biased towards barriers and facilitators more likely 

to be reported in the papers (e.g. those of a technical nature). Given the low numbers of certain 

types of reported barriers and facilitators, it is difficult to compare the situation in the two 

countries without under- or over-exaggerating their presence or absence in the two countries. 

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0226015#pone.0226015.ref018
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0226015#pone.0226015.ref132
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0226015#pone.0226015.ref132
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0226015#pone.0226015.ref384
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However, the main objective of this systematic review was to identify barriers and facilitators 

to harmonized health data collection, sharing and linkage in Denmark and Switzerland. Causal 

inference was not part of this review’s primary objectives. 

3.6 Conclusion 
This systematic review gathered evidence from Switzerland and Denmark to map and describe 

barriers and facilitators concerning data harmonization, sharing and linkage. Given the focus of 

this review on Switzerland and Denmark, part of the findings has specific relevance for these 

two countries. In particular, for Switzerland it has emerged that fragmentation in the health data 

environment is a key challenge for harmonizing, sharing and linking of data. Since the 

implementation of more centralized governance systems—which are of great use in Denmark—

might not be a viable option for Switzerland because of the political structure of the country, a 

distributed governance model, which emphasises interoperability of health data, seems to be 

the preferable way forward. The introduction of Blockchain technology for patient records, 

which insures security and respects decentralization [385, 386], is reportedly an auspicious 

technology as its use in the Estonian healthcare system described by Mettler [387] suggests. 

This review outlined that the existing data infrastructure at the national-level in Denmark 

incentivizes the completion of retrospective registry-based studies relying on data reuse. 

Although barriers are still reported, the existence and comprehensiveness of this data 

infrastructure confirms that past efforts to improve the health data framework have proven 

successful. For the future, efforts should focus on easing projects involving cross-national 

collaborations. 

However, other findings are meaningful well beyond the borders of the two countries 

specifically considered. In particular, in this review it has emerged that, although a great number 

of barriers and facilitators are mentioned by the projects involving health data harmonization, 

sharing and linking, reporting focusses predominantly on specific aspects–above all technical 

ones. Whereas technical aspects are certainly important, the reluctancy to mention also issues 

of other natures is detrimental to the more general effort of the scientific community to favour 

the harmonization of health data. Referring more openly to the difficulties encountered at the 

ethico-legal level, for example, might be of help both for new projects to develop appropriate 

approaches and for policy makers to gather evidence on which regulatory interventions are 

needed. The under-appreciation of ethico-legal, socio-cultural and other context-specific 

complexities is a faux-pas, since the trust of both data-subjects and society at large is 

indispensable for the success a community in improving the health data context, like the 

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0226015#pone.0226015.ref385
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0226015#pone.0226015.ref386
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0226015#pone.0226015.ref387
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experience of Iceland has demonstrated in the past [388]. There, the project to build a national 

“health sector database” with health information of all citizens imported from their medical 

records failed also due to the underappreciation of ethico-legal issues (e.g. informed consent 

and privacy). Specifically, the population complained that inclusion of personal medical records 

into the database was supposed to happen without consent by individuals or the possibility to 

opt out. This was felt like a violation of privacy, because of the risk of re-identification and also 

due to the fact that the database was supposed to be run by a private company [389]. A privacy 

complaint was brought in front of the national high court, who ruled against the project to build 

the database. For this reason, the project was definitely aborted [390]. 

In summary, the success of current and future projects is likely to depend on a better 

understanding and appreciation of the complexities associated with harmonizing, sharing and 

linking health data. In the same line, proposed solutions to harmonization issues should not 

underestimate the contextual particularities of the country, in which such health data processes 

occur. 
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“Despite the value of open data, most labs make no systematic 

effort to share data with other scientists.”  - Michael Nielsen 
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4.1 Abstract  
Introduction 

Health research is gradually embracing a more collectivist approach, fueled by a new movement 

of open science, data sharing and collaborative partnerships. However, the existence of 

systemic contradictions hinders the sharing of health data and such collectivist endeavor. 

Therefore, this qualitative study explores these systemic barriers to a fair sharing of health data 

from the perspectives of Swiss stakeholders. 

Methods 

Purposive and snowball sampling were used to recruit 48 experts active in the Swiss healthcare 

domain, from the research/policy-making field and those having a high position in a health data 

enterprise (e.g., health register, hospital IT data infrastructure or a national health data 

initiative). Semi-structured interviews were then conducted, audio-recorded, verbatim 

transcribed with identifying information removed to guarantee the anonymity of participants. 

A theoretical thematic analysis was then carried out to identify themes and subthemes related 

to the topic of systemic fairness for sharing health data. 

Results 

Two themes related to the topic of systemic fairness for sharing health data were identified, 

namely (i) the hypercompetitive environment and (ii) the legal uncertainty blocking data 

sharing. The theme, hypercompetitive environment was further divided into two subthemes, (i) 

systemic contradictions to fair data sharing and the (ii) need of fair systemic attribution 

mechanisms. 

Discussion 

From the perspectives of Swiss stakeholders, hypercompetition in the Swiss academic system 

is hindering the sharing of health data for secondary research purposes, with the downside effect 

of influencing researchers to embrace individualism for career opportunities, thereby opposing 

the data sharing movement. In addition, there was a perceived sense of legal uncertainty from 

legislations governing the sharing of health data, which adds unreasonable burdens on 

individual researchers, who are often unequipped to deal with such facets of their data sharing 

activities. 
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4.2 Introduction 
Health research is gradually breaking off from a long tradition of relatively closed and 

individualistic scientific endeavors to a new movement of data sharing, open science and 

collaborative partnerships (1–3). This is facilitated by the fact that the healthcare domain has 

become a data rich environment, with the increasing availability and complexity of data 

sources—gradually framed under the terms big data or big biomedical data, and the need to 

push the healthcare agenda toward precision medicine (4–6). Given the complexity of these 

data sources, conventional scientific approaches fall short in providing in-depth insights on the 

causality of diseases and subsequently the ability to adequately tailor healthcare interventions 

in this data deluge (7). Indeed, in contrast to industrial settings where big data approaches are 

well-implemented due to inherent characteristics of datasets used (e.g., acquired secondarily, 

high volume, low information density and easily accessible), healthcare datasets have a 

different status (6). 

Healthcare data are more complex, expensive, predominantly kept in silos with high 

information density, and under additional legal protection due to their sensitive nature, which 

altogether render them less accessible to benefit from big data methods (6). Nevertheless, the 

healthcare data for the entire world in 2020 is alleged to be around 2,314 exabytes, representing 

a fifteenfold increase from 20131. Therefore, present-day health research is also transitioning 

to the fourth research paradigm, termed “data-intensive science,” where new technologies and 

techniques are required to make sense out of this data deluge (7–9). In this new paradigm, the 

expected benefits in terms of improved research and healthcare outcomes can be achieved if 

data are shared easily in an interoperable manner, from a multitude of stakeholders, for 

collaborative research, diagnosis and treatment (7, 10). This implies that the sharing of data is 

one of the foundations of the new paradigm. However, the data sharing status in healthcare has 

been relatively weak (1) in comparison to other domains [e.g., genomics or astronomy (11, 12)]. 

For instance, one of the current data-intensive science initiative is the Global Alliance for 

Genomics and Health (GA4GH) (13), which was founded in 2013 and aims to promote the 

responsible sharing of genomic data around the world, whilst abiding to a human rights 

framework2. 

The presumed benefits of sharing data for clinical care and research have been extensively 

discussed in the scientific literature. Some of them include: (i) an increase in scientific 

discoveries [e.g., testing of new hypotheses (14)] and their subsequent uptake in routine clinical 

practice, (ii) providing better care for patients, (iii) a reduction in research waste, and (iv) the 
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verification and reproducibility of research findings to ensure research integrity and 

transparency (1, 15). In addition, one of the important tangible goals of data sharing is to provide 

insights on rare diseases, where data are often limited. For instance, the Matchmaker Exchange 

(16) is a data sharing platform that allows the discovery of genes related to rare diseases through 

matching algorithms. In this regard, it adopts a federated approach in which different and 

autonomous databases (e.g., genotype and phenotype) are connected through a standard 

application programming interface (16). This platform has already helped to diagnose rare 

diseases (17). 

However, data sharing also generates challenges for both data subjects (18) and primary data 

collectors. For instance, the International Committee of Medical Journal Editors (ICMJE) 

considered data sharing as an ethical imperative for the risks taken by participants enrolling in 

clinical trials, and it has taken over the years a strong stance on normalizing the sharing of 

clinical trials data (14, 19). The ICMJE also noted the persistence of some unsettled issues such 

as safeguarding researchers' interests in terms of proper attribution mechanisms for sharing 

data. Such issues can negatively influence data sharing requirements often present in academic 

publishing or in registers for clinical trials (20, 21). In this perspective, the ICMJE also 

recommends that, whenever possible, original data collectors should be offered the opportunity 

to collaborate on secondary research projects if their data are being used or at the minimum, 

their data collection efforts have to be acknowledged3. 

In spite of increasing efforts aimed at promoting data sharing in academic and research 

enterprises, resulting conflicts are sometimes portrayed simplistically as a black-and-white 

issue, where self-interests of primary data collectors are pitted against the idea of reusing data 

for the public good (22). To help solve this impasse, technical aspects to ease the sharing of 

data have received much attention, but there has been a lack of studies capturing our 

understanding of the incentives or disincentives that influence stakeholders' behavior with 

respect to data sharing (15, 23), especially from a systemic perspective. Such limited insights 

can hamper the efforts to promote data sharing by neglecting some cultural peculiarities, 

practices and interests of these stakeholders (10, 15, 24). Furthermore, the individual behavior 

of stakeholders with regard to data sharing is influenced largely by systemic factors (e.g., 

institutional policies or practices etc.) (25). 

Although incentives for researchers to share data have not been investigated in depth (1), some 

factors discouraging data sharing from the researchers' own perspectives have been identified. 

For instance, preparing and managing datasets for secondary use prove to be a time-consuming 
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and costly process (10, 24, 26). Original data collectors often do not possess the required 

knowledge to successfully carry out these tasks (27). Moreover, the competitive environment 

of research does not foster a data sharing culture, since advancement in the academic career is 

linked primarily to the number of peer-reviewed publications in high impact factor journals, 

rather than on the number of research datasets made available for reuse (28). Besides, there is 

a lack of trust in the system and a real fear of getting scooped by external researchers gaining 

access to the data or that the data will be misused or misinterpreted by data recipients (10, 24, 

26). The current systemic incentives—such as data sharing mandates from funders, journals or 

governments—cannot one-sidedly solve this complex issue (29). In this regard, Whitworth 

advocates for a broader collaborative approach where all involved stakeholders (e.g., 

researchers, ethics committees, journal editors and governments) can voice their opinions and 

reach consensus on instilling a data sharing culture (29). This is particularly important given 

that unilateral data sharing mandates do not address one central ethical principle, which is 

fairness for the primary data collectors (28). 

Fairness is simply defined as, “the quality of treating people equally or in a way that is right or 

reasonable”4. In 2015, fairness was one of the guiding values put forward by a Committee of 

the US Institute of Medicine, to ensure that clinical trial data are shared in a responsible manner 

(30). It was highlighted that all involved stakeholders (from trial participants to researchers and 

sponsors) have an interest to ensure that fairness guides data sharing activities (30). 

Nevertheless, perceptions of fairness from involved stakeholders might differ based on their 

respective interests. On the one hand, trial participants might be more concerned in ensuring 

that no societal groups are unfairly discriminated in reaping the health benefits brought by these 

clinical trials (30). On the other hand, researchers might find it not only more important and 

fair to protect their interests relative to the data that they collected (e.g., if secondary 

publications are to be expected), but also to receive safeguards and due credit for the invested 

efforts, time and intellectual resources once their datasets are made available for reuse (30). 

Indeed, from the perspectives of primary data collectors, “any unsolicited and unsanctioned use 

of their data shall be seen as unfair” (31). Therefore, it is important that burdens and benefits 

of data sharing are fairly distributed between the original data collectors, the data recipients and 

ultimately, the data subjects. If the fairness dimension toward the primary data collectors is not 

addressed, these might only provide datasets that fulfill the minimum quality standards required 

for sharing, which can be at the detriment of high quality secondary research (28). 
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At the same time, it is also important to consider the ethical imperative of data sharing, which 

“requires that data that can be used for research purposes and research results should be made 

available for further research use to advance the common good of scientific knowledge” (32). 

Therefore, timely access to health data for secondary research purposes should not be 

discriminatory, delayed or restricted without due justification (32). In this aspect, fair data 

sharing should not be confused with the FAIR Data principles (33). Indeed, the latter consists 

of four principles (i.e., Findability, Accessibility, Interoperability and Reusability) that need to 

be applied to not only scholarly data but also to other tools used in the generation of such 

research data (e.g., algorithms and workflows) for subsequent re-use in either human-driven or 

machine-driven initiatives (33). 

In this paper, we tackle the topic of fairness with respect to data sharing practices by presenting 

the relevant findings of a qualitative study we conducted with Swiss stakeholders. We focus in 

particular on matters of systemic elements that impact on fairness in data sharing. These are 

those elements that are inherent to the overall healthcare system, including the research domain 

and regulatory frameworks, that affect the fair sharing of health data, rather than those elements 

being mainly connected to individual motivations of the original data collectors. 

4.3 Materials and methods 

Ethics approval and consent to participate 

The present study is part of a larger project titled “advancing SMart solutions and eliminating 

barriers for the Acquisition, Analysis, and Sharing of Health data in Switzerland” (SMAASH). 

The project falls outside the scope of the Human Research Act (HRA)5—the Swiss law on 

medical-related research—and thus does not require ethical approval according to Swiss 

regulation. This was confirmed by the cantonal ethics committee in Northwest and Central 

Switzerland, to which the project was nevertheless submitted (reference number: EKNZ req-

2017-00810). The committee commented that the project does not pose any health risks to 

participants and it satisfies both the general ethical and scientific requirements. Study 

participants were then recruited via email for semi-structured interviews and informed about 

the nature and objectives of the study, the expected duration of the interview, and measures that 

would be taken to ensure confidentiality. Participants orally agreed for the interviews to be 

audio-recorded so that transcripts, with no personally identifiable information, could be created 

for further analysis. Upon request, some participants reviewed their transcripts for accuracy 

prior to the start of the analysis. 
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Research Team and Reflexivity 

The research team consisted of two PhD candidates in biomedical ethics (LDG and AM), a 

senior researcher (TW) and the two principal study investigators (TP and BSE). After receiving 

training in qualitative research and acquiring the necessary interviewing skills, LDG and AM 

conducted the semi-structured interviews. LDG has a background in medicine and global 

health, while AM in law. They were supported during the analysis of the interview transcripts 

by TW and BSE. TW and BSE are both established scholars in qualitative health research. TP 

is an expert in the assessment of health services and quality of care. Constant supervision by 

TW, TP, and BSE helped limit possible bias in the interpretation of the data. Since study 

participants were mostly experts in their respective fields and often did not have a “neutral” 

view on the topic, it was important for the two interviewers to adapt their epistemological 

position throughout the interview (from co-expert to lay person or critic and vice-versa) (34). 

This served to expose and challenge assumptions made between the interviewer and the 

interviewee(s). 

 

Recruitment and characteristics of participants 

Purposive and snowball sampling techniques were used to recruit participants for the semi-

structured interviews. The eligibility criteria for participation are researchers and policymakers 

working in the Swiss healthcare domain or individuals, with a relatively high position, involved 

in the collection, curation, sharing, linkage, and management of health datasets (e.g., registries, 

hospital IT infrastructure, national/regional data initiatives or hospital directors). As part of the 

overall aims of the SMAASH project, we carried out a systematic review (35) on projects 

collecting, sharing, and linking health data. Through projects analyzed in the review, we were 

able to recruit some of our participants. The response rate was 83%. We conducted 43 semi-

structured interviews with 48 participants, since four of the interviews were one-to-two (n = 3) 

and one-to-three (n = 1). Our study participants had rich and diverse backgrounds (see Table 

1). An interview date was scheduled with the consenting participants and further information 

and explanation were provided prior to the start of the interview. 
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Table 1 Characteristics of study participants 

Type of Participants (n/%) Language Speaking Regions in Switzerland 

German-

speaking**** 

n (%) 

French-

speaking 

n (%) 

Italian-

speaking 

n (%) 

Researchers* (28/ 58.3%) 17 (60.7%) 8 (28.6%) 3 (10.7%) 

Person involved in politics** 

(10/ 20.8%) 

9 (90.0%) 1 (10.0%) 0 (0.0%) 

Person with a high position in 

either a health register/IT 

infrastructure/national 

initiative on health data*** (10/ 

20.8%) 

8 (80.0%) 1 (10.0%) 1 (10.0%) 

*abbreviated as “R” in results section 

**abbreviated as “P” in results section 

***abbreviated as “H” in results section 

**** some cantons (i.e. states) are bilingual but are classified in Table 1 as monolingual 

based on the main language spoken (e.g. Bern as German-speaking) 

 

Data Collection 

LDG, AM, TW and BSE developed the interview guide (Appendix 1), which was then pilot 

tested to ensure that each question was easily accessible and understandable to a broad audience 

and modifications were made accordingly based on feedbacks received. As of May 2018 to 

September 2019, LDG and AM independently conducted the 43 semi-structured interviews. 

The duration per interview ranged from 38 to 131 min. The majority of the interviews were 

conducted in English (n = 37), while the remaining few were conducted either in Italian (n = 

2), German (n = 3) or French (n = 1), based on the preferences of the interviewees. All audio 

recordings were treated confidentially, verbatim transcribed, but omitting details in the 

transcripts that could help identify the interviewee.  

Data Analysis 

We conducted a thematic analysis, guided by the six-step framework devised by Braun and 

Clarke (36). The recordings were transcribed and analyzed using the qualitative analysis 

software, MAXQDA (versions 18 & 20). Three members of the research team (LDG, AM, and 

TW) conducted a series of preliminary meetings to discuss the transcripts of the first seven 

interviews. The result of these meetings led to the development of a coding tree and the 
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identification of themes/subthemes pertinent to the overall aim of the SMAASH project, which 

is to identify barriers and facilitators with respect to the processing of health data (e.g., 

collection, sharing, and linkage activities). The coding tree was further developed and finalized 

following the subsequent analysis of the remaining interview transcripts. LDG and AM coded 

individually the remaining transcripts and concertedly discussed with TW the identification of 

new themes/subthemes during a last series of meetings aimed at analyzing a sample of 15 

additional transcripts. When the data corpus was coded with the finalized coding tree, another 

meeting was held with all the authors to discuss the macro topics within the data.  

In this manuscript, only the themes/subthemes related to the macro topic of systemic fairness 

in data sharing are considered. LDG created a dataset where data extracts pertinent or relevant 

to the perception of systemic fairness guiding data sharing were gathered. This dataset was then 

reanalyzed from a “theoretical” or deductive perspective (36). That is, LDG re-analyzed the 

data extracts into themes that address the topic of systemic fairness and identified two themes 

and two subthemes. The quotes used in the results section were edited grammatically and non-

English data extracts were translated. In a subsequent meeting, the authors discussed, refined 

and agreed on this final set of identified themes and subthemes for this study. 

4.4 Results 

Matters of systemic fairness 

Two themes relevant to systemic fairness in the sharing of health data emerged in our study. 

These are (i) hypercompetitive environment and (ii) legal uncertainty blocking data sharing 

(Figure 1).  

 

Figure 1 Themes and sub-themes on perceived systemic constraints for the fair sharing of health data 
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Hypercompetitive Environment 

Systemic Contradictions to Fair Data Sharing 

Systemic contradictions to fair data sharing comprise those barriers posed by current practices 

and policies, which (i) foster competition in the research context for limited resources, and (ii) 

hinder the fair sharing of health data. For instance, one researcher highlighted that 

unwillingness to share data is not simply a matter of selfishness and ego, but a failure of the 

system to cater for researchers' needs. She further explained that academic survival is a “real 

fear” that researchers have to face during their career, and it would be incorrect to attribute their 

protective data sharing behavior solely to their ego and self-centeredness. 

≪I think there is a real fear, I think it is fear that they [researchers] are going to lose 

their spot, they are going to lose their place you know […] This is our system, I think it 

brings all kinds of… you know…impure intentions ultimately…you can't blame 

individuals. It's the system that we are working in and the system itself is a bit sick… ≫ 

– 43REngPA, R 

Other participants also linked the reluctance to share data with the fact that wrong incentives 

for career advancement are provided, which ultimately lead researchers to adopt individualistic 

behaviors. One participant had a relatively pessimistic view about the academic system and 

underlined the tremendous difficulties associated with trying to change the way it currently 

operates, unless there is the political will to do it. 

≪…the credo in research is still “publish or perish” […] you need to publish papers to 

get additional new funds. And this system I think will not change unfortunately in the 

next decades. It is like…it is very difficult to change. So, if we want to change something 

I think you should start from the political sides or from the top one. ≫ – 2HEngPA/B, 

H 

The way the academic system incentivizes career advancement was perceived by some 

participants as being contrary to the movement of open science and data sharing. Participants 

stated that academic excellence is being assessed on certain quantitative performance metrics, 

driven primarily by publication pressure, which contrasts not only with the idea of data sharing 

(since researchers often end up being in competition with other researchers for publications 

based on their own data), but it also exposes the researcher to unfair practices (e.g., run the risk 

of getting scooped).  

≪ The only concern we have is that the current academic system wants us to excel in 

our field attested by publications made in peer-reviewed journals, the issue is that we 
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do not want to have projects that are then, on the pretext of sharing, which are then 

stolen by others≫ – 13RFrePA, R 

≪ …publish or perish is one reason, but also maybe I have some ideas, I want to test 

with the data first and I don't want to give others the opportunity to take away my ideas 

just because I didn't have the time to do it right now. So… I completely see it that you 

don't want to share your data the day you get them≫ – 22REngPA, R 

Therefore, from the perspectives of some interviewees, the academic system forces researchers 

to take a counterintuitive inclination with regard to the timely sharing of data. For example, 

researchers might be unwilling to share datasets right after publication if they have not been 

able to fully exploit them to answer interesting research questions, in particular given the time 

and efforts put into collecting and curating the data. This is particularly true if there are risks 

that these questions could be answered quicker by external researchers, thereby depriving the 

original data collectors from a high quality publication: 

≪I mean of course we are all a bit reluctant [to share data] because we perhaps or 

most people perhaps share a certain fear that you know that others might use data for 

things that we could do ourselves and then kind of use our data to generate analysis we 

would like to generate at a later point in time and […]in the end it would be their 

publications and not ours≫ – 41REngPA, R 

≪…for many studies, you've spent four years for collecting data, and then before you 

would have time to analyze and publish it/and at that stage, people want the datasets 

because they don't spend any time on collection, they publish even the results quicker 

than you do. That's a reason why many researchers will be reluctant to share datasets≫ 

– 16REngPA, R 

≪…well first when you collect the data, you have to make a protocol to make it funded, 

to go through the ethics committee. So it's very big work and it needs resources, 

financial and human resources. So in the end, you know you've done all the work, you 

generated a beautiful database with everything cleaned, and you just…you know that 

someone asking you: “well give me your database and we will do ten papers on your 

work and you will not be in the authors. You will just be maybe in the acknowledgments 

and that's it” ≫ – 17REngPA, R 

≪Because you might be working on something still especially with big studies, that 

sometimes takes a long time until they find the time to analyze the data that they have. 
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And they put a lot of effort in collecting these data and then their hands are often bound 

to exploit them in a timely fashion. So I think for them that it's difficult if then other 

people come and just, you know, just exploit≫ – 20REngPA, R 

Moreover, if quantity of publications—and not only their quality—is an important element to 

help advance one's own career, data sharing can then be perceived as a liability. For instance, 

one researcher highlighted the practice of hiring researchers with more publications.   

≪…The ways we incentivize people are quite wrong. They are really pushed toward 

individualism and you know, you have to have the best curriculum with thousands of 

papers, even if you never participate really in the papers […] They will hire a person 

publishing more than a person publishing good, good work. Even here…≫ – 

17REngPA, R 

Need of Fair Systemic Attribution Mechanisms  

Some participants noted that there are no fair systemic attribution mechanisms for researchers 

and other people involved in the management, curation and preparation of datasets for 

secondary use. For instance, one participant underlined the difficulty in ascertaining the 

reasonable and acceptable way of giving credit back to the original data collectors for their 

work in providing the datasets. 

≪Well the question is what kind of credit, right? Because if I get data from somebody 

and I use it, I do have to say/ I mean I give credit by saying: “I use this data from group 

XYZ”, so in that way I already acknowledged that somebody else put the work in it and 

I just do the analysis. But that might not be enough credit for a researcher≫ – 

20REngPA, R 

Others highlighted the need for a systemic change regarding reward mechanisms to ensure that 

all people involved in data sharing activities receive the rightful acknowledgment for their 

work. One participant reported having offered co-authorship to data managers as a 

compensation for their contribution in ensuring the good quality of datasets for sharing 

purposes. 

≪Our academic system is now built on impact factors in papers and there are some 

other ideas of valuing some other work as well. I mean preparing a dataset is an 

excellent example of those people [who] never get credit. And we've been working on 

this [name of cohort] for years. We asked people to add to the author list the [name of 

cohort] study group. So we get as a reference that this is [name of cohort] data. I think 
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we should think about a system which gives credit to people who actually collect data, 

manage data and [en]sure the quality…≫ – 23REngPA, R  

It was also noted that there is a need for funding agencies to develop and implement attribution 

mechanisms that consider not only the publication record of researchers but also their data 

sharing activities as an additional evaluation criterion for grant approvals. Indeed, even if 

funders provide some sort of financial compensation for data sharing activities as part of the 

overall project budget, acknowledging data sharing activities of researchers is perceived as a 

fair incentive, in particular in terms of opportunities for career advancement.    

≪…it [data sharing] should be acknowledged by those who have the power, a special 

science foundation, funding agencies, that you sort of get some benefits or some 

credits≫ – 25REngPA, R 

≪I think the [Swiss funding agency] now says: “You need to have a data plan and you 

need/ you can put it into the budget to produce that.” The problem is that for researchers 

that sort of effort is not moving your career very quickly forward. So this is also/ at the 

end of the day we then need down the road some matrix that shows: This is a researcher 

that is nicely sharing data and this is a researcher that doesn't nicely share data. That 

sort of incentives then also need to come sooner or later. It's part of your well-standing 

of a researcher that you have an established record of making data available if someone 

asks. ≫ – 31REngTA, R 

One researcher highlighted that although certain attribution mechanisms exist for crediting 

researchers who made their datasets available for re-use, these are not widely implemented in 

the academic system. In addition, the researcher underlined that if data receivers promise to 

credit the data collection efforts of the original data collectors by citing the unique persistent 

identifiers of datasets, it could be an incentive for the original data collectors to grant access to 

the data.  

≪It [dataset] needs an ID like a paper as well. It already exists but not a lot of people 

use it. Each dataset needs an ID plus each dataset needs meta-data which describe the 

data and there should be the name of the author or the research team or the institute or 

whoever […] If it's possible you give access to the data to new research teams given 

that they reference you as the source of the data. ≫ – 23REngPA, R 
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Legal Uncertainty Blocking Data Sharing 

Legal uncertainty resulting from the complex and fragmented legal landscape can be at odds 

with data sharing, since it can delay or even prevent access to datasets that would have otherwise 

been accessible for secondary use.  

Some participants expressed frustration on how multi-cantonal or nationwide research projects 

and registries were particularly vulnerable to not only different interpretations of the same piece 

of legislation, but also to differing data protection requirements imposed by cantonal laws. The 

allegedly unclear legal situation resulted in a fragmented data sharing climate, where 

researchers' motivations for sharing health data were perceived as being obstructed by 

uncertainty resulting not only in ascertaining which data protection requirement should prevail 

over the others (e.g., federal or cantonal), but also by the myriad of cantonal data protection 

regulations. For instance, one researcher found it difficult to know under which circumstances 

cantonal or federal law should prevail, highlighting the complexity to navigate between these 

different legislations. When referring to multi-cantonal projects, the same researcher expressed 

difficulties in ascertaining under what conditions a specific cantonal law would apply. 

≪Which legal bases apply in which context and what is the overlap? There is also a 

national law, there are cantonal laws, and so what law applies to which situation? … 

I'm not a lawyer, am I? ≫ – 35RGerPA, R 

≪So there are at least three [participating] cantons. Then there is always still the 

question of which cantonal law is applicable, right? Is [it] the one of the research site? 

Is [it] the one where we collect the data? […] So yes, we now do it the way we do it, but 

if a lawyer looked at it properly, she might have questions about it, right? I do not know 

≫ – 35RGerPA, R 

As a consequence of the fragmented legal landscape, another researcher, with experience in 

managing a health database, expressed annoyance regarding the disparities in evaluation of the 

same research project by different cantonal data protection officers.  

≪Yes first to the situation in Switzerland: I realized that some… It's not everything just 

black and white. And I realized that some [cantonal data protection officers] are very 

liberal and some others are not at all. I realized that there are some differences how 

they actually look at a specific research project or registry. So sometimes it's rather 

difficult to know what we are allowed to do…≫ – 23REngPA, R  
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Such uncertainties had also an impact on the scope of research projects. For instance, one 

researcher with some experience in managing several disease registries, was frustrated when 

she tried to navigate through the complex fragmented legal and regulatory landscape for her 

different projects. 

≪…this unclear legal situation with many questions […] one is the ethics committee do 

this way, and the other this way for the same thing […] the lawyers from the Federal 

Office of Statistics have different interpretation of the same laws as the lawyers from 

the Federal Office of Health, and the lawyers from the ethics committees and of the 

hospitals… this is complicated and usually then you can choose to do what all the 

lawyers agreed, which is the minimal≫ – 16REngPA, R  

Some participants also experienced difficulties determining whether their data sharing activities 

were legally compliant. One participant talked about the legal uncertainty arising from 

collaborations within European research projects, in particular since the application of the 

European General Data Protection Regulation (GDPR) in 2018. It was difficult for the 

participant to find out whether data processing activities within Switzerland abide to GDPR 

standards, which would have allowed the sharing of health data with a European partner. Faced 

with such legal uncertainty, he resorted to not sharing any personally identifying information 

with European partners. 

≪…I'm looking forward that Switzerland actually gives me some guidelines how to do 

it with international data. I need to know what am I allowed to do with European data 

on servers in Switzerland and the other way around. What exactly am I allowed to send 

to a server in the EU with clinical data from Switzerland or patient data. The easiest 

way is to keep all identifying information in Switzerland. ≫ – 23REngPA, R  

Another researcher has had trouble determining whether the tools used in sharing datasets with 

internal or external partners were legally compliant (e.g., sharing datasets via email). 

≪…Of course, we can always ask ethics committees if it's allowed but the tools we are 

using to share data, and this can be something like sending an email with a datasheet. 

It can be…you know there can be misuse of it. And nobody knows how secure it is≫ – 

19REngSA, R 

It was also interesting to note that one person responsible for hospital data management had 

legal concerns regarding data security measures taken by the data recipients. For instance, she 

highlighted that collaborations between University Hospitals and Universities created a climate 
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of legal uncertainty due to the differing data security measures adopted by these two 

stakeholders.  

≪…I mean the hospital has its extremely strong firewalls and as the (Swiss University 

Hospital) is a hospital and works closely together with University but it's not the same 

[…] we do not really know how it's law confirmed that we can own and hand over data. 

≫ – 14HEngPA, H 

4.5 Discussion 
This qualitative study provides important policy-making insights on the perceived systemic 

determinants of fairness in the health data sharing ecosystem from the perspectives of Swiss 

stakeholders (mostly researchers). Our stakeholders were mostly in their mid- to late-career 

stages. These determinants include systemic constraints to the sharing of health data induced 

by hypercompetition in the Swiss research domain (i.e., systemic contradictions and the lack of 

fair attribution mechanisms for data sharing), and the perceived uncertainty arising from the 

legal and regulatory framework governing data sharing activities therein. The latter resulted in 

different interpretations of the legal and regulatory frameworks, and thus the need for 

stakeholders to sometimes err on the side of caution and give up on certain aspects of their 

respective projects or some collaborative research activities.  

The hypercompetition between researchers for limited resources and opportunities (e.g., 

obtaining grants from funding agencies, academic recognition and career advancement) has 

been extensively discussed in the scientific literature (10, 25, 37–39). Hypercompetition is 

generally portrayed as having both positive and negative influences on research (40). However, 

our participants mostly considered the negative influences of hypercompetition on the sharing 

of health data, underlining increasing systemic tensions between academic survival [e.g., from 

“publish or perish” to “funding or famine” (37)] and the movement of open science and data 

sharing that is being introduced also in the Swiss context6.  

In a 2019 report to the Swiss National Science Foundation (SNSF) on Open Research Data, a 

survey revealed that about 75 percent of Swiss researchers actually share their data (e.g., 

through personal request and openly on journal, webpages and repositories). Some of the 

reasons given for not sharing data were (i) the need to publish before data sharing is considered, 

(ii) lack of time to carry out data sharing activities, (iii) fear of getting their research scooped 

and (iv) not receiving due credit for the shared datasets (41). The need to publish before making 

data available for reuse was also one of the top barriers identified by Tenopir et al. (10) among 

scientists globally. These reasons are in line with findings of our qualitative study and could be 
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explained by how the academic system primarily assesses academic performance of researchers 

via their publication records and their ability to secure grants from funders, rather than 

considering their data sharing activities. In this regard, Switzerland is not an exceptional case 

and mirrors the academic evaluation processes of other countries (12, 38). 

To reduce the negative impact of hypercompetition on data sharing, some of our participants 

proposed that there is a need to provide systemic attribution mechanisms as an incentive for 

researchers and data managers involved in data management and sharing activities. 

Additionally, such a measure would allow researchers and institutions to not only receive due 

credit for their contribution to data sharing activities but it would also be another yardstick that 

could provide a better evaluation of their academic performance. Indeed, although present 

quantitative performance metrics (e.g., number of peer-reviewed publications) were initially 

used as a fair basis to distribute the scarce or finite resources (e.g., grants or academic positions) 

to deserving researchers, they have reportedly degraded the proper functioning of the academic 

reward mechanism (37). 

For instance, the quantity of publications, under the so-called “publication pressure,” is 

sometimes prioritized for distribution of finite funding resources. This was also pointed out by 

some of our experts, highlighting its contribution to the adoption of self-centered behaviors by 

researchers, which subsequently hinder the timely sharing and reuse of research data. Such 

phenomenon can be partly explained by a reformulation of Goodhart's Law by Marilyn 

Strathern, who stated that “when a measure becomes a target, it ceases to be a good measure” 

(37, 42). Therefore, even if data sharing activities are to be added as an integral quantitative 

performance metric in Swiss academic performance evaluations and others, it is paramount to 

ensure that researchers and other stakeholders do not end up producing a high number of low-

quality datasets just to increase their chances in securing grants or academic positions in the 

hypercompetitive Swiss environment.  

One way data sharing activities can be encouraged without risking to turn them in an over-

individualistic metric was proposed by Pierce and colleagues (12) by highlighting that it is 

crucial to explicitly acknowledge the scientific value of shared datasets as an additional 

recognition for data generators irrespective of their publications. In this regard, they proposed 

to attribute and link unique persistent identifiers (UPI) to both the data generators (e.g., ORCID 

for scientists) and the shared datasets (e.g., digital object identifiers). Citation metadata, for the 

original and any subsequent publication using the shared dataset (by either the data generators 

or external researchers), would need to include the dataset's UPI, and the citations added to 
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CrossRef. These would give credit to the original data collectors every time their shared dataset 

is being used (12). As dataset citations are neither fully adopted nor do they capture the full 

complexity associated with data usage, there is also the need to develop standardized data usage 

metrics (e.g., the number of times a dataset has been viewed or downloaded) to better capture 

and measure the impact of shared datasets in moving forward research (43). If such data usage 

and data citation/reuse metrics are widely implemented within the research arena, they will not 

only offer a fairer evaluation of the academic performance of researchers (44), but they will 

also encourage the sharing of high quality datasets. Indeed, competition in academia is likely 

to be inevitable in the foreseeable future, given that resources are finite. However, it becomes 

a liability if it turns into a race to the bottom. By steering academic competition in the right 

direction through adequate and fair incentives, it could give a new impetus to data sharing 

activities. 

With regard to the Swiss regulatory framework, uncertainty in terms of legal disagreement and 

legal compliance were perceived by our participants, which influenced the fair sharing of health 

data. One of the contributing factors is that data protection regulations are elaborated broadly 

to cover many situations but they lack specificity when applied to a particular context (45). 

Furthermore, even if there are research exemptions or research-specific rules that are 

implemented within certain pieces of legislations (e.g., the GDPR at the European level) or the 

Swiss Federal Act on Data Protection (FADP), it is still unclear for researchers how to 

implement these exceptions in practice (46, 47). These issues were reflected in our study where 

participants experienced difficulties in ascertaining whether their data sharing activities were 

operating within legally acceptable margins. Another contributing factor to the perceived legal 

uncertainty is the multitude of data protection regulations present in the Swiss legal landscape 

and the difficulty in identifying which specific regulation would supersede the other in a 

particular context. In the current Swiss legislative framework, solving this legal uncertainty 

requires a case-by-case approach (46), but this uncertainly slows down data sharing. 

As mentioned above, fair data sharing has been proposed as an essential guidance for the 

exchange of health data, that data be usable to produce important research findings or promote 

the improvement of healthcare are promptly shared (32). If the regulatory landscape does not 

necessarily provide an additional layer of data protection, but rather has the main result of 

hampering data exchange, corrective measures should be taken. This does not necessarily 

require changes in legislation: it could be achieved, for example, if host institutions offered 

researchers the necessary training, infrastructure and legally-compliant data transfer 
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mechanisms to ensure that they can easily determine how to operate within legally acceptable 

margins. One way this could be achieved uniformly across national and international 

institutions is through the implementation of codes of conduct or through an adequacy model, 

such as the adoption of data protection certification mechanisms specifically designed to 

facilitate the sharing and reuse of health data for research purposes, while reducing privacy and 

informational harm risks for data subjects (45). In this regard, policy-makers in the healthcare 

and research fields could learn from experiences of successfully implemented data protection 

certification mechanisms in other domains. 

For instance, the Asian-Pacific Economic Cooperation's Cross-Border Privacy Rules System 

(APEC CBPR) is an established data protection certification system for trade, guaranteeing the 

legal compliance of companies with regard to data protection while ensuring collaboration with 

local governments. Indeed, “certified companies and governments are working together to 

ensure that when personal information moves across borders, it is protected in accordance with 

the standards prescribed by the system's program requirements and is enforceable across 

participating jurisdictions”7. Such an approach allows a leveling-up of data protection 

requirements across participating organizations, while ensuring that the local legislation within 

which these companies are operating is respected (48, 49). The GDPR also proposes the 

implementation of data protection certifications under a voluntary basis (see Art. 42)8. 

Therefore, a specific data protection certification mechanism for health research could also be 

useful to facilitate data sharing between institutions (45) while contributing to more fair 

conditions and less frustrations in the data sharing process. Moreover, this approach may also 

reduce the risk of imposing unfair additional financial and time constraints on already 

resources-limited researchers and healthcare professionals in ensuring legal compliance of their 

data sharing activities. 

Limitations 

This qualitative study has several limitations. Firstly, the low reporting of benefits of 

hypercompetition from our interviewees may result from the way interview questions were 

formulated, being more prone to discuss the barriers to health data sharing. Secondly, most of 

our interviewees were mid-career to late-career participants, which could have not prioritized 

some systemic constraints to the fair sharing of health data more pertinent to early-career 

researchers or healthcare professionals. Thirdly, matters of individual motivations to the fair 

sharing of health data have not been tackled in this article because of the richness of the data 

and had to be analyzed separately as part of another publication within the framework of our 

research project. In addition to these topic specific limitations, we do not claim our work to be 
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generalizable to other contexts and that social desirability bias may also have played a role in 

the information that we received. Moreover, some of our interview sessions had to be adapted 

to the needs and limited availability of our interviewees, which led to some sessions being one-

to-two or one-to-three interviews.  

4.6 Conclusions 
The open science and data sharing movements have their raison-d'être in improving and 

facilitating health research, but it will be difficult to fulfill such aim unless careful consideration 

is given to unfair systemic inconsistencies undermining such initiatives. This qualitative study 

has brought into light two main systemic barriers that can undermine the fair sharing of health 

data from the perspectives of Swiss stakeholders. First, hypercompetition in the Swiss academic 

system has perverted the way finite resources are distributed to stakeholders which led them to 

adopt individualistic behaviors and refrain from sharing datasets. Second, a perceived legal 

uncertainty in the complex Swiss regulatory landscape has limited the sharing of health data by 

imposing unfair conditions on researchers, leaving it up to individual researchers to deal with 

specific interpretative and implementation aspects of the different pieces of legislation, a 

competence that many do not possess. As long as stakeholders believe that their legitimate 

interests in their datasets are not fairly safeguarded by the system, data sharing will remain 

difficult and the objectives of open science will be hard to achieve. 
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“Remember the early days of the Net, when everything was going to be 

open and free, and we were all going to share information in a techno-

utopia? That was great until people realized that their user data could 

be turned into gold. Now there are billions at stake, and nobody is 

playing nice anymore.” – Daniel Lyons 
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5.1 Abstract 
Background 

The meaningful sharing of health data between different stakeholders is central to the 

advancement of science and to improve care offered to individual patients. However, it is 

important that the interests of individual stakeholders involved in this data sharing ecosystem 

are taken into account to ensure fair data sharing practices. In this regard, this qualitative study 

investigates such practices from the perspectives of a subset of relevant Swiss expert 

stakeholders, using a distributive justice lens. 

Methods 

Using purposive and snowball sampling methodologies, 48 expert stakeholders from the Swiss 

healthcare and research domains were recruited for semi-structured interviews. After the 

experts had consented, the interviews were audio-recorded and transcribed verbatim, but 

omitting identifying information to ensure confidentiality and anonymity. A thematic analysis 

using a deductive approach was conducted to identify fair data sharing practices for secondary 

research purposes. Themes and subthemes were then identified and developed during the 

analysis. 

Results 

Three distributive justice themes were identified in the data sharing negotiation processes, and 

these are: (i) effort, which was subcategorized into two subthemes (i.e. a claim to data 

reciprocity and other reciprocal advantages, and a claim to transparency on data re-use), (ii) 

compensation, which was subcategorized into two subthemes (i.e. a claim to an academic 

compensation and a claim to a financial compensation), and lastly, (iii) contribution, i.e. the 

significance of data contributions should be matched with a corresponding reward. 

Conclusions 

This qualitative study provides insights, which could inform policy-making on claims and 

incentives that encourage Swiss expert stakeholders to share their datasets. Importantly, several 

claims have been identified and justified under the basis of distributive justice principles, whilst 

some are more debatable and likely insufficient in justifying data sharing activities. 

Nonetheless, these claims should be taken seriously and discussed more broadly. Indeed, 

promoting health research while ensuring that healthcare systems guarantee better services, it 

is paramount to ensure that solutions developed are sustainable, provide fair criteria for 

academic careers and promote the sharing of high quality data to advance science. 
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5.2 Background 
Over the past few decades, data sharing has become an increasingly discussed topic in the 

scientific literature. It has further regained impetus following the approval of the European 

General Data Protection Regulation (GDPR) and its enforcement in 2018 [1]. This growing 

interest in data sharing also stems from the fact that its potential benefits from both a clinical 

and research perspective are increasingly underscored. Indeed, it is claimed that data sharing: 

(i) promotes new scientific discoveries through the re-analysis of shared datasets to test new 

hypotheses; (ii) helps in building trust and transparency in scientific findings given that their 

reproducibility can be independently verified; (iii) limits waste in research by preventing 

duplication of efforts; (iv) accelerates the uptake of research findings into routine clinical 

practice; and (v) improves the quality of patient care [2,3,4,5]. Therefore, proponents of data 

sharing argue that the latter is justified under two sets of arguments, namely those of an ethical 

and moral nature (e.g., reducing safety risks for research participants), and those of a scientific 

and practical nature (e.g., ensuring the reproducibility of research findings) [5].  

Data sharing can be understood as “any form of release of research [and healthcare] data for 

use by others” (adapted definition from [6]). In the research context, this can be achieved by 

either making data available on data repositories (including on the website of researchers and 

their institutions, or as supplementary material in scientific publications) or by accepting to 

fulfill requests for data of external researchers [6]. In the United States, the open data movement 

– i.e. making datasets openly available – was encouraged by the 2009 memorandum on 

“Transparency and Open Government” [7, 8]. It was exemplified by the subsequent launch of 

Data. Gov [7], a US online governmental platform, which is now hosting more than 300,000 

freely-available datasets [9]. Recognizing the value of research datasets to advance science 

beyond their initial contribution, the open data movement has also been taken up by the 

scholarly data publishing ecosystem. This led to data sharing requirements as a pre-publication 

condition for researchers (e.g., enforced by funders and journals [10]) and the creation of online 

data repositories for many scientific disciplines. For instance, the Harvard Dataverse 

Repository allows researchers to “open [their] data to the general public, or restrict access and 

define customizable terms of use” [11]. 

One important aspect behind the idea of making datasets more open, is to make them re-usable 

outside the context in which they are initially collected (as demonstrated by the attribution of 

unique Digital Object Identifiers for future citations [11]). In this context, good data 

management and stewardship are deemed essential components for an effective and appropriate 
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re-use of scholarly datasets. In this regard, the FAIR Data Principles (Findability, Accessibility, 

Interoperability and Reusability) have been formulated as a guideline to ensure that digital 

deliverables of scientific research can “become ‘first class citizens’ in the scientific publication 

ecosystem, where the quality of the publication—and more importantly, the impact of the 

publication—is a function of its ability to be accurately and appropriately found, reused, and 

cited over time, by all stakeholders, both human and mechanical” [12]. 

In spite of the different ways how data can be shared, ultimately the exchange of data between 

different stakeholders also depends on the willingness of several stakeholders to provide access 

to their datasets. It is therefore important to understand the disincentives and incentives with 

respect to data sharing from the perspectives of individual researchers both from a systemic and 

individual level [13]. In fact, whereas technological solutions (e.g. availability of data 

repositories) might help, they are unlikely to be the silver bullet that would positively influence 

a researcher’ behavior or attitude with regard to the sharing of data, especially if social or 

cultural aspects are neglected [6].  

There are numerous reasons that undermine or hinder the sharing of health-related data for 

research purposes. These include among others: (i) ethical and legal barriers, such as the need 

to safeguard the privacy of data subjects due to the sensitive nature of health-related data; (ii) 

trust issues, limited expertise and time to carry out successfully data sharing activities, 

apprehensions regarding potential misinterpretation or misuse of shared datasets; (iii) technical 

barriers (e.g. differing data standards or limited data linkage capacities), (iv) the lack of 

systemic attribution mechanisms for shared datasets that would give credit back to the original 

data collectors, and lastly (v) financial barriers (i.e. preparing a dataset for sharing is a costly 

procedure) [13,14,15,16,17,18]. Moreover, barriers may differ based on the individual. Indeed, 

an early-career researcher is less likely to report data sharing issues linked to limited time 

availability to deposit a dataset than a middle or late-career researcher [19]. Additionally, 

openly sharing datasets on online repositories or as supplementary open-access files in scientific 

publications could expose not only the original data collectors to new threats such as data theft 

[20], but also research participants to additional privacy risks. Indeed, such open-access datasets 

– although anonymized - might be linked with other publicly available datasets and increase the 

risk of re-identifying study participants [21].  

In cases where data cannot be shared on online repositories, it is possible to negotiate access 

with the original data collectors. For these cases, it is important to understand which data 

sharing practices are considered as being fair or unfair, and therefore likely to be adopted or 
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rejected by researchers. In this manuscript, we propose using a distributive justice lens to 

identify such data sharing practices. These “fair” data sharing practices should not be confused 

with the FAIR Data Principles described earlier, as further explained in the data analysis part 

of the methods section. 

Hence, this qualitative study explores the individual notions of fair data sharing from the 

perspectives of a subgroup of relevant Swiss stakeholders through the lenses of distributive 

justice. We rely on interview data collected through semi-structured interviews conducted with 

48 expert stakeholders, in particular those involved predominantly in health services research 

but also with the inclusion of other experts active in the Swiss healthcare and policy-making 

fields. We analyzed their views on individual notions of fairness for sharing health data. 

Through an analytical framework based on the concept of distributive justice, we reflected on 

those data sharing practices that might be perceived as just or fair and which form part of the 

negotiation process during which requests to share data by external researchers are considered 

by data collectors. Hence, this study was conducted to better understand how this negotiation 

process is taking place between Swiss expert stakeholders in order to tailor recommendations 

for the Swiss context. In other manuscripts belonging to the same project, the distinct topics of 

systemic fairness for the sharing of health data and data ownership were treated [13, 22]. 

5.3 Methods 

Ethics statement 

The data for this paper was collected as part of our larger research project titled “advancing 

SMart solutions and eliminating barriers for the Acquisition, Analysis, and Sharing of Health 

data in Switzerland” (SMAASH), belonging to the Swiss National Research Programme 74 on 

Smarter Health Care. The SMAASH project aims to identify barriers and facilitators to the 

processing of health data in the Swiss context, and it does not fall under the remit of the Swiss 

Human Research Act (HRA). Therefore, according to Swiss legislation, the SMAASH project 

is exempt from requiring an ethical approval. This was confirmed by the cantonal ethics 

committee in Northwest and Central Switzerland (file number: EKNZ req-2017-00810), which 

stated that general and scientific requirements were both satisfied and that the study did not 

entail any risk for participants’ health. 

Identification and recruitment of study participants 

Study participants had to fulfill the following eligibility criteria for this study: (i) at the time of 

recruitment, they had to be working in the Swiss healthcare domain (including research), (ii) 

they were either policymakers or researchers or individuals responsible for the management of 
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health datasets, e.g. disease registries, data linkage institutions, hospital IT infrastructures or 

any other data initiative (national or regional). They were recruited by purposive – which also 

included identification of eligible participants via a systematic review [14] that was conducted 

in an earlier phase of the SMAASH project - and snowball sampling, whereby interviewed 

participants were asked to recommend additional interviewees for this study. The identified 

stakeholders were approached via email, and subsequently enrolled for semi-structured 

interviews after having been informed about, amongst others, the aims of the research project 

and the data security measures in place to protect their privacy and confidentiality. The recruited 

48 expert stakeholders (the majority being in the middle to late stages of their careers) were 

categorized into three main groups: researchers (n = 28), policy-makers (n = 10) and lastly, 

those having a senior position in managing health databases, Information Technology 

infrastructures or data initiatives (n = 10). Study participants provided their verbal consent for 

the interviews to be audio-recorded after having been provided with consent information and 

the opportunity to have their additional questions answered by the interviewer. The participants 

were guaranteed that the resulting recordings would be transcribed verbatim for further 

analysis, but excluding details that could potentially reveal their identity. Accuracy of the 

transcripts were also checked by some interviewees who requested it.  

Interview guide and data collection 

As this study is part of a larger research project, the interview guide was developed by LDG, 

AM, BSE and TW to answer the broad research objectives of the SMAASH project. Questions 

in the interview guide were further enriched and refined via additional information gathered 

during the simultaneous conduct of the systematic review mentioned in the previous section 

[14]. The interview guide was then pilot-tested and modified accordingly to ensure that 

interview questions were clear and easily understandable (annexed). Additional probing 

questions were also developed for questions judged to require additional or deeper 

investigation. For instance, concerning the fourth question of the annexed interview guide, 

probing questions were developed around the interviewee’s general knowledge on the current 

status of data sharing activities for research in the Swiss context, the challenges encountered in 

sharing health data and solutions that could be implemented to address them, including general 

recommendations on how to improve data sharing at the local and international level. 

Furthermore, other follow-up probes were also asked when needed during the conduct of the 

interviews. 

The data collection period started in May 2018 and ended in September 2019. After receiving 

training in qualitative interviews, 43 semi-structured interviews (with duration ranging from 38 
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to 131 min) were conducted by LDG and AM, of which 37 interview sessions were conducted 

in English, whilst the remaining few (n = 6) were conducted either in French, German or Italian 

depending on the preferences of the study participants. The majority of the interview sessions 

were one-on-one interviews, with only four being either one-on-two or one-on-three, for a total 

of 48 expert stakeholders interviewed for this study. The audio recordings were placed in an 

access-protected folder on a secured server provided by the University of Basel, which was 

only accessible by members of the research team. 

Data analysis 

A thematic analysis of the transcripts was carried out using the qualitative analysis software 

MAXQDA (versions 18 and 20), and was inspired by Braun and Clarke’s analytical approach 

[23]. LDG, AM and TW were involved in the preliminary analysis of a sample of the first seven 

transcripts that led to the development of an initial coding tree and the identification of themes 

and sub-themes related to the aims of the SMAASH project. In this regard, the SMAASH 

project aims to identify factors that influence positively or negatively the collection, sharing 

and linkage of health data. The initial coding tree and the list of themes were then finalized 

during the ongoing analysis of the remaining transcripts by the authors. The few non-English 

transcripts were coded and analyzed, and relevant data extracts for this study were translated 

by one of the authors proficient in the interview language (mother tongue or at least C1 language 

level). 

After the data corpus was entirely coded, the authors met to discuss the main topics stemming 

from it. Some of the main topics included (i) data ownership issues [22], (ii) Swiss stakeholders’ 

recommendations to improve the health data infrastructure in the Swiss context [24], (iii) 

systemic issues hindering the fair sharing of health data [13], and (iv) individual notions of 

fairness for sharing health data. For the purpose of this study, data extracts pertaining to the 

individual notions of fairness for sharing health data were gathered by LDG, who subsequently 

carried out a deductive thematic analysis [23] and identified themes and subthemes that 

englobed the individual notions of fair sharing of health data through a distributive justice lens. 

Distributive justice can be viewed as “the fair distribution of the burdens and benefits of social 

cooperation among diverse persons with competing needs and claims” [25]. To better identify 

and evaluate fair data sharing activities between the relevant stakeholders, desert-based 

principles – a set of distributive justice principles – were used as an analytical framework. In 

this regard, desert-based principles can be viewed as either falling under one of these three main 

classifications: (i) compensation (e.g. the original data collectors should receive due rewards 



150 
 

for the financial expenses made in collecting, managing and sharing datasets), (ii) effort (e.g., 

the original data collectors should receive due rewards for the efforts they have put in collecting, 

managing and sharing datasets), and (iii) contribution (e.g., the original data collectors should 

receive due rewards for the significance of their contributions in collecting, managing and 

sharing of datasets) [26]. Therefore, any data extract that did not include notions of fair or unfair 

data sharing practices based on the desert-based principles were excluded. 

Research team and reflexivity 

At the time of the study, LDG and AM were two doctoral candidates in biomedical ethics, who 

received training in conducting qualitative interviews in preparation for the field work. AM has 

a legal background whilst LDG’s background is in medicine and global health. TW, a senior 

researcher, and BSE, the principal investigator of the SMAASH project, have both extensive 

qualitative research experience, in particular concerning health research. TW and BSE 

continuously supervised the analysis part of the study to help limiting misinterpretation and 

bias due to potential preconceptions held by LDG and AM.  

5.4 Results 

Individual notions of fair data sharing 

Three themes pertinent to the desert-based justice principles were identified in the data extracts, 

namely (i) effort, which was further categorized into two sub-themes, (ii) compensation, which 

was also subcategorized into two sub-themes, and (iii) contribution (Fig. 1).   

 

Fig. 1 Themes and sub-themes of individual notions of fair data sharing 

Effort 

Data reciprocity and other reciprocal advantages 

We defined data reciprocity as the actions taken by the original data collector to make data 

available to the data recipient, only if the former receives in return additional data from the data 

recipient. Some participants made it clear that their main motivation for sharing data with others 

resides in the expectation that they shall also receive additional data from the recipients.  
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“On the personal point of view, I am willing to collaborate with others, and if I share 

[data], I will also receive” – Res2 

Others adopted a more nuanced perception of data reciprocity, highlighting the existence of 

mutual benefits between the original data collectors and data recipients, but also the need to 

tailor data sharing requirements to the efforts made by the original data collectors. For instance, 

one researcher responsible for the management of registries highlighted that given the efforts 

and resources invested by some of the original data collectors, they did not have to pay to use 

data from the main database.  

“And if people ask for access for data from cohorts, which I lead, […] the (medical 

specialty) oncologists, they have invested their time and money into collecting data, they 

get [data] about/of course for free” – Res8 

Similarly, another stakeholder stressed the importance to cater for the needs of the original data 

collectors by providing them in return some valuable information that they could use. The 

importance of trustful relationships was noted as an important element to ensure the continued 

sharing of data between the original data collectors and the data recipients. 

“We share the data. We make the data useful, also for the data providers, because they 

can use their statistical data and show something. This contributes to build this trust and 

I think that it will last a few years and then most of the physicians will provide their 

data.” – Pol4  

Another person involved in health policy-making also noted that, in spite of competing interests 

(e.g. competition between University Hospitals), University Hospitals have agreed to share data 

between one another for a common objective: the advancement of the Swiss healthcare system 

under the framework of a national data initiative.  

“I must say they [University hospitals] realize that it is a win-win situation for everyone. 

And again, I don’t know how much they do really share … if it's 90%, if it's only 10%, 

if it's 5%, I have no idea. We will see that in the future but at least, I would say those 

have realized that, they can’t do it alone if they want still do research that's on the high 

level.” – Pol2 

Transparency on data re-use  

Some study participants discussed transparency with relation to the secondary use and 

management of the shared datasets in return for their contribution, which was also deemed as 

an essential component for trustful collaborations. Furthermore, transparency was also 
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considered important to ensure that appropriate data security measures are taken to maintain 

confidentiality of the shared datasets, and to ascertain clear data ownership and data usage rules.  

“But to be in a position to collaborate we need trust. And this is// the first thing we are 

trying to do is to show transparently what we are doing, what is happening with the data. 

And to build some sort of a trustful collaboration with the providers of data.” – Pol4 

“… share something if you are aware of what the other partner would do [with] the data 

or intends to do and how they ensure confidentiality” – Res2 

    “That's why I think it remains important to really be open and clear and transparent 

which data belongs to whom and how can it be used.” – Pol8 

Because of the duty to protect the patients included in the dataset, one researcher requested that 

data recipients need to provide detailed and clear information on the duration that the shared 

datasets will remain in their possession, and that the shared datasets should not be passed further 

on to any third party.  

“[I would share data] With conditions, absolutely. Sure first of all, my first priority is to 

those patients, I did not inform them in the informed consent. I did not say: “oh I'm 

going to be passing your data to X, Y, Z you know”. I didn’t feel the need to you 

know…So it would have to be very clear who am I giving these data to? What are their 

purposes? How long these data will be available to that person? And you know whether 

that person can then pass them on further? That I wouldn’t like, I wouldn’t be 

comfortable with that.” – Res26 

Although a lot of researchers requested transparency of future data use in return for their data 

contribution, this was in practice operationalized by setting up contractual agreements between 

the original data collectors and the data recipients. For instance, some stakeholders described 

that the first step in the data sharing process was to initiate a contract with all clauses pertaining 

to the secondary use of data. 

“… the big step was negotiating a contract. Talking about details, what we are allowed 

to do, who has access, how are the data stored, where are they stored etc. and things like 

that. Once we had the contract it was rather simple. They just gave us the data, we knew 

what we are allowed to do, that was simple” – Res13 
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“… we need to sign a contract between the one who is sharing the data and the one who 

will use it. First to make sure that all the steps of the research project are respected.” – 

Res9 

 “If I share data with you, we need to have a contract about what's happen with this data” 

– Stak4 

Indeed, contractual agreements were considered essential for the sharing of health data because 

they set clear rules on how the shared datasets should be used, and they also provide some 

protection to the original data collectors. Contractual agreements helped ensure that (i) the 

shared datasets are less likely to be misused or used illegally (particularly important for 

potentially identifiable information), (ii) appropriate data security measures had been taken by 

the data recipients, (iii) publications rights are respected (e.g. avoiding competition for 

publications or authorship order between original data collectors and recipients), and lastly, (iv) 

that there is a general acceptation of the rules and conditions of use by both parties involved. 

“Well in terms of researchers I would say yes, they have fear that others could publish 

the data but we address this with the data transfer use agreement. So that has clauses for 

publication rights, IT-rights and if both parties agree to that then this is solved. On a 

hospital level actually there is a so-called "Rahmenvertrag" [German for ‘framework 

agreement’] where all the hospitals agreed to do what they can in order to make data 

available and share it with each other. So I see the intention is there, that they want to 

reach this, to come to a data-sharing situation” – Stak7 

“That's should be some legal contract between the data sharer and the team which will 

use it. And of course, there should be some agreement between the two parts on 

publications, citations… well that's already important.” – Res9 

“I must also say I think even if it looks silly but I think it's really good before you share 

data that you have a contract where it is clear who owns the data, where does it go, who 

is first author, who is last author … ” – Pol2 

Importantly, it was further highlighted that contractual data sharing agreements put into broad 

daylight the responsibilities that each party has with regard to the shared dataset. Therefore, any 

breach of the contractual agreement’s rules would be considered irresponsible action. 
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“With a contract…. there is a reciprocal acceptation of the rules: what happens with the 

data; what shouldn't or couldn't happen with the data. And then it's a matter of 

responsibility.” – Pol4 

    “Again here I would welcome that we have sort of templates what we need to sign to 

share data. So I still want something in written. You know it's not just via email I send 

you a link to a dropbox and here you have the data, do whatever you like! […] There is 

a sort of a responsibility on both sides, those who make data available and those who 

then take on board data from others. They also have to sign something I think.” – Res17 

Compensation 

Academic compensation 

The sub-theme academic compensation refers to the justification of data sharing activities under 

the conditions that co-authorships in resulting publications or collaborations will be offered in 

return for the resources and work invested by the original data collectors in collecting and 

managing datasets. For instance, some researchers described a case where they requested data 

from a health insurer. In return for the data, the latter requested to be a co-author in subsequent 

publications, and had the upper hand over the researchers in the negotiation process. One of the 

researchers found the practice of requesting co-authorship as relatively surprising from a person 

who is not even competing academically for limited resources (e.g. career and funding 

opportunities) but could potentially be explained by the insurer’s prior role as an academic 

researcher. Another interviewee justified the fairness of the health insurer’s actions by referring 

to the resources the latter invested in the data sharing activities. 

“Participant number 3: … there was a power game around the actual data. For example, 

he said, "I want to be a co-author of the publications." To say, which is surprising 

because one imagines that he is an administrative [person working for health insurance 

companies], no? That is, an official. Instead well, if he is an administrative but high-

level - he probably also had a doctorate - he would also have had publications […] 

Participant number 1: … No, well we do it, but it is a job that takes work [preparing 

datasets for sharing], it takes time, so we have to have something to return. [speaking of 

the health insurance point of view]” – Res16a/b/c 

Similarly, another researcher demanded to be offered co-authorship in publications that made 

use of his shared dataset. Interestingly, the researcher also highlighted that the practice of 

offering co-authorship for shared datasets is more common for certain disciplines. 

Consequently, the interviewee expressed some frustrations with regard to what is current 
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practice in the discipline of economics, i.e. an acknowledgment for sharing data, which the 

interviewee deemed as insufficient.  

“Participant: The only way you could do that is that you say: "Ok we share the data but 

we are on each paper that is published with this data" and I think in the medicine that's 

more common. But in economics if you just collected the data, you end up in an 

acknowledgement footnote. And you are never (emphasized) a co-author. 

Interviewer: So your condition for sharing the data would be that you are put as a co-

author? 

Participant: Yes. That would be one way.” – Res12 

Financial compensation 

This type of compensation refers to the claim that data recipients should cover at least part of 

the expenses incurred by the original data collectors in the collection, management and/or 

sharing of datasets. Indeed, financial compensation was often mentioned by our interviewees 

as a way of receiving recognition for the collection or processing of datasets. 

“… this [data sharing] would have to be done also with some kind of financial 

compensation” – Res10 

Moreover, one researcher highlighted that the monetary value of datasets is gradually being 

recognized, especially from the perspectives of healthcare professionals. For example, 

healthcare professionals are now asking for a financial compensation for datasets that they have 

collected. 

“In fact, when we arrived and said, "Give it to us," it didn't seem true. Aside from that 

they also sold it at a high price. But oh well we had the money and we gave it to him. 

So - how to say - there is a desire - I say on the part of doctors, therefore health 

professionals - to produce data and to use them because there is a value, a personal gain.” 

– Res16a/b/c 

Similarly, another expert stakeholder also advocated for a more in-depth discussion to clarify 

whether there is a need to monetize datasets produced by hospital staff. This was deemed 

particularly important since the latter often do not receive any benefit for the work done in 

collecting and managing datasets, which are subsequently used to answer research questions.  

“… people in the hospital are collecting data don't have benefits from this work, other 

than okay you are a good boy, good data collection from you. I think we are missing 
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something there […] the secondary use of data under/monetization of the secondary use 

of data is something that need to be clarified.” – Stak8 

Going beyond fairness considerations, some researchers also highlighted that financial 

compensation is necessary not only for the resources invested by the original data collectors in 

collecting, managing and sharing datasets, but also as a means of ensuring the sustainability of 

some long-term projects (e.g. in the case of cohort data), and the quality of datasets. One 

researcher also reported that such practice is not well implemented in Switzerland but seems to 

be common in other countries. 

“And then if that group has money, I think they should pay something towards [data 

sharing] [ …] if it goes towards a group which can get the grant application and share a 

little of that for data acquisition. I mean we have done that, I’ve asked for a dataset from 

a cohort study in England to compare our own results, so we had two cohorts and they 

will be asked for ten or twenty thousand pounds for instance to own the data. So that is 

a common use I think in some other countries” – Res8. 

Similarly, another researcher made an analogy to data sharing requirements imposed by Swiss 

Federal institutions (e.g. Federal Statistical Office), whereby researchers need to pay to get 

access to data. The interviewee highlighted that this is a fair practice that could be implemented 

by researchers who own datasets. 

“You see, when you see that some private companies are selling their data, I already 

bought them, and even the public one, for example the Federal Office of Statistics is 

selling some data and in fact, they are selling the work they invested in extraction. So 

it's quite fair in fact. How will they pay the people doing the work? And it's the same 

for us. If you want to have very good databases and with data quality management, you 

have to put some resources on that. So if you want to share the data, it should be funded 

within the project or funded by the others asking for your data.” – Res9 

Contribution 

Contribution here refers to the importance of the original data collectors’ data sharing activities 

for the attainment of the objectives set by the secondary research project, and that such 

contribution should be compensated by a matching reward made to the original data collectors. 

For instance, one researcher explained that original data collectors were made co-authors on a 

resulting manuscript and authorship order was determined based on the volume of patient data 

each co-author has contributed.  
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“Indeed, I also had to put them as authors even if they did not even write an article .... 

but not even an article. But since they gave me the patients, they became authors. And 

the order of the authors depended on the number of patients. That is, you gave me a lot, 

you are first.” – Res16a/b/c 

Regarding data sharing between different partners for a specific research project, one researcher 

highlighted that for data sharing to take place, it is necessary that each partner makes more or 

less an equivalent data contribution. Otherwise, it could be perceived as prejudicial to those 

collaborators who have contributed more data, in particular if their larger invested resources 

and efforts are masked behind the collective endeavor.  

« … you have to realize that if you want to share the data, everyone needs to have the 

data and everyone needs to have more or less the same data. Otherwise, as it is very 

competitive, you will not necessarily want to share from a personal and scientific point 

of view what you have made a particular effort for, you have obtained the funds, you 

have found people, you have made a research project and you don't necessarily want 

what was a huge job for you to become ... part of a bigger project on the same topic 

where you lose all personal effort » - Res6 

5.5 Discussion 
This qualitative study explores the individual notions of fair data sharing from the perspectives 

of Swiss expert stakeholders, through the lens of distributive justice as an analytical framework. 

In this regard, this study provides insights on fair or unfair data sharing practices that form part 

of the negotiation process occurring within the Swiss context, whereby data collectors are 

requested to provide their data to external researchers. From a distributive justice point of view, 

individual notions of fairness were justified under the efforts made by the individual researchers 

in collecting, managing and sharing datasets, and these include (i) a claim to data reciprocity 

and other reciprocal advantages, and (ii) a claim to transparency regarding data-reuse (which 

was often operationalized through data transfer contractual agreements). Secondly, individual 

notions of fairness were also justified under the compensation claim, and these include: (i) a 

claim to an academic compensation in the form of co-authorship on manuscript publications or 

collaboration opportunities, and (ii) a claim to a financial compensation, that is, the costs of 

data sharing activities should be at minimum covered by those requesting the data. Lastly, under 

the contribution claim, the significance of the efforts (in terms of data) generated by the original 

data collectors were mentioned, in particular within multi-partner research collaborations (e.g. 

inequitable data sharing between the parties involved). 
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Reciprocity has usually been put forward in national and international ethical frameworks 

governing data sharing activities [27,28,29]. In our study, the participants hinted that receiving 

some reciprocal advantage in return for their contribution was a way to acknowledge their 

efforts in collecting and managing datasets. Such a view might be related to the competitive 

Swiss academic environment, where original data collectors might fear not receiving due credit 

for the efforts put in collecting, managing and sharing their datasets (in terms of unsatisfactory 

attribution mechanisms or diminishing career opportunities) [13]. Therefore, obtaining 

additional or equivalent data from recipients represents a motivation to share data without and 

at the same time losing a competitive advantage as compared to the data receivers. 

Another individual motivation put forward by the original data collectors for sharing data was 

that of having transparency rules on the re-use and storage modalities of the shared datasets by 

data recipients. Transparency has been extensively discussed in many data sharing frameworks, 

often in the form of data availability statements for external researchers to confirm or refute the 

validity and test the reproducibility of certain research findings [30,31,32]. In contrast, our 

study shows that there is another dimension to transparency. Indeed, data collectors feel entitled 

to know all modalities associated with the re-use of their datasets, in the same way as data 

recipients are entitled to know all modalities associated with the creation of these datasets. 

Indeed, many interviewees stated that they would request, in exchange for sharing their datasets, 

that data recipients provide clear information on the intended secondary use, duration of 

storage, data security measures taken and a reciprocal acceptation of data ownership rules by 

both parties. These transparency claims are operationalized in practice by legally-binding 

contractual data transfer/data access agreements, where additional requirements were also 

stipulated (e.g. publication rights). These agreements are common practice whenever data 

sharing occurs through a controlled access [30]. 

Concerning academic compensation, receiving co-authorship opportunities as part of data 

sharing activities has long been perceived as a fair practice in many scientific fields, especially 

among researchers. For instance, in an international survey on data sharing perceptions and 

practices by scientists worldwide, it was observed that almost 60% of scientists (out of 1257) 

found that it was fair for them to receive co-authorship in exchange of their data, and 61% (out 

of 1226) found it fair to give co-authorship to the original data collectors if they are using their 

data. Furthermore, offering collaboration opportunities to the original data collectors was also 

perceived as fair by the great majority of scientists (81%) in return for using their data [18], a 

practice also recommended by the International Committee of Medical Journal Editors 
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(ICMJE) [33]. These perceptions seem to be also reflected in our qualitative study, whereby co-

authorship and collaboration opportunities were mentioned as individual motivations to the 

sharing of data to compensate for the efforts made by data collectors. However, the question 

arises whether the simple act of sharing datasets solely justifies co-authorship, as it was 

suggested by some of our interviewees. 

In that regard, the ICMJE also provides a series of four authorship criteria that need to be 

fulfilled for original data collectors to be given co-authorship in a scientific publication, and 

refutes the claim that efforts made in the acquisition of data are sufficient on their own to justify 

co-authorship [34]. One could think of contributorship as another means of receiving credit for 

the data contribution, in particular if all criteria for authorship are not satisfied. In this regard, 

Richard Horton once argued that contributorship might help to dismantle inappropriate 

authorship practices (e.g. scientists receiving undue credit), but it cannot help the scientific 

community to “find an appropriate, consistent, and reproducible means of judging academic 

merit” [35]. One promising proposition was made by Bierer, Crosas and Pierce in the form of 

data authorship [36].  

It is important to differentiate between “data author” and “data collector”, a term that has been 

extensively used in this manuscript. The difference between the two resides in the fact that any 

member of a research team who contributes to the data collection process is considered as an 

original data collector, but to qualify as a data author, one needs to make “substantial 

contributions to the original acquisition, quality control, and curation of the data, be accountable 

for all aspects of the accuracy and integrity of the data provided, and ensure that the available 

data set follows FAIR Guiding Principles” [36]. Moreover, data authorship needs also to be 

differentiated from manuscript authorship in the sense that data authors are only responsible for 

the scientific integrity of datasets, but they cannot be held accountable for the content or 

conclusions of a resulting manuscript, unless they are also listed as its authors. For data 

authorship to matter, it needs to be well-received and implemented within the scientific 

community, and recognized by academic institutions, journals, funding and governmental 

agencies as an additional criterion to reward deserving scientists for their data sharing efforts 

(e.g. just like the Hirsch-index is currently used in academic evaluations, a “d-index” could be 

envisaged for data authors) [36]. Moreover, from a distributive justice perspective, data authors 

could also be offered not only collaboration opportunities, but also opportunities to contribute 

in a substantial way to future publications in order to obtain co-authorship. This would 
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constitute a fair practice given the efforts and resources they have invested in making the 

datasets shareable whilst assuming full responsibility for their integrity. 

Financial compensation was another discussed aspect, also falling under the perceived 

individual motivations of data sharing. In our study, financial compensation was perceived as 

a proper reward to cover part of the costs incurred by the original data collectors in the 

processing of their respective datasets but also as a means of ensuring the quality and 

sustainability of the health databases. Our study findings are partly aligned with the scientific 

literature. For example, in an international survey investigating the perceptions and practices of 

scientists with regard to data sharing, almost 70% of their participants rejected the idea that it 

is a fair for data recipients to pay the original data collectors for their datasets [18]. In contrast, 

Cole and colleagues [37] argued that, in the context of academic medical centers, it is fair to 

provide financial compensation to cover the costs of data acquisition, but stressed that it is 

crucial that data sharing is not being promoted for financial gains. Indeed, if financial 

compensation for data sharing will be widely implemented in academia, it is important that the 

negotiation process between the original data collectors and data recipients to be fair and 

transparent, with the primary objective of recovering the costs of data processing incurred by 

data collectors. Therefore, there should be some clear and consistent criteria on how to calculate 

the minimum fee that data recipients would have to pay to access data, so that the latter are not 

disadvantaged during the negotiation process with the downside effect of hindering data 

sharing. In this regard, one could learn from the data access cost calculation methods employed 

by NHS (National Health Service) Digital, who provide data not only to researchers but also to 

clinicians and commissioners for the improvement of NHS services [38].  

Under the contribution principle, mechanisms to compensate for the quantity and importance 

of data contributions made by the original data collectors were rarely discussed. Some of our 

interviewees explained that in some cases, the original data collectors explicitly stated that their 

degree of contribution to data sharing activities needed to be matched with a corresponding 

reward (e.g. in the form of authorship order in publications derived from the shared datasets). 

Others stated that they will be reluctant to engage in data sharing activities if all research 

collaborators did not contribute an equivalent amount of data. In contrast to certain academic 

disciplines where authorship order has no value (e.g. in economics or mathematics where 

authors are listed in alphabetical order), in health research and other disciplines authorship order 

plays a central role in defining the specific contributions made by each author and also for the 
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academic reward mechanism - in particular how promotion in academia is often linked to the 

number of first- or last-author publications [39].  

Therefore, in health research, authorship order aligns with distributive justice principles, since 

each author’s contribution “should be assigned a proportionate and fair share of the overall 

value of the publication” [39]. Nonetheless, defining precisely the contribution of each author 

to the value of a manuscript is a challenging task and consequently, authorship order based on 

the amount of data contributed by each research collaborator offers a weak assessment of their 

academic merit [39]. Additionally, irrespective of their data contributions, all authors need to 

take full responsibility for the entire content of the manuscript whilst guaranteeing its scientific 

integrity (see ICMJE criteria for authorship [34]), which further undermines the claim that 

authorship order is dependent on the amount of data contributed by each author. 

Limitations 

This qualitative study has some limitations. Firstly, the findings of this study might be biased 

by the seniority of our study participants. Indeed, the majority of our participants were either 

late- or middle-career stakeholders, and therefore individual notions related to fair data sharing 

from the perspectives of early-career participants might have been underrepresented or 

neglected. Secondly, our interview sessions had to be adapted to the needs and expectations of 

our expert stakeholders, some of whom preferred to have one-on-two or one-on-three 

interviews rather than the common one-on-one interview. By their nature, group interviews are 

more subject to group dynamics, which could have influenced the reporting of elements deemed 

more important for the group of interviewees rather than for the individual. Thirdly, the 

development of our interview guide was informed by issues related to data sharing that are more 

predominant in the Swiss context (e.g. those identified in our systematic review [14]). Fourthly, 

we also acknowledge that this study offers only an initial assessment of the issues identified in 

the Swiss context (some being blurry concepts) and needed further investigation. Therefore, 

these issues were explored, clarified and discussed with relevant expert stakeholders during a 

follow-up Delphi-based workshop [40]. Finally, like every other qualitative study, our findings 

are not generalizable and may be affected by social desirability bias, where participants may 

have tended to discuss expected ethical concerns.  

5.6 Conclusions 
This qualitative study provides insights that could inform policy-making on individual 

motivations that need to be accounted for to promote fair data sharing from the perspectives of 

Swiss expert stakeholders. These include claims to data reciprocity and other reciprocal 
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advantages, co-authorship and collaboration opportunities, transparency on data-reuse, 

financial compensation, and a contribution claim based on the significance of the data 

contributions made by the original data collectors. While the appropriateness of some of these 

claims may be debatable, they should be taken seriously and discussed more openly. In order 

to promote health research whilst improving the quality of the health systems, these individual 

notions of fair data sharing deserve to be considered when promoting data sharing activities, 

paying particular attention to sustainable solutions that provide fair criteria for academic careers 

and increase high data quality and accessibility to advance science. 
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“For the first time in history we can track the evolution of a 

pandemic in real time. Influenza viruses are notorious for their 

rapid mutation and unpredictable behaviour" -  Margaret Chan 
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6.1 Abstract  
Background: Influenzanet was launched in several European countries to monitor influenza-

like illness during flu seasons with the help of volunteering participants and Web-based 

technologies. As in the case of developing fields, ethical approaches are not well developed in 

the collection, processing, and analysis of participants’ information. Existing controversies and 

varying national ethical regulations can, thus, hamper efficient cross-border research 

collaboration to the detriment of quality disease surveillance. 

Objective: This scoping review characterizes current practices on how ethical, legal, and social 

issues (ELSIs) pertinent to research ethics are handled by different Influenzanet country groups 

to analyze similarities and identify the need for further harmonization of ethical approaches. 

Methods: A literature search was carried out on PubMed, Web of Science, Global Digital 

Library on Ethics, and Bioethics Literature Database to identify ELSIs for Influenzanet country 

platforms. Only English-language papers were included with publication dates from 2003 to 

2017. Publications were screened for the application of bioethics principles in the 

implementation of country platforms. Additional publications gathered from the Influenzanet 

Consortium website, reference screening, and conference proceeding were screened for ELSIs. 

Results: We gathered 96 papers from our search methodology. In total, 28 papers that 

mentioned ELSIs were identified and included in this study. The Research Ethics Committee 

(REC) approvals were sought for recruiting participants and collecting their data in 8 of 11 

country platforms and informed e-consent was sought from participants in 9 of 11 country 

platforms. Furthermore, personal data protection was ensured throughout the Consortium using 

data anonymization before processing and analysis and using aggregated data. 

Conclusions: Epidemics forecasting activities, such as Influenzanet, are beneficial; however, 

its benefits could be further increased through the harmonization of data gathering and ethical 

requirements. This objective is achievable by the Consortium. More transparency should be 

promoted concerning REC-approved research for Influenzanet-like systems. The validity of 

informed e-consent could also be increased through the provision of a user friendly and standard 

information sheet across the Consortium where participants agree to its terms, conditions, and 

privacy policies before being able to fill in the questionnaire. This will help to build trust in the 

general public while preventing any decline in participation. 
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6.2 Introduction 
Web-based technologies have become an integral part of public health surveillance over the last 

2 decades [1]. It is estimated that 4.3 billion people globally will have mobile broadband 

subscriptions by the end of 2017 [2]. Their ubiquitous availability allows volunteer citizens to 

engage in disease detection through digital means [3]. Real-time granular health data are, thus, 

collected from volunteering participants (eg, via mobile phones with global positioning), 

supplementing the big data collected by public health authorities and laboratories [3,4]. 

Combining these different data sources allows earlier and finer spatial detection of public health 

threats than traditional surveillance systems, permitting more appropriate preventive and 

mitigating measures to be deployed [4]. A successful example of such disease digital detection 

is the European Influenzanet Consortium. 

Every year in Europe, seasonal flu brings its share of morbidity and mortality among vulnerable 

groups (eg, the elderly) and a rise in associated medical costs [5]. Infection with influenza virus 

is hard to diagnose without virological confirmation, and public health authorities usually rely 

on influenza-like illness (ILI) as a surveillance indicator for outbreaks [6]. This surveillance 

program is carried out by the European Influenza Surveillance Network (EISN), which is 

coordinated by the European Centre for Disease Control [7]. Since 2008, EISN has relied on 

ILI reports by general practitioners from national sentinels in its 30 European Union and 

European Economic Area countries [8]. However, this traditional surveillance system is biased 

by the use of nonuniform case definitions for ILI by the Member States and depends on the rate 

at which patients seek medical care from general practitioners, thereby reflecting only 

medically attended ILI incidence rates [9-11]. The general practitioner consultation rate is itself 

dependent on several factors that include the time delay between the onset of symptoms and 

health complications, the need of certificates from general practitioners for prolonged work 

absenteeism owing to illness, types of health insurance, and health care systems [12]. Thus, 

there is a non negligible underestimation of the real disease burden of influenza outbreaks [13]. 

The current limitations of EISN led to the development of Influenzanet, an innovative ILI 

surveillance network based on the active participation of public volunteers and the use of Web-

based technologies to report cases of ILI, complementing data gathered by EISN [12,14]. 

The Influenzanet Consortium was launched in 2003 in the Netherlands and the Flemish part of 

Belgium [6]. Denmark, France, Ireland, Italy, Portugal, Spain, Sweden, Switzerland, and the 

United Kingdom have also joined this surveillance network [15]. However, very recently in 

2017, the Netherlands-Belgium platforms have ceased their activities because of lack of 

funding, which undermines the excellent work done by these platforms in promoting the ILI 
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surveillance for 15 years in their countries. The platforms will resume their activities if funding 

is made available by May 2018. Otherwise, the platforms will terminate their activities 

permanently [16]. Public volunteers are usually recruited via mass media, and there are no 

exclusion criteria for registration (except for Sweden) [17-19]. At registration, volunteers fill 

in an intake questionnaire and afterwards, receive a weekly reminder by email to fill in an ILI-

related symptom questionnaire [6]. Importantly, the absence of symptoms is also declared. In 

addition, participants are allowed to indicate symptoms of ILI for other household members in 

an attempt to increase the data collection for children and elderly individuals [17]. 

Influenzanet offers numerous advantages over EISN, including the following: ILI incidence 

rates are extrapolated from both medically attended and unattended patients, real-time disease-

monitoring capability through the citizen participation, flexibility to changes without 

disturbance of the overall system functionality, uniform data collection allowing direct 

comparisons between countries, comparatively lower running costs, easier to increase 

scalability, and participant empowerment through information on prevention strategies and 

disease activity at local and national levels [11,13,17,20]. 

Nonetheless, Influenzanet also has some disadvantages, including the self-selection bias of 

participants (eg, underrepresentation of younger and older age groups), absence of virological 

confirmation of influenza cases, recruitment and motivation of participants to continuously 

donate their data for surveillance are problematic (eg, limited sample sizes in some countries), 

and limited amount and complexity of data that can be collected to ensure the continued use of 

platforms by participants [11,13,17]. 

This approach for monitoring disease involves the collection of information about users that 

affects their risks of influenza or complication from influenza; this information includes the 

demographic data, vaccination status, presence of certain medical conditions (eg, diabetes 

mellitus), use of food complements, daily activities, and household composition (eg, presence 

of children) [21]. Moreover, some national platforms have developed mobile apps as additional 

data collection tools; for instance, the Swiss mobile app gathers useful supplementary data 

through smartphone sensors (eg, inbuilt movement sensors to test for an association between 

the physical activity level of participants and the risk of ILI) or smartphone features (eg, test 

for an association between the psychological profile of participants, inferred via the list of apps 

installed, and attitude toward vaccination; Grippenet Switzerland, email communication, 

November 29, 2017). This complements the data gathered from questionnaires, allowing to 

answer innovative research questions and implement rational public health strategies while 

maintaining high privacy protection measures; for example, only highly aggregated and 
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summarized versions of the data are transmitted for analysis, whereas the bulk of data is stored 

locally on participants’ smartphones. Moreover, mobile app data will not be shared with the 

rest of the Consortium until a framework for data sharing is set up. Nonetheless, Influenzanet 

data can be valuable and sensitive information. Thus, collecting such information poses ethical, 

legal, and social issues (ELSIs), in particular, if the collected data could be used for secondary 

research purposes or in the event of a cyber attack leading to data leakage. 

As it is commonly the case for developing fields, ethical approaches are not yet well developed 

in the collection (here through Web-based technologies), processing, and analysis of 

participants’ information. Existing controversies can, thus, be the cause of additional barriers 

to efficient collaboration. Furthermore, although research collaboration and comparability of 

data are important because epidemics do not stop at national borders, varying ethical regulations 

at national levels can hamper collaboration between countries. Additionally, a number of new 

ethical issues raised by Influenzanet-like activities do not or only partially fit traditional 

evaluation categories used by Research Ethics Committees (RECs) for clinical trials or data-

based research. This scoping review aims to discuss ELSIs of these participatory surveillance 

systems. First, we characterized the current practices using findings from the literature search 

where we compared how issues related to research ethics are being handled by different 

Influenzanet country groups to analyze similarities and identify the need for further 

harmonization of ethical approaches. Thereafter, we carried out an ELSI analysis to suggest 

ways to strengthen them to lay the ground for expanding the capacity and positive impact of 

such systems in the future. 

6.3 Methods 
For this review, we followed the methodological guidance provided for conducting a scoping 

review [22]. Four databases, namely, PubMed, Web of Science (all databases), Global Digital 

Library on Ethics, and BELIT (Bioethics Literature Database) were searched to identify ELSIs 

for the national platforms of the Influenzanet Consortium. 

We used the following key terms: Influenzanet, De Grote Griepmeting, Flusurvey, Gripenet, 

Grippenet, Hälsorapport, Influmeter, and Influweb. Only English-language papers with 

publication dates from the last 15 years (2003-2017) were included. The search started from 

2003 because the first Influenzanet national platform, De Grote Griepmeting, was launched in 

this year. 

In line with the conception of modern research ethics, we searched publications related to 

Influenzanet for the use and application of ethical principles [23,24] in the implementation of 
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these national platforms; these principles are as follows: respect for autonomy (respect the 

decision-making capacity of Influenzanet participants through the provision of a: an informed 

consent and b: opt-out option); beneficence (direct and indirect benefits provided to 

Influenzanet participants via Web-based information on the study); nonmaleficence (prevention 

of informational harm to Influenzanet participants such as personal data protection measures, 

for example, anonymization of personal data); and justice (ensuring open and nondiscriminative 

participation of users to the Influenzanet network to ensure fairness in the distribution of 

benefits and risks) [25]. In addition, we evaluated the presence of ethical approval by an ethics 

committee to balance the benefits and risks to participants, future patients, or society. 

Additional publications found on the Influenzanet Consortium website [15] were gathered and 

screened for ELSIs as well. Furthermore, reference lists of included publications were searched 

for additional studies. Only publications mentioning at least one of these 6 ELSI components 

were included. 

The included full-text papers were screened and analyzed independently by 2 review authors 

(LDG and TW) to ensure that they met the inclusion criteria of having information on the 

desired ELSI components previously described. Discrepancies between the 2 review authors 

were solved through discussion. Figure 1 illustrates the methodological process behind the 

selection and inclusion of publications for this review based on the PRISMA framework for 

systematic reviews and meta-analyses [26]. When the gathered literature did not provide 

sufficient information on some national platforms, country members of the Influenzanet 

Consortium were contacted either through email or the coordinator of the Consortium to 

provide additional details and to assess the veracity of the information gathered on their 

respective platforms. 
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Figure 1 The PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flowchart of study 

selection. ELSI: ethical, legal, and social issues. 

 

6.4 Results 
The original literature search, carried out on September 11 and repeated on October 10 2017 in 

the databases mentioned above, identified a total of 66 potentially relevant papers (Table 1) on 

the Influenzanet Consortium and its national platforms (eg, De Grote Griepmeting for the 

Netherlands and Belgium, Flusurvey for the United Kingdom and Ireland, Gripenet for Portugal 

and Spain, Grippenet for France and Switzerland, Hälsorapport for Sweden, Influmeter for 

Denmark, and Influweb for Italy). No papers on Influenzanet were found on the Global Digital 

Library on Ethics and BELIT. 
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After the removal of duplicates (n=29), 37 papers were considered for this study. Among these 

37, 4 were datasets, 5 included supporting information to other papers in the list (eg, tables and 

figures), 2 papers were in other languages (French and Swedish), and 2 were meeting abstracts; 

these 13 papers were excluded. The remaining 24 full-text papers were then screened for 6 ELSI 

components (informed e-consent obtained from participants; ability of participants to opt out 

from the study at any time; Web-based information on national platform and influenza; personal 

data protection measures, for example, anonymization and abiding to the national regulations 

on privacy, data collection, and treatment; open and nondiscriminative participation; and ethical 

approval by an REC or other competent entity). Only 16 of the 24 papers addressed some 

ethical, legal, and social components (eg, ethical approval by RECs, informed consent, etc). 

Our search of the Influenzanet Consortium website [15] resulted in an additional 28 

publications. After the removal of duplicates (n=14), 14 publications were considered for a 

detailed review of their ELSI components. Notably, 10 of the 14 papers addressed some ethical, 

legal, and social components. 

Overall, 2 additional publications (retrieved from reference screening and a conference 

proceeding) were included, leading to a total of 28 papers included in our analysis, as seen in 

Figure 1. Table 2 reports on these 28 papers and summarizes the presence or absence of the 

ELSI components for each paper reviewed. However, Table 2 should be interpreted cautiously 

because the presence of some ELSI components does not automatically apply to all country 

platforms in noncountry-specific publications. 

 

Table 1. Initial search results (date of search: September 11, 2017 and October 10, 2017). 

Search terms used Results found in PubMed (n=22), n Results found in all Web of 

Science databases (n=44), n 

European network: Influenzanet 10 16 

National platforms   

De Grote Griepmeting 0 0 

Flusurvey 3 7 

Gripenet 1 1 

Grippenet 6 12 

Hälsorapport 0 2 

Influmeter 1 1 

Influweb 1 5 
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Table 2. A list of included studies (n=28) with ethical, legal, and social issue components (with ethical approval 

of study). All platforms listed by each paper do not satisfy the ethical, legal, and social issue components equally. 

Author (year) Platform(s) 

concerned 

Ethical, legal, and social issue components 

Research 

ethics 

committee 

Open and non-

discriminative 

participation 

Web-based 

information 

sheet 

Informed 

e-consent 

Opt out 

from 

study 

Personal data 

protection 

measures 

Adler et al (2014) [27] UKa ✓ ✓    ✓ 

Bajardi et al (2014) [28] BEb, FRc, ITd, NLe, 

PTf,SEg, UK 
✓ ✓ ✓ ✓  ✓ 

Bajardi et al (2014) [29] BE, FR, IT, NL, PT, 

SE, UK 
✓ ✓  ✓  ✓ 

Brooks-Pollock et al 

(2011) [19] 

UK ✓ ✓ ✓ ✓  ✓ 

Cantarelli et al (2014) 

[14] 

BE, FR, IT, NL, PT, 

SE, UK 
✓ ✓ ✓ ✓  ✓ 

Debin et al (2013) [30] FR ✓  ✓   ✓ 

Debin et al (2014) [10] FR ✓   ✓   

Eames et al (2012) [31] UK  ✓    ✓ 

Eames et al (2012) [32] UK ✓ ✓  
 ✓ ✓ 

Friesma et al (2009) [5] BE, NL 
 ✓ ✓  

 
 

Guerrisi et al (2016) [33] BE, FR, IT, NL, PT, 

UK 

 ✓ ✓   ✓ 

Kjelso et al (2016) [20] DKh  ✓   ✓  

Koppeschaar et al (2017) 

[17] 

BE, DK, FR, IEi, IT, 

NL,PT, SE, ESj, UK 
✓ ✓ ✓ ✓  ✓ 

Land-Zandstra et al 

(2016) [34] 

BE, NL  ✓ ✓    

Loubet et al (2016) [35] FR ✓  ✓ ✓ ✓ ✓ 

Loubet et al (2016) [36] FR ✓  ✓ ✓ ✓ ✓ 

Marquet et al (2006) 

[21] 

NL  ✓ ✓   ✓ 

Paolotti et al (2010) [37] IT  ✓ ✓    

Peppa et al (2017) [38] UK ✓ ✓  ✓   

Perrotta et al (2017) [39] IT  ✓    ✓ 

Perrotta et al (2017) [40] IT  ✓    ✓ 

Pini et al (2017) [18] SE     ✓ ✓ 

Smolderen et al (2007) 

[41] 

NL  ✓    ✓ 

Tilston et al. (2010) [42] UK ✓ ✓ ✓    

van Noort et al (2007) 

[11] 

BE, NL, PT  ✓ ✓    

van Noort and 

Stollenwerk 

(2008) [43] 

BE, IT, NL, PT  ✓   ✓  

van Noort et al (2015) 

[9] 

BE, IT, NL, PT ✓  ✓    
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Vandendijck et al (2013) 

[6] 

BE  ✓   ✓ ✓ 

aUK: United Kingdom; bBE: Belgium; cFR: France; dIT: Italy; eNL: the Netherlands; fPT: Portugal; gSE: Sweden; 
hDK: Denmark; iIE: Ireland; jES: Spain. 

The Influenzanet country-specific information in Table 3 was collated from publications 

gathered in the literature search (Table 2) and additional information provided by country 

representatives. The information in Table 3 was subsequently double checked, updated, and 

corrected by country representatives (in many cases, authors of papers themselves) through the 

help of the supervisor of the Consortium who communicated our findings. This verification step 

was important to prevent inaccuracies resulting from the misinterpretation of the literature 

because the absence of an ELSI component in a publication does not automatically imply that 

it was not addressed by the platform(s) and temporal evolution of these platforms, where ELSI 

components might change over time. 

Table 3 The ethical, legal, and social dimensions of Influenzanet national platforms (with research ethics 

approval of study). 

National 

platform 

Date of 

creation 

Research 

ethics 

approval 

of study 

Open and 

nondiscriminative 

participation 

Web-based 

information 

sheet 

Informed 

e-consent 

Ability to 

opt 

out from 

the 

study 

Personal 

data 

protectiona 

Belgium 

(Flanders) 

2003 —b ✓ ✓ — ✓ ✓ 

Denmark 2013 —c ✓ ✓ ✓c ✓ ✓ 

France 2012 ✓ ✓ ✓ ✓ ✓ ✓ 

Ireland 2013 ✓ ✓ ✓ ✓ ✓ ✓ 

Italy 2008 ✓ ✓ ✓ ✓ ✓ ✓ 

Portugal 2005 ✓ ✓ ✓ ✓ ✓ ✓ 

Spain 2012 ✓d ✓ ✓ ✓d ✓ ✓e 

Sweden 2011 ✓ — ✓ ✓ ✓ ✓ 

Switzerlandf 2016 ✓ ✓ ✓ ✓ ✓ ✓ 

The 

Netherlands 

2003 — ✓ ✓ —g ✓ ✓ 

United 

Kingdom 

2009 ✓ ✓ ✓ ✓ ✓ ✓ 

aData anonymization before processing and analysis. 
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bNot applicable. 
cInflumeter, email communication, August 10, 2017-September 07, 2017. 
dGripeNet Spain, email communication, August 10, 2017. 
eInformation obtained from the Spanish national platform [44]. 
fSwiss Influenzanet platform [45]. Grippenet Switzerland, email communication, September 12, 2017. 
gDe Grote Griepmeting The Netherlands, email communication, January 10, 2018. 

 

Only 3 of 11 national platforms (Belgium-the Netherlands and Denmark) did not seek ethical 

approval by REC before the launch of their platforms. The Swiss national platform [45] has 

obtained ethical approval for the launch of its mobile app before the start of the flu season 

2017/2018. Registration and participation to the national platforms were open and 

nondiscriminative to all residents of the respective countries [12,14], except for the Swedish 

platform, where participation is through invitations only [17,18]. The Web-based information 

on the study was provided to all Influenzanet participants and informed electronic consents 

were obtained from participants in 9 of 11 national Influenzanet platforms. The electronic 

consent or so-called “e-consent” commonly used in studies without face-to-face contact, but 

where communication is entirely taking place via Web-based technologies, is another exception 

to, or adaptation of, traditional informed consent. Influenzanet uses this type of e-consent, 

where participants through a few clicks on a screen agree to the terms, conditions, and privacy 

policies of the research project. 

The Belgium-Dutch and Danish platforms were the only exceptions where an informed e-

consent was not legally required for participation (Influmeter, email communication, August 

10, 2017) [6,20,21]. All Influenzanet users were allowed to withdraw from the research at any 

time. Participant identifiers used in Influenzanet (eg, pseudonyms and email addresses) were 

stored separately from the questionnaire data and not used during the data processing and 

analysis phases. Personal data from participants were, thus, anonymized before processing or 

analysis, which were performed at the aggregate level in all national platforms [14]. 

6.5 Discussion 

Principal Findings 

To the best of our knowledge, this is the first scoping review examining the similarities and 

differences in the implementation of research ethics for the country platforms of Influenzanet. 

Our comparative tables highlight the need for further clarification and harmonization of these 

ethical issues pertinent to citizens engaging in the digital disease surveillance across the 

Consortium. A number of ELSIs are similarly organized in the Consortium, for instance, 

participation is open and nondiscriminative to all residents of these countries (except for 

Sweden for representativeness and comparison purposes [17]), study information is provided 

to all participants, and they are free to opt out from the study. However, a number of ELSIs are 
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also addressed differently; for instance, REC approvals and informed e-consent were sought 

for recruiting participants and collecting their data in 8 of 11 and 9 of 11 platforms, respectively. 

The following sections of the discussion will highlight the discrepancies seen in the 

implementation of research ethics for different country platforms. 

Overall, 8 platforms of the Consortium obtained REC approval before the start of their studies. 

However, it is not known how national RECs judged and approved their respective studies; for 

instance, they could have considered the gathered personal health-related data from participants 

to be fully anonymized for which no informed consent is required or considered studies to be 

human subject research. In the latter case, RECs would need to evaluate if the balance between 

potential benefits and risks for study participants is favorable and ensure that participants 

received adequate information on these risks and benefits. Our comparative table shows that all 

country platforms where REC approvals had been sought obtained informed e-consents from 

participants; this seems to indicate that these national RECs consider this type of citizen 

participatory research as human subject research and that e-consent is considered a valid form 

of consent in this context. The regional REC in Geneva approved the implementation of the 

Swiss platform and the launch of its mobile app as a data collecting tool. Considered as human 

subject research in Switzerland, a reader friendly informed e-consent is requested from potential 

participants. Because we did not have access to additional REC evaluations, further studies are 

needed to determine how RECs from different countries debated the ethical issues. It is also 

well known that national RECs, as well as RECs within the same country, may assess and 

balance risk-benefit ratios differently. These divergences concerning the evaluation of similar 

Influenzanet projects in different countries could interfere with the harmonization of ethical 

approaches. Thus, we suggest more transparency in terms of ethical issues related to this type 

of technology-driven public health research. For instance, project leaders of national 

Influenzanet platforms could publish a summary of how RECs evaluated and debated the ethical 

issues of their respective studies (eg, if their studies fall under the category of human subject 

research and, thereby, need informed consent procedures, etc). Such transparency could help to 

harmonize the ethical approaches to be adopted by the country platforms even further. 

REC approvals were not sought for the Belgian-Dutch (De Grote Griepmeting) and Danish 

(Influmeter) platforms (Influmeter, email communication, August 10, 2017) [6,20,21]. 

However, their studies abided by their national legislation on privacy and personal data 

protection (Influmeter, email communication, August 10, 2017) [6,20,21,46]; for instance, the 

De Grote Griepmeting privacy regulation was approved by the Dutch Data Protection Authority 

[21]. According to the Belgian and Dutch legislations, these are observational studies because 
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no physical or psychological intervention is intended on participants [6,21,47]. Concerning 

Influmeter, the Danish platform is exempted from the REC approval for the following reasons: 

the Danish Data Protection Agency does not consider emails exchanged between study 

participants and Influmeter to be sensitive personal information; there is an automatic implicit 

consent from study participants because of its voluntary nature even if sensitive information is 

gathered (eg, health and coarse-grained geographical data); and the data manager of Influmeter, 

Statens Serum Institute that hosts a large proportion of Danish health data [48] received a broad 

permission from the Danish Data Protection Agency (record number: 2008-54-0474), which 

covers the surveillance of infectious diseases and identifiable sensitive information gathered by 

Influmeter (Influmeter, email communication, September 7, 2017) [20]. 

Another ethical issue arises in Influenzanet owing to the ability of participants to record 

personal data on other household members (eg, the elderly persons and children). Gathering 

data on underrepresented age groups is important, specifically, when they are the ones most 

vulnerable to influenza in terms of morbidity and mortality [5]. However, it is difficult to verify 

whether these family members, in particular, are legally competent and could provide consent 

themselves, having expressed their will for their personal information to be recorded by the 

participating family member. It would be interesting to evaluate through future research 

whether RECs have considered this issue or have simply considered the data collected from 

other family members to be anonymous and, thus, not identifiable. 

Informed e-consent was gathered from study participants from all platforms with the only 

exceptions being the Belgian and Dutch platforms, which are mirror websites of each other (De 

Grote Griepmeting, email communication, January 10, 2018). It can be argued that there is an 

automatic implicit consent for Belgian and Dutch participants because registration to the study 

is voluntary. The Belgium-Dutch platforms [16] might consider providing an informed e-

consent option to their participants in an attempt to harmonize consent practices across the 

Consortium if ever they resume their activities in the future. However, we noted that it is not 

clear whether informed consent was legally necessary in Belgium (“Law on experiments 

involving the human subject” of May 2004) and the Netherlands because of the observational 

natures of their studies (De Grote Griepmeting, the Netherlands, email communication, January 

10, 2018) [6,21,47]. Indeed, the Belgian and Dutch legislations acknowledge the need for 

informed consent for interventional studies because of the potential physical or psychological 

harm to participants [6,21,47], but the legislations do not clearly define how broad the category 

of observational studies is; for instance, a detailed questionnaire revealing some very personal 

information can be seen as an intervention in the Netherlands [49]. Nonetheless, it is important 
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to understand the shift from typical physical or psychological harm seen in medical research to 

informational harm in public health research involving Web-based communities of volunteer 

citizens or big data (eg, data discrimination) with the latter having potential repercussions on 

the physical and mental states of study participants (eg, stigmatization and discrimination for 

health insurance coverage) [50,51]. 

Critics might say that e-consent gathered from Influenzanet participants does not represent valid 

informed consent because researchers cannot control that participants read and understood the 

information. Although information on studies is available on their respective websites, 

participants usually have to look at different sections of the website to gather pertinent 

information on the study (eg, its goals, privacy policies, etc), which is tedious and unlikely to 

be read in detail. The Swiss legislation requires researchers to ensure that participants have 

understood all the information (provided in the written information form) through personal 

contact. According to the Ethics Guidelines for Internet-Mediated Research by the British 

Psychological Society, a valid consent can be assumed if there is an information sheet defining 

the study objectives and exact nature of questions before filling in the questionnaire, including 

a check box at its beginning and end where participants can tick in to give their explicit consent 

[52]. In addition, the Society recommends using a proper wording for “I agree” statements to 

encourage participants to read the information sheet, which should also include their rights to 

withdraw from the study at any time in a user friendly manner [52]. The Consortium could 

follow these guidelines to enhance its e-consent procedures. It is important to ensure that 

participants agreed (by clicking on an “I agree” checkbox) to the terms, conditions, and privacy 

policies listed on the informed consent sheet before being allowed to fill in the questionnaire. 

Such measures should be taken to ensure the validity of the informed consent from participants 

and for harmonization purposes, a standard information sheet could be used throughout the 

Consortium. 

Personal data protection was ensured throughout the Consortium because participant data are 

pseudonymized, that is, participants’ personal identifiers are replaced with pseudonyms. 

Furthermore, any data that are shared with the public through the Web portal are fully 

anonymized and highly aggregated [14]. As to the anonymized data shared with members of 

the Consortium, it can be aggregated or not depending on whether the national partner who 

owns the data agrees to the request. It is also worth noting that sharing of Influenzanet data with 

internal and external researchers should not pose a priori any legal barriers because the General 

Data Protection Regulation of the European Parliament and the Council will not apply to data 

being rendered anonymous, that is, the information is not linked to an identified or identifiable 
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natural person (Recital 26) and shared for research and statistical purposes [53]. From 

information gathered on some Influenzanet platforms (ie, France and Switzerland), it appears 

that linked anonymization [54] is involved in ensuring data protection, whereby participants’ 

email addresses and pseudonyms are stripped from the gathered health-related data before 

analysis and stored separately. It will be difficult to conclude how challenging or easy it could 

be to reidentify participants directly or indirectly from specific combination of variables (which 

are anonymous if considered in isolation but permit the identification if several of them are 

combined), in particular for vulnerable groups where privacy risks are higher [48] or groups 

with rare variable entries, for instance, large household compositions with >6 persons (that only 

account for 2% of households in the European Union [55]). 

Our results show that there is a need to harmonize consent requirements and practice throughout 

the Consortium because differences in the abovementioned national consent requirements could 

be the source of obstacles for the next generation of data collection, which may include 

collection and sharing of more sensitive data on a larger scale. Thus, these differences could 

hinder future productive cross-national collaboration, which will be detrimental to research and 

quality disease surveillance. The consent requirements and practice could be harmonized 

through international or European Union regulations. However, this could take some time; for 

instance, General Data Protection Regulation aims to harmonize data protection laws within the 

28 European Union Member States to ensure an equivalent level of protection and freedoms of 

individuals within the European Union. At the same time, it will protect cross-border flows of 

personal data on European Union citizens to international organizations or third countries 

[56,57]. A quicker harmonization alternative would be for all national platforms of Influenzanet 

to use the strictest consent requirements and practice currently used by one of their platforms 

to find common ground. This particular platform would then be used as a benchmark for other 

country platforms to harmonize their practices. 

Limitations 
Only English-language papers were screened for this study for practical reasons. It is, thus, 

possible that pertinent papers in other languages were omitted but they could have provided 

better insight into how issues related to research ethics are being handled by the Influenzanet 

Consortium. In addition, most of our conclusions are based on the gathered literature, and our 

interpretations might be biased by the incomplete reporting of all ELSI components in some 

publications as a matter of space or pertinance to their study objectives. Consequently, despite 

our collaboration with the Consortium to verify our claims, we cannot guarantee that our 

interpretations are error free. Another limitation is that we do not have access to projects’ 
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evaluation reports from RECs (except for Switzerland) to understand how they judge and 

approve such research projects. This would have been beneficial to the understanding of 

national differences in project evaluation by RECs, which could then serve as the basis for 

further harmonization of these ethical approaches. 

6.6 Conclusions 
Epidemics forecasting activities such as Influenzanet are beneficial. Harmonized criteria for 

dealing with ethical issues are urgently needed internationally to ensure comparability of data 

and maximize participants’ trust. Approaches used in handling issues related to research ethics 

by different Influenzanet platforms seem to be similar in many, although not all, ELSIs at 

present. Thus, harmonizing ethical requirements across the Consortium is feasible and could be 

achieved through the adoption of the strictest ethical requirements and practice currently used 

by one platform across the Consortium. Nonetheless, despite being similar, it does not 

automatically mean that these ethical approaches are adequately regulated. We recommend 

more transparency in terms of ethical issues related to this type of technology-driven public 

health research. These transparency modifications related to the current ELSIs of Influenzanet 

will help to build trust among the members of the general public, in particular, if they are 

properly informed about the expected benefits and potential risks their participation entails; this 

will prevent any decline in participation, which might be triggered by mediatization, including 

exaggeration, of the risks of public health surveillance using Web-based communities of 

volunteer citizens. 

Moreover, this type of research has the potential to save many lives in the future because it has 

proven through its flexibility, easy implementation, and adaptability to different countries’ 

requirements for data collection to serve as a potentially effective and relatively low-cost 

surveillance tool for other diseases of public health importance (eg, Middle East respiratory 

syndrome or Ebola) [12,17]. These characteristics could allow Influenzanet to be deployed in 

low- and middle-income countries to monitor emerging and reemerging infectious diseases 

[17]. 

Our suggested harmonization measures and approach for data gathering and ethical 

requirements for Influenzanet apply to other Influenzanet-like systems. Moreover, we also 

suggest that such systems increase the validity of their informed e-consent procedures by 

following the excellent ethical guidelines provided by the British Psychological Society. Such 

measures will further increase the benefits Influenzanet and Influenzanet-like systems could 

bring to society by promoting the comparability of data and safeguarding participants’ trust on 
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which they rely almost completely for data collection. These will ensure that Influenzanet-like 

systems are making even greater substantial contributions to global public health and reduce 

the health inequalities in societies worldwide through better targeting of public health 

interventions in line with the concept of precision global health in the digital age [58]. 
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“Strong health and disease surveillance systems halt epidemics that take lives, 

disrupt economies, and pose global health security threats.” - Tedros Adhanom 
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7.1 Abstract  
Advances in information technology are changing public health at an unprecedented rate. 

Participatory surveillance systems are contributing to public health by actively engaging digital 

(eg, Web-based) communities of volunteer citizens to report symptoms and other pertinent 

information on public health threats and also by empowering individuals to promptly respond 

to them. However, this digital model raises ethical issues on top of those inherent in traditional 

forms of public health surveillance. Research ethics are undergoing significant changes in the 

digital era where not only participants’ physical and psychological well-being but also the 

protection of their sensitive data have to be considered. In this paper, the digital platform of 

Influenzanet is used as a case study to illustrate those ethical challenges posed to participatory 

surveillance systems using digital platforms and mobile apps. These ethical challenges include 

the implementation of electronic consent, the protection of participants’ privacy, the promotion 

of justice, and the need for interdisciplinary capacity building of research ethics committees. 

On the basis of our analysis, we propose a framework to regulate and strengthen ethical 

approaches in the field of digital public health surveillance. 

7.2 Introduction 
Advances in information technology are changing medical research [1] and public health at an 

unprecedented rate [2]. One of the most evident changes is that it has become easy for members 

of the general public to contribute to public health surveillance, practice, and policy [2] by 

sharing personal and health-related information through digital media. The pervasiveness of 

technology is underscored by the fact that as of 2018, almost 4 billion people are estimated to 

have access to the internet [3], and there are over 318,000 health-related mobile apps [4]. In 

public health surveillance (ie, public health data collection and analysis to inform public health 

practice [5]), vast real-time health data from informal sources (eg, health-related mobile apps 

and twitter) allow an early detection, prevention, and monitoring of public health threats and 

the potential for a prompt response from authorities to mitigate them. These informal sources 

have facilitated the reporting of diseases by complementing and reducing the time information 

is transmitted in multilevel public health infrastructures. Consequently, around the world, 

several early warning systems are now using this innovative approach [6]. 

Such activities have been termed digital epidemiology or digital disease detection [7,8]. Digital 

epidemiology can either be performed for nonresearch or research purposes. On the one hand, 

if the aims of the surveillance system are simply to monitor, control, and respond to health 

threats by producing data on the affected population, then this serves nonresearch purposes. On 

the other hand, if the purpose of the surveillance system is either to contribute to or to produce 
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generalizable knowledge, potentially applicable to different populations and settings, then it 

serves research purposes [9]. 

Data in digital epidemiology can be obtained through 2 distinct approaches, with similar public 

health objectives but usually different challenges [10]. With a passive approach for data 

collection, data subjects are not directly informed that their everyday data (stored, eg, on social 

platforms, blogs, and Web search queries) are being mined and processed by advanced 

algorithms involved in big data analytics to monitor or predict disease outbreaks [10-12]. One 

of the first notable examples of such passive data collection approach to digital epidemiology 

was Google Flu Trends (GFT). There are numerous challenges to this approach, including big 

data hubris and unstable algorithm dynamics. Big data hubris states that big data are simply a 

replacement for data collected and analyzed by conventional means rather than an adjunct to 

traditional public health surveillance. Unstable algorithm dynamics refer to the continuous 

changes made by the company to the search algorithms, as a means of improving their searching 

capabilities by incorporating, for instance, new search terms. However, as the case of GFT 

demonstrated, these improvements led to biased estimates [13]. Nonetheless, big data 

surveillance offers an unprecedented opportunity to monitor in a timely manner the spatial and 

temporal evolutions of epidemics with increased granularity compared with more traditional 

surveillance systems, provided that the potential flaws of big data analytics are taken into 

consideration [12,13]. 

On the other hand, a participatory disease surveillance system has an active approach involving 

digital communities of volunteer citizens who consciously provide data. This can be done either 

interactively by reporting their symptoms and other relevant information through an appropriate 

interface or by donating sensor data (eg, location traces) from their digital devices. Such a 

participatory approach not only supports the detection of potential public health threats but also 

empowers individuals to reflect on them and adapt their behavior accordingly [10]. An example 

of such participatory disease surveillance system is the European Influenzanet Consortium, 

which monitors influenza-like illness (ILI) activity during flu seasons, with data from volunteer 

citizens using digital national platforms and in some cases, mobile apps [14,15]. Details on the 

Influenzanet Consortium and its inclusion as an adequate model to illustrate ethical issues 

pertinent to participatory disease surveillance systems have been covered in a previous 

publication [16]. 

In 2009, the Influenzanet Consortium was formed to standardize practices among the individual 

national ILI surveillance platforms to promote collaboration [17]. Recent research started 
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exploring the use of crowdsourcing for detection of epidemic flu spreading, improving the self-

reporting experience of symptoms with a more user-friendly mobile phone apps, and enriching 

the data with context data recorded by the phone’s sensors [15]. The Consortium follows the 

top-down model of citizen participation [2], which guarantees the scientific requirements and 

integrity of the disease surveillance network while relying on volunteer citizens’ data. This 

technology-driven public health surveillance has some benefits for its participants. Real-time 

information on ILI activity at local and national levels is provided to participants, who are also 

advised on strategies for disease prevention [17,18]. Importantly, the participants contribute 

directly to the ultimate goal of this public health initiative by providing real-time granular 

health-related data on ILI [19]. Such information complements the data of the European 

Influenza Surveillance Network (EISN) at finer levels, as EISN receives mainly 

epidemiological and virological data from its network of general practitioners [17,18]. The large 

cohorts of Influenzanet (eg, over 36,000 volunteer citizens for the flu season 2015/2016) also 

allow detection of even small epidemics of ILI [17,20]. This early detection [21] could 

potentially enable timely mitigation strategies to reduce the health burden of influenza and 

decrease health expenditures associated with increased hospitalization and treatment. In 

addition, Influenzanet enables research and the study of subgroups, for example, influenza 

vaccine effectiveness in vaccinated groups [22], attitudes toward vaccination [23], health status 

of population outside the health care system [24], and differences in medical care–seeking 

behavior across the European Union (EU) [20]. 

However, such top-down model of citizen participation in surveillance, specifically for research 

purposes, raises its own set of ethical issues on top of those inherent in traditional forms. 

Participants are involved actively in scientific research [2], but researchers have limited 

personal interaction with participants to ensure that they have indeed understood the research 

information provided on the national platforms or mobile apps and potential risks that their 

participation entails. In addition, participants could be influenced by the promise of expected 

benefits and the imperative of altruism. Therefore, it becomes a challenge to combine protection 

of research participants with the promotion of high-quality data collection for ethically 

acceptable research purposes [25]. In participatory disease surveillance systems, these are 

closely linked and mutually dependent on each other. On the one hand, ensuring participants’ 

trust and engagement through adequate safeguards is crucial for the sustainability and quality 

of these surveillance systems. If participants perceive the risk of privacy violation, they might 

refrain from giving important information, thus, affecting the effectiveness of disease 

surveillance and subsequent future public health interventions [26]. On the other hand, if 
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surveillance systems follow low-quality standards and operate outside an ethical framework, 

protection and collaborations of data subjects cannot be secured. Numerous ethical frameworks 

have been developed in the field of public health surveillance and the use of big data [27-29]. 

However, a 2017 systematic review on ethical issues of public health surveillance revealed that 

there is a need for more context-specific analyses to guide public health practice [5]. 

Consequently, providing an ethical framework for the regulation of such innovative 

participatory surveillance methods, using a real-world example, becomes of utmost importance. 

In this paper, we use Influenzanet to illustrate challenges in protection of health and other 

sensitive information reported in participatory disease surveillance systems. We discuss and 

analyze challenges and needs of participant consent in surveillance and research using 

participant surveillance systems data. We argue that research ethics committee (RECs) should 

play an important role in this developing field. Finally, we propose a framework for the 

regulation of digital participatory disease surveillance systems, which strengthens protection of 

participants’ data and privacy, while promoting the concept of justice. 

7.3 Consent 

Traditional Informed Consent in Internet-Based Surveillance 

 In public health surveillance, there are 2 antithetical forces. Although these systems pursue the 

improvement of population health through surveillance of diseases (such as in the case of 

Influenzanet, providing protection for vulnerable populations at risk of serious adverse 

outcomes of influenza infection), they must also safeguard individuals against any abuse of 

their data by researchers [30,31]. To strike a balance between the pursuit of societal welfare and 

protection of individual rights, consent from participants plays a fundamental role. Originating 

from the necessity to protect research subjects both physically and mentally, written informed 

consent is traditionally obtained for medical research, and its importance has emerged even 

more in the current era of data protection [32]. However, this type of consent seems to be poorly 

adapted to the collection and use of digital data in public health surveillance [2]. 

In light of the inadequacy of traditional informed consent for participatory public health 

surveillance, 1 potential response is to reject the need for further consent in these types of 

studies [33] because of the fact that participants enroll on their own and not in continued 

medical contact. The “no problem” solution rests also on the assumption that consent is not 

necessary, as in public health surveillance, individual interests may be put aside to protect the 

public good [33]. For example, in the United States, the issue of consent in public health 

surveillance is circumvented by considering the latter as public health practice instead of 
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research, thus exempting it from institutional review boards’ approval [34] and in most cases, 

of traditional informed consent requirements. Indeed, a participatory disease surveillance 

platform active in the United States, Flu Near You, received a waiver for informed consent [35]. 

However, this approach may not be the best solution for participatory disease surveillance 

where data are actively generated by participants, underscoring the urgent need to adapt the 

traditional model of informed consent more adequately to this type of surveillance system. 

Informed consent in research was originally designed for studies involving a limited number of 

participants where it was practically and financially feasible for researchers to engage 

participants, provide details about the research, and obtain written informed consent before the 

beginning of the study [32]. A further problem with traditional informed consent is that it was 

designed to authorize the use of data only by those subjects and for those purposes according 

to which the data had been originally collected. It was, however, not intended to also cover 

retrospective research on samples or data. In the case of big data for surveillance of infectious 

diseases, which is often retrospective in nature (2 out of the 3 electronic data sources are medical 

encounter and nonhealth digital data) [12], obtaining traditional informed consent proves 

problematic, as it requires disclosing all potential risks of primary and retrospective research, 

but the latter are usually unknown at the time when data are collected [32]. 

There have been substantial efforts made by some Influenzanet national platforms at their outset 

to ensure some form of personal interaction with their participants to better explain the nature 

of the surveillance system. In 2003, the original Belgian/Dutch platform, called de Grote 

Griepmeting (ie, the Great Influenza Survey), received a lot of media attention, which led to the 

registration of tens of thousands of participants in 2003/2004. The participants’ age distribution 

from youth to the elderly and their wide geographic spread and different levels of education 

made de Grote Griepmeting more accurate and quicker to signal the onset of a flu epidemic 

than the general practitioners’ surveillance system organized by Netherlands Institute for Health 

Services Research (NIVEL). The Belgian/Dutch research team invited participants for an 

information, question and answer session, where they were provided with notes on the rationale 

of the survey questions to the flu survey study. Moreover, a forum was also created where 

participants could ask any remaining questions, and when specific virology questions were 

asked, consultation would follow with partners from the NIVEL and the National Institute for 

Health and Environment in the Netherlands. The team managed to answer all incoming 

questions from participants by email and during various local, national, and regional live radio 

interviews from people listening in. In 2009, the team started a public community on Facebook 

named De Grote Griepmeting–Influenzanet, where members would have their questions 
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answered by the team. Such measures (ie, the information session and the team answering all 

additional questions received via email, through their forum, on the social platform Facebook, 

and during radio interviews) could be viewed as an equivalent solution to obtaining the 

informed consent of these participants (De Grote Griepmeting, email communication, April 3, 

2018 and February 7, 2019). 

The inadequacies of traditional informed consent have led to the development of many other 

ethically acceptable solutions. For instance, in retrospective research where risks are minimal, 

consent would not be necessary as long as the right to opt out and the right to be forgotten are 

preserved and enforced [36,37]. Alternatively, the requirement of informed consent upholds but 

is paired with waivers, which dispense researchers from requesting consent for secondary use 

of data, if the recontacting and reconsenting are unfeasible or would lead to nonrepresentative 

samples [38]. 

Another alternative to traditional informed consent is an extended version of consent, which is 

more suitable to public health/big data research, known as broad or general consent [2,32,39-

41]. The key difference between traditional and broad or general consent is that data subjects 

provide their consent for entire classes of research [42]. This extended form of consent differs 

from blanket consent as data subjects do not give permission for any use of their data but rather 

define in broad terms the purposes of use [42]. Moreover, broad consent is only considered 

acceptable if 2 criteria are met. First, every new study needs to be approved by an REC or 

another competent entity [43]. Second, the right of participants to withdraw their consent at any 

time has to be maintained [32,44]. Despite the presence of these safeguards, consensus on 

whether broad consent can be considered truly informed is lacking [45-47]. The informative 

nature of broad consent rests on the assumption that autonomy is protected, as REC approval is 

necessary, and strategies to regularly update the data donor on ongoing opt-out opportunities 

are devised [48]. Furthermore, any modification to the research should automatically lead to 

reconsenting procedures [49]. However, broad consent cannot be entirely informed because of 

the unspecified nature of future research [48]. Although broad consent seems suitable for 

secondary uses in public health research involving digital communities of volunteer citizens or 

big data, it is uncertain whether broad consent represents the best solution in terms of respect 

for autonomy. Given the issues raised by broad consent and the fact that it requires initial face-

to-face contact, seeking consent electronically could be an ethically satisfying alternative to 

traditional informed consent. 
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Electronic Consent, An Adaptation of Traditional Informed Consent 

Electronic consent (e-consent) implies that participants give informed consent using an 

information technology (eg, digital technologies). In this sense, e-consent does not represent a 

new form of consent but simply an adaptation of informed consent to the electronic environment 

[50]. E-consent is currently being used in the Influenzanet Consortium and in similar 

participatory surveillance platforms such as Flu Tracking (Australia and New Zealand) as a 

valid form of consent for participants. Data subjects agree to the conditions, terms, and privacy 

policies when registering on their respective national platforms [16,51]. 

Although e-consent offers the substantial benefit of a tailored fit to the digital environment, it 

also has some inherent problems. A unique feature of internet-based research is the absence of 

personal interaction between researchers and participants, where researchers would 

traditionally be able to provide individually tailored information and answer any question 

participants might ask concerning the study and the collection of health data. Therefore, one of 

the major risks posed by e-consent is the provision of consent through automatic processes in 

the digital world, as parties are not directly involved. The provision of consent is rather based 

on a set of computer rules determining whether access to an individual’s data by researchers 

could be granted on reasonable grounds [50]. For this reason, it is possible that participants 

provide their consent without fully understanding—or even reading—the information, terms, 

and conditions that data collectors provide by simply clicking the relevant buttons in the digital 

forms [52]. We thus recommend that several precautions ought to be implemented when e-

consent is obtained. For instance, e-consent should be designed in such a way that information 

is delivered through a simple PDF file where participants digitally put their signature (instead 

of clicking a button) to increase the likelihood of the document being read. Alternatively, other 

possibilities offered by information technology could be exploited to help verify participants’ 

understanding of the information provided during the e-consent process. These include tools 

such as the use of audio files, PowerPoint presentations, videos, pictures, or gamification (for 

instance, through quizzes and animation) [53]. 

Though the above recommendations could foster the informed nature of e-consent, the lack of 

personal interaction between study participants and researchers remains. Therefore, a properly 

implemented e-consent would be particularly beneficial in those studies where it is impossible 

to provide individual counseling and where the conditions, terms, and privacy policies would 

otherwise not be read [54,55]. In addition, one might even argue that participants are potentially 

less likely to consent under undue influence or constraints because of limited interaction with 

researchers. They can thus easily decline consent by signing out from the digital platforms 
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whenever they feel the need to do so [52]. In this regard, e-consent increases the autonomy of 

participants. 

Nonetheless, a further challenge raised by the absence of face-to-face contact is how to ensure 

that participants have the required legal capacity to legitimately give their e-consent after they 

electronically authenticate [52], because of the difficulty of verifying the participants’ identity. 

In this sense, even if measures were taken—such as quizzes or questionnaires—to ensure that 

participants have understood the research information, there would be little guarantee that those 

quizzes or study questionnaires are actually being completed by data subjects. A potential 

solution to this authentication issue could come from advances made in biometric identification 

technologies, commonly used for security purposes [52]. For instance, the use of face 

recognition technology [56] on computers and mobile phones or fingerprint recognition sensor 

in smartphones (eg, Touch ID by Apple Inc) could be used to verify the identity of participants 

throughout the process of e-consent. However, processing biometric data raises additional 

ethical and legal issues, in particular with respect to privacy. Biometric data, similar to genetic 

material, carries biological traits that are unique to data subjects and which could be easily used 

to reidentify them [57]. However, it must be noted that, although entailing sensitive personal 

information, the processing of biometric data can be lawful even without subjects’ consent if 

processing serves the public interest or scientific or statistical research purposes (eg, Article 

9.2.(j) of the European General Data Protection Regulation, GDPR) [58]. Ethical concerns with 

respect to biometric data might also be mitigated if, for example, the gathered biometric 

information was stored locally on the participants’ computers or mobile devices and not 

transmitted to the research team or any third party. 

In the case of multinational studies such as Influenzanet, an adequately implemented e-consent 

could consist of a standard informed consent information form [16], as a single PDF file, being 

delivered to participants at the time of their registration on the digital platform and followed by 

a new document each and every time new information is added on the single country websites. 

The information provided would have to be reader-friendly and succinctly summarized, thus 

nudging participants to read it thoroughly. Awareness of all potential ramifications because of 

their participation could be further improved through the provision of quiz questions. Grading 

of these quiz questions could then serve as a proxy to ensure adequate understanding of the 

informed consent information. This method has been employed at the Harvard Personal 

Genome Project (PGP) [59]. Participants were even provided with a study guide and were 

required to pass an enrollment test to be considered for the project. This additional burden to 

participation, which is justified for genetic research (genetic exceptionalism), should 
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nonetheless remain minimal for Influenzanet to retain engagement of its participants. This is 

supported by the mildly sensitive nature of the gathered information and the low risks associated 

with this kind of surveillance. Indeed, the enrollment examination for the PGP was the main 

barrier to participation, with almost 60% of its users dropping out [59]. Digital signature of the 

consent form could also be a more personalized alternative, and it would also provide additional 

evidence on the identity of the participant, which altogether would enhance the informed nature 

of this e-consent procedure. 

7.4 Protection of Subjects’ Privacy 
Epidemics forecasting studies and other public health research often gather useful and sensitive 

data on their participants, potentially interfering with their privacy. In the case of Influenzanet, 

protection of participants’ privacy is secured by data anonymization and the use of a centralized 

database [18]. 

One might argue that full anonymization is not necessary for some public health surveillance, 

as part of the collected data is only mildly sensitive (eg, age group and gender) and thus poses 

only a minor threat to the fundamental rights and the privacy of participants even in case of 

misuse [60]. However, even nonpersonal information could be used to reveal much more 

sensitive information on data subjects if the former is coupled with additional geographical 

information, which is often collected by public health surveillance systems [61]. For instance, 

1 of the core functions of Influenzanet is to map cases of ILI for the identification of hotspots 

of influenza outbreaks to model disease progression and implement effective prevention 

strategies. This spatiotemporal dimension of collected health data can enhance the privacy-

invasive nature of epidemics forecasting research such as Influenzanet [62]. The collection of 

sensor and usage data from smartphones adds additional behavioral and context information, 

which, as shown in related work [15], has the potential to improve forecasting and risk analysis. 

Despite these potential benefits, even apparently nonpersonal data, such as a list of installed 

apps, can be an additional risk to the participant’s privacy [63]. The Consortium took great care 

in protecting the privacy of its participants. In case of sensor data, information is processed 

directly on the user’s device and only transmitted to Influenzanet in anonymized and highly 

aggregated form [15]. Location information of reported cases is, for example, never mapped to 

the individual level but rather to the postal code level [17], with only the aggregate number of 

cases shown. Some platforms went even further by randomizing virtual locations around the 

center of a large number of postal code areas taken together (eg, the De Grote Griepmeting 

platform). The grouping of postal codes areas was paramount for better protection of the privacy 
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of participants, for example, in the case of a single participant in a postal code area (De Grote 

Griepmeting, email communication, April 3, 2018). 

However, with increasing technological capabilities to integrate and analyze health data with 

local data, there are risks of leakage of sensitive information concerning participants’ locations, 

which may lead to stigmatization of the particular locations as well as residents [62,64]. Even 

with full anonymization, cross-referencing of essential data gathered for epidemics research 

purposes (eg, sex, age, and medical conditions) with other databases could eventually lead to 

reidentification of data subjects [2,65]. For instance, 2 researchers showed it was feasible to 

reidentify individuals by matching a deidentified database on Netflix movie recommendations 

to available Web-based information (eg, Internet Movie Database) [66]. Hence, anonymization 

per se is not a sufficient measure to adequately protect privacy. The long life span of some 

anonymized datasets, which is often the case with epidemics forecasting studies, de facto 

increases the risks of reidentification and privacy breaches through repetitive data enrichment 

over time [54]. Consequently, reidentification should be considered a real risk for data subjects 

[2] even in case of anonymization. It is, thus, paramount to ensure ethical and accountable 

sharing of anonymized datasets between research institutions and to combine anonymization 

with other adequate data security measures to prevent misuse of data and unauthorized 

reidentification. 

7.5 Justice 
The concept of justice in research ethics is fully embodied by the policies of the Influenzanet 

Consortium as participation is free, open, voluntary, and nondiscriminative of any resident of 

the respective countries (except for Sweden, where some representativeness and comparison 

purposes are guaranteed by allowing participation through invitations only) [17]. This ensures 

a fair distribution of risks and benefits to all research participants and the public at large. If 

epidemics forecasting studies keep up with the high standards in terms of justice (ie, 

participation to the surveillance system is free, open, voluntary, and nondiscriminative) 

followed by the Influenzanet Consortium and similar platforms such as Flu Near You [35], the 

only remaining challenge would be dealing with those limitations on participation that are 

inherent to digital technologies. These limitations are commonly referred in the literature as the 

“digital divide” [2,67], and they concern both access to and proficiency with digital 

technologies. Access to digital technologies is also a product of many sociodemographic 

elements such as age, educational level of participants, ethnic groups, and their socioeconomic 

status [68,69]. This is reflected in the data collected by Influenzanet, which present an 
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underrepresentation of younger age and elderly groups, an overrepresentation of the middle age 

group for both genders, and a higher educational level of participants in comparison with the 

general population [70]. In this respect, it could be claimed that epidemics forecasting studies 

such as Influenzanet are potentially empowering a more dynamic, informed societal group with 

a penchant for digital technology, whereas at the same time perpetuating the health inequalities 

between others [2]. However, it must also be stressed that public health surveillance benefits 

the public at large and not exclusively the participants. Public health surveillance, like 

biomedical research, is a public good, as the health benefits resulting from its interventions 

(based on knowledge generated from data subjects) are ultimately going to be shared with 

society [71]. In addition, the digital divide is decreasing annually, with technology becoming 

more and more pervasive [72]. Nevertheless, concerns about justice can be avoided only if 

results and disease prevention strategies are shared evenly and on a regular basis among all 

societal groups, something which the Influenzanet Consortium is promoting (eg, weekly 

national surveillance bulletins, regular press releases during the study, and radio broadcasting) 

[73,74]. Such regular results dissemination initiatives undeniably help in ensuring that expected 

benefits of research are shared more equally between societal groups. This could be further 

improved by granting access to more targeted and granular information on influenza activity to 

nonparticipants [74] under the concept of solidarity [75]. Such measures would allow a better 

protection of society as the spread of an influenza epidemic is an individual as well as a 

collective concern. 

7.6 Capacity Building for Research Ethics Committees 
Influenzanet and similar systems are faced with multifocal ethical and legal issues. For the 

safeguard of data subjects, appropriate oversight and specific regulation might be needed in the 

future. Currently, such oversight is beyond the governance capacity of RECs, as technological 

advances outpace national regulatory frameworks and undermine the definitions of those 

concepts—such as “anonymization,” “encryption,” and “personally identifiable information” 

[55]—upon which RECs rely. However, RECs should be actively involved in the design and 

implementation of public health research involving digital communities of volunteer citizens or 

big data. These RECs need to act as safety nets to fill the gaps of the current regulatory 

framework, which often dates back to an era where modern computational and technological 

capabilities were not foreseeable [55]. In this perspective, we recommend RECs to undergo 

interdisciplinary capacity building in those innovative research methods through mutual 

exchange of information and training with citizen science experts, big data researchers, data 

scientists, ethicists, legal experts, and sociologists. This would allow the identification of ethical 
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and legal grey zones. Stakeholders could further anticipate potential conflicting situations 

resulting from the enactment of new legislation. This appears even more urgent as we have 

entered the GDPR era. This regulation came into force in May 2018, to replace the EU Data 

Protection Directive 95/46/EC [1,76]. The GDPR tries to harmonize EU data protection laws 

with the goal of guaranteeing the same level of freedom and protection to EU citizens, while 

protecting personal data during cross-border sharing with international organizations and third 

countries [76]. This legislative reform is likely to have a considerable impact on consent 

requirements and exemptions from obtaining consent [1]. This could affect the expected 

benefits that big data can bring to society by increasing the regulatory burden on public health 

surveillance studies [1]. Furthermore, as stressed in the study by Mittelstadt, the GDPR 

classifies “data concerning health” as a “special category of personal data” [77]. As this 

category includes any personal data that reveals information on the health status (physical or 

mental) of participants [77], health-related information gathered from Influenzanet participants 

or similar epidemics forecasting studies might—until properly anonymized—fall in this special 

category. It is, thus, possible that detailed limitations to health data usage are imposed in the 

future because of the protective stance endorsed by the GDPR [77]. Therefore, interdisciplinary 

capacity building and acquaintance of RECs with this innovative and developing research field 

will be paramount to proactively ensure an adequate protection of data subjects while 

preventing the development of additional research barriers. Such barriers could undermine the 

excellent contribution to the preservation of public health made by epidemics forecasting 

systems such as Influenzanet. 

7.7 Ethical Framework for the Regulation of Participatory Disease 

Surveillance Systems 
We propose the following 4 components ethical framework to provide guidance on how to 

ensure an adequate ethical oversight of participatory disease surveillance systems while 

safeguarding participants’ privacy and eliminating barriers to the work of these surveillance 

platforms (Table 1). 
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Table 1 Ethical framework for the regulation of participatory disease surveillance systems 

Principle Ethical Component Considerations 

Autonomy of 

participants 

Electronic consent Standard, reader-friendly, and multilingual informed 

consent form with succinctly summarized information 

(eg, as a single PDF file) delivered at the time of 

registration and each time new information is added to the 

digital platforms 

Informed nature of consent can be fostered through the 

provision of a few quiz questions to reduce the risk of 

participants simply “clicking through” the consent process 

Require digital signature of the consent form to 

incentivize participants to read the information form and 

as evidence of their identity 

Making participants aware of the fact that despite best 

effort to protect their privacy, the residual risk of a 

privacy leak cannot be ruled out 

Nonmaleficence Protection of 

participants’ privacy 

Anonymization of participants’ data should be combined 

with other data security measures such as a highly 

protected centralized database for storage of participants’ 

data 

Location data of participants should never be mapped to the 

individual level but rather to the postal code level to reduce 

the risk of reidentification in case of rare value entries 

Sensor data from mobile phones should only be transmitted 

in anonymized and highly aggregated form 

Ensure ethical and accountable sharing of anonymized 

datasets between research institutions to reduce 

reidentification risks for participants through database 

triangulation 

Justice Access to 

information on 

disease activity and 

prevention strategies 

Free, open, and nondiscriminative participation should be 

offered to members of the general public 

Disease prevention strategies and results obtained through 

the participatory surveillance platforms should be 

disseminated on a regular basis to members of the public 

through various means 

Beneficence and 

nonmaleficence 

Research ethics 

committees (RECs) 

Interdisciplinary capacity building of RECs is required to 

keep up with technological advances, thereby ensuring an 

adequate protection of data subjects 

 

RECs should play a proactive role in the design and 

implementation of public health research involving digital 

communities of volunteer citizens 

 

RECs should act as safety nets to prevent barriers to 

public health surveillance by identifying ethico-legal grey 

zones and anticipate potential conflicting situations 

resulting from the evolving legal landscape 
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7.8 Conclusions 
In the developing field of participatory disease surveillance systems, the main ethical dilemma 

is how to ensure adequate protection of data subjects while at the same time obtaining the full 

benefits that public health surveillance directly involving digital communities of citizens could 

bring. In this complex situation, 1 of the key ethical safeguards proposed in our framework is a 

properly implemented e-consent. To pursue this objective, national platforms of the 

Influenzanet Consortium will put continuous effort in enhancing and adequately developing 

their e-consent procedures. Current e-consent procedures could be improved by providing 

standard, reader-friendly, multilingual information about the study, participants’ rights, the 

risks associated with their participation, and, in addition, a short series of quiz questions to 

verify proper understanding of the potential benefits and risks. Furthermore, requiring 

participants to digitally sign the Web-based consent form could both serve as a motivation for 

them to read properly the information provided and as a solution to allow personal 

identification. However, such additional burdens of participation need to remain minimal to 

ensure the sustainability of the platforms. 
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“In order to get beyond racism, we must first take account of 

race. There is no other way. And in order to treat some persons 

equally, we must treat them differently.” - Harry A. Blackmun 
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8.1 Abstract  
The COVID-19 pandemic has revealed deeply entrenched structural inequalities that resulted 

in an excess of mortality and morbidity in certain racial and ethnic groups in the United States. 

Therefore, this paper examines from the US perspective how structural racism and defective 

data collection on racial and ethnic minorities can negatively influence the development of 

precision public health (PPH) approaches to tackle the ongoing COVID-19 pandemic. 

Importantly, the effects of structural and data racism on the development of fair and inclusive 

data-driven components of PPH interventions are discussed, such as with the use of machine 

learning algorithms to predict public health risks. The objective of this viewpoint is thus to 

inform public health policymaking with regard to the development of ethically sound PPH 

interventions against COVID-19. Particular attention is given to components of structural 

racism (eg, hospital segregation, implicit and organizational bias, digital divide, and 

sociopolitical influences) that are likely to hinder such approaches from achieving their social 

justice and health equity goals. 

8.2 Structural Racism and Defective Data: Health Equity Threats for the 

Public Health Response Against COVID-19 
Structural racism refers to “[a] system in which public policies, institutional practices, cultural 

representations, and other norms work in various, often reinforcing ways to perpetuate racial 

group inequity” [1]. Structural racism affects all social determinants of health. Its impact was 

accentuated and made more visible with the COVID-19 pandemic. Indeed, the US Centers for 

Disease Control and Prevention recognized the centrality of the social determinants of health 

in the disproportionate impact of the pandemic on racial and ethnic minority groups. In addition, 

they acknowledged the pervasive contributing influences of (structural) racism across each one 

of these determinants [2]. Undeniably, since the start of the pandemic, a cornucopia of examples 

suggesting the impact of structural racism has surfaced [3]. This was particularly evident in 

countries from which statistics are presently available, such as the United States, showing 

devastating consequences for the health of racial and ethnic minorities [4]. For instance, as of 

November 2021 in the United States, the risk of dying from COVID-19 for non-White groups 

(except for the Asian non-Hispanic community) was about twice that of White people [5]. Such 

inequities can be partly explained by structural vulnerabilities influencing access to and quality 

of care offered to these racial/ethnic minority groups. 

The structural vulnerabilities of some racial and ethnic minority groups to COVID-19 stem 

from political and social influences, which were observed, for instance, to have a greater impact 

on their health than individual choices made [6]. These influences led to the normalization of 
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discrimination, stereotyping, and prejudices, and ultimately impacted racial minorities’ health 

and access to quality care [7]. Indeed, studies have demonstrated the existence of implicit 

racial/ethnic biases among health care professionals, and their presumed impact on the quality 

of care due to suboptimal patient-provider interactions with racial/ethnic minorities (see review 

[8]). For instance, emerging evidence based on billing data started indicating disparities in 

COVID-19 testing among racial and ethnic groups, with African Americans being less likely to 

be offered COVID-19 testing than Whites, even when presenting with similar symptoms such 

as fever and cough [9]. Aside from individual health care professionals, health care institutions 

and organizations can also harbor implicit biases regarding their approach toward minority 

groups. It was highlighted that testing centers for COVID-19 in the United States were 

predominantly located in wealthy and White neighborhoods, which further limits access to 

health care for people located in poor neighborhoods [10]. These implicit provider and 

institutional/organizational biases could be an additional source of structural health disparities 

for ethnic and racial groups during the COVID-19 pandemic [11]. Indeed, average threshold 

metrics for public health interventions (eg, those used as indicators for closing or opening 

schools/businesses) are biased if COVID-19 testing is carried out mostly in wealthy 

neighborhoods—where viral transmission rates are actually lower—and deprived 

neighborhoods (where residents are predominantly minorities) are insufficiently tested [12]. 

Additionally, public health recommendations for containing the spread of COVID-19 have been 

particularly difficult for racial and ethnic minority groups to implement, partly due to the 

downstream influences of structural racism [3,13]. As rightly noted by Krieger [14], racial and 

ethnic minority groups constitute a good percentage of low-wage workers, making them more 

vulnerable to the effects of the pandemic. They often live in crowded multigenerational houses 

(often a consequence of racial residential segregation and redlining policies—two historical 

examples of structural racism [15,16]), with neither the possibility of working remotely from 

the safety of their homes nor adequate access to COVID-19 testing and treatment (eg, because 

minorities are less likely to be insured) [3,17]. 

Other indicators of how structural elements determine health inequity for racial/ethnic 

minorities during the COVID-19 pandemic have been highlighted by some seroprevalence 

studies. For instance, a large-scale nationwide study carried out in the United States showed 

higher seropositivity rates (2- to 3-fold higher) for SARS-CoV-2 antibodies in dialysis patients 

residing in Hispanic and non-Hispanic Black neighborhoods in comparison to those residing in 

White (non-Hispanic) neighborhoods, and a 2-fold higher seropositivity for those living in 
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poorer neighborhoods [18]. This study and others (eg, [19]) challenge the underlying 

assumption made elsewhere that “the risk of infection is homogeneous within the population” 

[19]. Such implicit assumptions are not only detrimental to the efforts made to contain the virus 

but they may also be a manifestation of structural racism itself. Indeed, one of the defining 

characteristics of structural racism is its invisibility to the dominant racial/ethnic group [20]. 

The situation also highlights the need for more comprehensive data on the impact of the 

COVID-19 pandemic on racial and ethnic minorities, in particular for those living in 

disadvantaged neighborhoods. 

In that regard, eminent public health researchers have raised the alarm regarding missing or 

incomplete data on racial/ethnic minorities [14,21]. Indeed, data on the impact of COVID-19 

on racial and ethnic minorities were not systemically and uniformly collected across the United 

States [22]. This resulted in the skewing of our understanding of the deadly evolution of the 

virus within these communities, while hampering the ability to provide them with timely and 

adapted public health interventions and care [14,23]. Although US state and local public health 

departments were required—at latest by August 1, 2020—to report demographic data for 

COVID-19 cases, Krieger and colleagues [23] have shown that, despite the new reporting 

requirements, compliance was far from being achieved and much work still needs to be done in 

this regard. 

In the COVID-19 era, the underreporting and inadequate reporting of racial and ethnic 

information create data gaps that hamper the proper functioning of public health institutions in 

initiating culturally appropriate measures to prevent the spread of the virus in these 

communities [24]. Given the fast pace at which the pandemic is evolving and the continuous 

need for updated public health responses, a paramount question is how these data gaps and 

structural racism could influence public health practice, in particular when innovative data-

driven approaches are being considered as complementary to traditional public health 

interventions. In this paper, we thus reflect on how structural racism in the health care/public 

health domain and the defective collection of data on racial and ethnic minorities could 

undermine the health equity and social justice goals of precision public health (PPH) 

interventions. 

8.3 Structural Racism and Defective Data: Potential Impact on PPH 
To respond to this worrying public health situation while making use of existing and emerging 

data sources, Rasmussen and colleagues [25] argue for the need to implement PPH interventions 

as an additional tool to fight the pandemic. PPH means “the application and combination of 
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new and existing technologies […] to tailor preventive interventions for at-risk groups and 

improve the overall health of the population” [26]. Horton [27] is even more explicit in 

highlighting the importance of data in PPH and characterizes it as being “about using the best 

available data to target more effectively and efficiently interventions of all kinds to those most 

in need.” At least two distinct approaches to PPH exist. The first one is a reductionist version, 

where PPH focuses solely on the use of genetic information to tailor interventions to specific 

subgroups of the population (with the risk of neglecting foundational considerations of public 

health such as the impact of the social determinants of health). The second (wider and more 

encompassing) version does not limit itself to genetic information, but also considers other 

sources of data (eg, big data, granular population surveillance data, and data from mobile apps) 

to guide public health practice [25,28]. Given the limits of focusing solely on genetic data to 

guide interventions (eg, risk of exacerbating existing health inequalities [29]), we find the 

second version of PPH more promising, as it uses a plethora of data sources [28], in particular 

if it will ally both high-risk strategies and population-based approaches to maximize the impact 

of public health interventions [30]. 

Although still in its infancy [31], PPH has already shown promise in the fight against COVID-

19. For instance, at the start of the pandemic, pathogen genomics such as whole genome 

sequencing analysis, coupled with epidemiological data, was successfully used in the 

Netherlands to not only monitor the emergence of local or regional clusters of SARS-CoV-2, 

but also to help in understanding transmission patterns while guiding public health interventions 

in breaking the chain of transmission of SARS-CoV-2 [32]. Additionally, some innovative 

sources of digital data are also being used to reduce the transmission of SARS-CoV-2. The 

usefulness of participatory disease surveillance systems has already been demonstrated for the 

early detection of other transmissible diseases such as influenza-like illness [33]. In such 

systems, citizens can actively get involved in the public health response by directly reporting 

COVID-19–related symptoms via mobile apps or digital platforms [34]. Furthermore, the use 

of COVID-19 contact trackers, whereby cellphone tracking data are used to alert people who 

might have been in contact with an active case of COVID-19 [35], is another example of how 

PPH can be helpful in a pandemic context. 

Given the disproportionate burden of the pandemic on racial/ethnic minorities, as previously 

argued, it would then be legitimate to consider them as part of those “most in need” [27] and 

thus principal supposed beneficiaries of PPH interventions during the COVID-19 pandemic. 

However, given the aforementioned issues related to structural racism and the skewed 
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collection of data on minorities, it is important to consider the following two issues before the 

widespread deployment of PPH interventions in connection to COVID-19. First, one must 

reflect on how structural racism can influence the generation and use of data sets in public 

health practice (eg, data racism) [36]. Second, it is critical to explore how the use of certain 

data-driven technologies—which are becoming essential components of PPH—could lead to 

novel racial/ethnic discrimination in public health interventions for those “most in need” [27]. 

One set of technologies that has the capacity to both improve or worsen health inequities 

between ethnic and racial groups if employed in clinical care and PPH interventions is machine 

learning [37]. Machine learning can be defined as “a branch of artificial intelligence (AI) 

focused on building applications that learn from data and improve their accuracy over time 

without being programmed to do so” [38]. There are 3 main classifications of machine learning 

approaches, namely supervised, semisupervised, and unsupervised learning, depending on 

whether the machine learning algorithms are trained on labeled, semilabeled, or unlabeled data 

sets, respectively [39]. If such technologies are used in PPH, one of the important aspects to 

consider is the appropriateness of data sets used to train machine learning algorithms, in 

particular if they are to be used in a population that is either underrepresented in the training 

data sets or has long been systemically disadvantaged and marginalized [40,41]. Indeed, 

individual and societal biases can be encoded in big data and other training data sets destined 

for public health practice and medical care [37,40]. This phenomenon is sometimes described 

as data racism, a term that refers to “the multiple systems and technologies - deployed in a range 

of fields - that either primarily target or disproportionately impact migrants and people of 

[color]” [36]. To better explain how data racism—combined with structural racism—could 

impact PPH interventions through machine learning techniques in the future, one can look at 

the unfortunate experiences emerging in the field of data-driven predictive policing [42]. 

PPH and predictive policing can be compared since they function according to analogous 

principles. Indeed, one of the foreseeable goals of PPH is to forecast disease outbreaks and 

identify hotspots or subgroups of the population for tailored interventions based on big data 

predictive analytics [43]. Similarly, predictive policing aims at forecasting the likelihood of a 

crime being committed in a specific location, to then prioritize focused police interventions in 

certain at-risk areas (eg, by having more frequent police patrols) or on people having some 

prespecified characteristics deemed relevant by the used software. Existing predictive policing 

software companies, such as PredPol, aspire to also be fair, since the “starting point is data: 

objective, agreed-upon facts that can be used to guide the discussion” [44,45]. PredPol claimed 



222 
 

to provide fairer and more objective risk evaluation and predictions regarding crimes than 

subjective police assessment [44]. However, Richardson and colleagues [42] argue that, 

although PredPol took significant actions to reduce bias in their data sets when training their 

machine learning algorithms (eg, by excluding traffic citation data and data on drug-related 

crimes), such measures still do not capture the whole complexity and diversity of police 

interactions where bias can be introduced into the data. They also highlighted the 

methodological difficulties for vendors of such technologies to identify “these problematic 

practices and policies in real-time; therefore, any system that includes recent or live data may 

be subject to additional undocumented biases” [42]. Consequently, the alleged promise of being 

fair cannot always be kept, since data sets on which predictive policing is based often present 

relevant fallacies. 

We can reasonably expect that PPH interventions might encounter an analogous set of 

problems, in particular considering the previously discussed COVID-19–related data crisis for 

racial and ethnic minority groups. Indeed, within the precincts of structural/data racism, 

machine learning algorithms will likely replicate some degree of discrimination unless 

appropriate measures are taken to address the situation [40]. Therefore, it is important for 

machine learning developers to have an adequate understanding of structural racism and its 

potential real-world ramifications through their software [46]. This could help ensure that the 

developed machine learning algorithms both advance public health utility and promote a fair 

distribution of resources along racial and ethnic lines, while minimizing the risks of worsening 

health inequities [46]. However, it is also important to note that addressing the technical flaws 

of machine learning algorithms is catering only to the downstream consequences of structural 

racism and therefore this cannot be the silver bullet to reduce health inequities between racial 

and ethnic groups. To bridge the disparities between racial and ethnic groups will likely require 

changes at the societal, institutional, and individual levels, so that the upstream influences of 

structural racism are mitigated [47]. A few additional potential solutions that can help in 

tackling algorithmic biases have been discussed in a previous publication [40]. 

Aside from technological considerations, it is also paramount to tackle the low representation 

of racial/ethnic minorities (in particular those of African descent) in AI and machine learning 

communities. This can also be considered a consequence of structural racism in industrial and 

academic settings [48]. Racial and ethnic diversity in these communities could help safeguard 

against blatant and implicit discrimination toward minorities, even if these minority researchers 

could themselves be subsequently exposed to consequences from the power structures in place. 
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Indeed, it is documented that some of the effects of structural racism in the workplace also 

involve microaggressions toward these minorities (eg, harassment, disrespect, racial slurs) by 

their White colleagues, which undermine their capacity to work, while operationalizing the 

corporate culture of maintaining racial hierarchy [20,49]. 

There are also other means by which structural racism could impact the generation of data for 

PPH during the COVID-19 pandemic. One of them is through the racial and ethnic digital 

divide, whereby minorities, as a consequence of their often-lower socioeconomic status, would 

be less likely to engage in PPH activities due to poorer internet access [50]. According to the 

Pew Research Center, in 2019, White individuals still have better access to the internet in 

comparison to other racial/ethnic groups (92% versus 86% in Hispanic individuals and 85% in 

African Americans) [51]. Therefore, public health surveillance systems relying on internet-

collected data (eg, social media mining to guide interventions against COVID-19) may be 

particularly vulnerable to the underrepresentation of minority groups in the gathered data sets. 

The problem might also be that of overrepresentation of minorities in internet-collected data. 

For example, a recent study has found that—despite worse internet access—ethnic/racial 

minority groups are more likely to post COVID-19–related information on social media, 

possibly due to a “reversal of digital divides” or the fact that the pandemic has 

disproportionately impacted racial and ethnic minority groups, and that social media is often 

perceived as a coping strategy for stress and for obtaining community support [50]. Either way, 

the issue remains that proper public health surveillance should ensure the ethnic and racial 

representativeness of the collected data before initiating any public health intervention [50], or 

at least perform some sort of data adjustment to account for the selection bias. 

Lastly, it cannot be ignored that structural racism could lead to more biased data sets for ethnic 

and racial minority groups because of the influence of sociopolitical factors on the functioning 

of public health institutions [52]. It is important to note that institutional (or structural) racism 

can influence the functioning of institutions in a number of ways (ie, at individual and 

organizational levels). For instance, institutions can either become increasingly racialized and 

adopt racist motivations (eg, excluding or limiting employment of qualified minorities in 

decision-making positions, or employing a few of them only, as part of racial capitalism [53], 

to showcase that they are dedicated to diversity) or they can be burdened by other organizational 

structures that impede their achievements in terms of racial and health equity (eg, lack of 

resources and low care given to people of color) [52]. Indeed, it is well known that hospitals in 

marginalized neighborhoods (eg, those with a high percentage of people of color) are 
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underfunded, understaffed, and sometimes filled with less skilled health care professionals, 

which then limit their ability to offer services and treatment comparable to those offered in 

other neighborhoods [15,54]. 

Therefore, such public health institutions could be hampered in generating high quality data on 

racial and ethnic minority groups due to (1) the limited resources dedicated to these groups, (2) 

the unrepresentative racial and ethnic composition of their decision-making teams and health 

care professionals, leading to viewing racial disparities from a “White framing,” (3) the lack of 

adequately trained professionals to fulfill these duties, and (4) hospital segregation—that is, the 

refusal of some of the most resourceful hospitals to treat racial/ethnic minority groups suffering 

from COVID-19 due to their lower socioeconomic conditions (eg, inferior health insurance 

plans, which is also a known consequence of structural racism) [40,54,55]. The unfortunate 

consequence could be that of contributing to the generation of biased data sets that do not reflect 

the lived reality of racial and ethnic minorities in facing COVID-19. Therefore, PPH 

interventions relying on these data sets would likely be limited in their effectiveness and health 

equity could never be achieved for all racial and ethnic groups, unless these different parameters 

are given due consideration. 

8.4 Conclusions 
In this article, we have highlighted the role of structural racism and the presence of defective 

data for racial and ethnic minorities as important factors to consider in designing ethically 

acceptable public health policies during and after the COVID-19 pandemic. Moreover, we have 

discussed PPH, an innovative approach to tackle public health issues such as COVID-19, which 

can however encounter several ethical challenges if the aforementioned issues of structural 

racism and defective data collection are not tackled. Our aim is not that of discouraging the use 

of PPH, which we consider as an important new element in the public health toolbox that 

deserves to be fully implemented to fight the COVID-19 pandemic; rather, we want to highlight 

a few issues that need to be considered by policy makers and scientists developing PPH 

measures to make sure that their efforts to improve public health do not ignore the danger posed 

by structural racism and defective data on minorities. In this regard, we join our voices to those 

cited in this article on the importance of having improved, harmonized, and nationwide data 

collection systems that are as free as possible from the influences of structural racism and 

inclusive of all racial and ethnic groups. Although insufficient on their own to promote health 

equity among racial and ethnic groups, these measures could be an important contribution to 

the effective and nondiscriminatory use of PPH approaches that are inclusive of the racial and 
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ethnic composition of the societies in which they are deployed. PPH approaches deserve to be 

better planned and their effectiveness critically assessed, and this will not be achieved unless 

their data and technological foundations are deep-rooted in health equity and social justice. 
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“I often tell my students not to be misled by the name “artificial intelligence” – 

there is nothing artificial about it. AI is made by humans, intended to behave by 

humans, and ultimately, to impact human lives and human society” – Fei-Fei Li 
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9.1 Abstract  
Background: Precision medicine (PM) is an emerging approach to individualized care. It aims 

to help physicians better comprehend and predict the needs of their patients while effectively 

adopting in a timely manner the most suitable treatment by promoting the sharing of health data 

and the implementation of learning healthcare systems. Alongside its promises, PM also entails 

the risk of exacerbating healthcare inequalities, in particular between ethnoracial groups. One 

often-neglected underlying reason why this might happen is the impact of structural racism on 

PM initiatives. Raising awareness as to how structural racism can influence PM initiatives is 

paramount to avoid that PM ends up reproducing the pre-existing health inequalities between 

different ethnoracial groups and contributing to the loss of trust in healthcare by minority 

groups. 

Main body: We analyse three nodes of a process flow where structural racism can affect PM’s 

implementation. These are: (i) the collection of biased health data during the initial encounter 

of minority groups with the healthcare system and researchers, (ii) the integration of biased 

health data for minority groups in PM initiatives and (iii) the influence of structural racism on 

the deliverables of PM initiatives for minority groups. We underscore that underappreciation 

of structural racism by stakeholders involved in the PM ecosystem can be at odds with the 

ambition of ensuring social and racial justice. Potential specific actions related to the analysed 

nodes are then formulated to help ensure that PM truly adheres to the goal of leaving no one 

behind, as endorsed by member states of the United Nations for the 2030 Agenda for 

Sustainable Development. 

Conclusion: Structural racism has been entrenched in our societies for centuries and it would 

be naïve to believe that its impacts will not spill over in the era of PM. PM initiatives need to 

pay special attention to the discriminatory and harmful impacts that structural racism could 

have on minority groups involved in their respective projects. It is only by acknowledging and 

discussing the existence of implicit racial biases and trust issues in healthcare and research 

domains that proper interventions to remedy them can be implemented. 

9.2 Background  
The Precision Medicine Initiative (PMI) working group defines PM as “an approach to disease 

treatment and prevention that seeks to maximize effectiveness by taking into account individual 

variability in genes, environment, and lifestyle” [1]. Indeed, technological advances and 

increasing computing power allow to do a more in-depth characterization of individuals’ 

variability and hence their predisposition to diseases by considering not only their genomic 
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profiles but other factors, including other omics (e.g. metabolomics), and their environmental 

and mobile data. The goal of PM is to advance medical and scientific discoveries while offering 

more tailored, precise and accurate health interventions, which will maximize the health 

benefits for patients [2, 3]. With such an approach, individual well-being is monitored pro-

actively, that is, PM is predictive, personalized, preventive and participatory (in this context, 

the terms PM, personalized medicine and “P4 medicine” are used interchangeably) [4, 5]. 

The defining features and goals of PM seem to make it complementary to the scope of health 

equity as defined by the World Health Organization [6] that “ideally everyone should have a 

fair opportunity to attain their full health potential and that no one should be disadvantaged 

from achieving this potential”. In fact, PM is aimed at providing patients with preventive and 

therapeutic interventions based on their individual needs (e.g. their susceptibility profile to 

some diseases). On a practical level, the objective of PM initiatives is to help physicians better 

comprehend and predict the needs of their patients, so that they may adopt the most suitable 

treatment in a timely manner. This goal is promoted by sharing health data and implementing 

learning healthcare systems [7]. Given the overall continuity of the clinical objectives, PM 

should be considered an “evolutionary” rather than a “revolutionary” approach to clinical trials, 

medicine and clinical care [8]. Indeed, technological advances over the years (e.g. relatively 

cheap genomic sequencing or tumour profiling) are accelerating scientific discoveries and 

subsequent market approval of new therapeutics in comparison to conventional means (e.g. by 

reducing the required number of participants for clinical trials or even the need for a control 

group) [8]. 

Alongside its promises, PM also entails the risk of exacerbating health inequalities, in particular 

between racial and ethnic groups. The fact that PM has a participatory component requires that 

different racial and ethnic groups trust and actively engage in PM initiatives [9], which is, 

however, extremely challenging. Minority communities often face discrimination in healthcare 

and receive poor medical treatment [10]. Outreach to these communities – especially in the 

research field – has also been characterized by a long history of exploitation, abuse and 

marginalization [11]. Events like the Tuskegee syphilis experiment [12] or cases like that of 

Henrietta Lacks [13] are often cited as causes of distrust by minority groups towards healthcare 

services and involvement in research projects. However, the relatively lower participation rate 

of minority groups in health research is not simply a matter of distrust and unwillingness [14]. 

In a review of enrolment decisions of more than 70,000 individuals for participation in health 

research, Wendler and colleagues [14] have shown that willingness to participate did not differ 
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significantly between ethno-racial groups and argued that underrepresentation of minority 

populations is more likely due to the research design of the single study or to limited 

accessibility. Aside from its cause, lower participation of minority groups has also contributed 

to most genetic databases used for research purposes containing data on participants of 

predominantly European ancestry [11, 15]. From an analysis of Genome-Wide Association 

Studies (GWAS) representing 1.7 million samples conducted in 2009, it resulted that 96% of 

participants were of European ancestry. Seven years later, the same GWAS analysis revealed 

that racial and ethnic representativeness of the samples still had a long way to go. In spite of 

the colossal 35 million samples collected, 81% of participants were still of European ancestry 

[16]. That racial and ethnic minorities are marginalized in the research field has also been 

underscored by the authors who concluded that “the message being broadcast by the scientific 

and medical genomics community to the rest of the world is currently a harmful and misleading 

one: the genomes of European descendants matter the most” [16]. 

The situation in the healthcare sector is similarly discouraging: a prominent scholar has recently 

underscored that, with respect to health, “America is Failing its Black Mothers” [17]. For 

instance, the pregnancy-related mortality ratio in the US during 2011–2016 for black women 

was 42.4 deaths per 100,000 live births, more than three times higher than for white women 

[18]. In a report by Amnesty International [19], titled “Deadly Delivery, the maternal health 

care crisis in the USA”, it was reported that some healthcare providers do not take into account 

the timely healthcare needs of women of colour and treat them suboptimally or sometimes even 

try to dissuade them from seeking medical care, which left these women feeling “ignored or 

treated with disdain by staff”. Therefore, health disparities and pregnancy outcomes of women 

of colour are influenced by systemic factors that either regulate access to healthcare or influence 

the quality of care offered to minority groups. 

Although much of the research at the intersection of healthcare and race is conducted in the 

United States [20], the situation of minority groups is likely to be similar in Europe [10]. For 

instance, a large European study on end-stage renal disease demonstrated that “black and Asian 

patients were about half as likely to receive a kidney transplant as white patients, a finding that 

was not explained by differences in cause of kidney failure” [21]. The authors highlighted that 

disparities, both in terms of mortality on renal replacement therapy and decreased access to 

renal transplantation, could not be explained completely by the cause of kidney failure, and that 

other factors such as the socioeconomic, cultural, environmental and even other biological 

factors were likely to be involved [21]. Moreover, it is worrying that little is known on the 
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epidemiological profile of minority groups in European high-income countries due to their often 

unfortunate exclusion in epidemiological studies [22]. Their inclusion would contribute to a 

better understanding of the healthcare inequalities faced by members of these communities. 

Additionally, this lack of epidemiological data is a missed opportunity in the era of PM. For 

instance, coupling epidemiological data with genetic data could provide some additional 

insights on how socio-cultural, economic and environmental factors influence biological 

pathways in minority groups and contribute to the pathogenesis of certain diseases (e.g. heart 

disease) [23]. 

As rightly pointed out by Bayer and Galea [24], PM initiatives tend to focus mostly on 

individual health rather than considering how social determinants and structural realities (e.g. 

residential segregation for minority groups) have shaped and are continuing to shape population 

health. This, coupled with the pre-existing structural problems illustrated above, supports 

discriminatory actions against minority groups, which altogether increases their vulnerability 

to adverse health outcomes [19], provoking distrust in the healthcare system, which will 

precipitate to PM initiatives [25]. Therefore, it is crucial to identify and better understand the 

underlying systemic factors that jeopardize the trust of minority groups in healthcare 

professionals, and institutions now dedicated in advancing the goals of PM. Without a trusting 

relationship between minority groups and PM initiatives, these are unlikely to succeed in their 

research objectives, as representative collection and integration of health data (from EHRs, 

tissue samples, etc.) will be compromised [25]. 

One societal phenomenon that can in part explain such disparities in the quality of healthcare 

provided to different ethnic and racial groups is racism [26]. According to Oxford English 

Dictionary, the word “racism” is defined as “prejudice, discrimination, or antagonism directed 

against someone of a different race based on the belief that one’s own race is superior” or “the 

belief that all members of each race possess characteristics, abilities, or qualities specific to that 

race, especially so as to distinguish it as inferior or superior to another race or races” [27]. Given 

the influence that racism still has in healthcare, the marginalization of racial and ethnic 

minorities might not be the only reason why PM does not stand up to its promise of providing 

equal chances for all. From our perspective, an underestimated factor whereby PM can 

contribute to inequality in healthcare and research between different ethnoracial groups is its 

susceptibility to racism in general and to structural racism in particular. The term structural 

racism refers to “ideologies, practices, processes, and institutions that operate at the macro level 

to produce and reproduce differential access to power and to life opportunities along racial and 
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ethnic lines” [28]. Over centuries, it has been entrenched in numerous countries, influencing 

the way medicine is taught and practiced as well as the functioning of healthcare institutions 

[29]. This might help to understand why – although genetic predisposition or unhealthy 

lifestyle, biological inferiority, socio-economic factors, and medical distrust are put forward as 

some of the reasons contributing to the persistence of healthcare inequalities between ethnic 

and racial groups [30, 31] – even when some of such factors are taken into account, these 

inequalities remain [32]. Furthermore, unhealthy lifestyle and socio-economic factors 

themselves are in turn partly a product of structural racism and discrimination [30]. 

Claiming that PM initiatives might be subject to the influence of structural racism might sound 

controversial, since – theoretically – PM endorses social and racial justice between racial and 

ethnic groups. For instance, the majority of PM initiatives are implemented with the aim of 

ensuring ethnic diversity and appropriate ethnoracial representation in their cohorts (e.g. All of 

Us Research Program, New York University’s Human Project and Project Baseline) [33]. Such 

measures aspire at ascertaining that no racial or ethnic group is left behind and that every 

individual, irrespective of his or her racial and ethnic backgrounds, benefits from advances in 

healthcare. However, in spite of its ambition to promote social and racial justice, PM might 

nonetheless end up accentuating healthcare inequalities between different racial and ethnic 

groups if it covertly adopts the existing cultural processes such as identification (racialization, 

e.g. associating racial stereotypes with some therapeutic options, and stigmatization) and 

rationalization of health services provided to certain racial groups and ethnic minorities [34, 

35]. Therefore, PM might reiterate the current status quo in healthcare, where very few racial 

groups are privileged to the detriment of others, especially if structural racism is not taken into 

account. 

In this debate paper, we discuss the ways in which the implementation of PM might be 

particularly vulnerable to structural racism in healthcare and research, and forecast its potential 

impacts in the upcoming era of PM. Specifically, we analyse three nodes in the process flow of 

PM where structural racism can have an impact. These nodes are part of a process flow: (1) 

collection of biased health data during the initial encounter of patients with healthcare system 

and researchers, (2) integration of biased health data for PM initiatives and (3) the influence of 

structural racism on deliverables of PM initiatives. After analysing the interaction of PM and 

structural racism, we propose future actions to help make PM initiatives truly adhere to the goal 

of “Leaving no one behind”, as endorsed by member states of the United Nations for the 2030 

Agenda for Sustainable Development [36]. 
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9.3 Main text  

The three nodes of structural racism in precision medicine 

In the ecosystem of PM, there seem to be three specific nodes where structural racism can have 

an impact: the quality of health data collected; the integration of these data in PM initiatives; 

and the development of new therapeutics, diagnostics or disease prevention strategies. In this 

context, the concepts of clinical and research data are grouped together under health data, as 

boundaries between clinical practice and research are blurring in the convergence framework 

of PM, learning healthcare systems and implementation science [37]. A learning healthcare 

system would allow the improvement of care over time by collecting data in the clinical 

encounter and using them to improve the effectiveness and efficiency of current clinical 

practice, by facilitating the exchange of information between clinical and research sectors [9, 

37]. It would thus act as a bridge for the integration of new discoveries made through PM 

initiatives into routine clinical care, whereas implementation science would be the “catalyst” to 

such transition by providing strategies to promote the operationalisation of PM initiatives’ new 

findings [37, 38]. These three nodes are used in the following sections to structure our 

arguments. 

First node: collection of biased health data during initial encounter with 

healthcare system and researchers 

The first node depicts the initial encounter between minority populations and healthcare 

providers and/or researchers, which leads to the production of biased health data, collected 

(among others) in electronic health records (EHR), biobanks or different research data banks 

[9]. For the first node, there are two distinct aspects, which need to be carefully considered. 

Firstly, minority groups are under-represented in current health services and research datasets, 

due to unequal access to healthcare and clinical studies [14]. Such underrepresentation can 

negatively affect the quality of health services provided to their members, since they might be 

treated according to guidelines informed by biased data – in the form of data that 

disproportionately represent people of the majority ethnic or racial group [33]. For example, 

PM is spearheading the fight against certain types of cancer [2], owing to technological 

advances made in genomics (e.g. with the advent of next-generation sequencing allowing the 

identification of a huge number of variants [39]), cancer biology and other relevant fields. It 

thus provides a more molecular-based and individualized approach to dealing with both primary 

and recurrent/metastatic tumours [40]. However, there are numerous barriers hindering the 

participation of minority groups to genetic testing for evaluating cancer risk [41]. Without 

enough genetic data for some minority populations, it will be almost impossible to distinguish 
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pathological from benign variants in these subgroups, and consequently, evaluating their risks 

of developing a certain cancer type might be compromised. Therefore, minority groups at high-

risk of developing a disease will not benefit from high quality disease preventive measures [31], 

even if granted access to similar a treatment to that offered to the majority group. 

Secondly, minority groups are more susceptible to receive suboptimal care due to implicit 

provider bias in healthcare, which also feeds into the problem of biased health data. Indeed, it 

is known that healthcare providers, irrespective of their specialization fields or levels of 

experience, suffer from an implicit racial or ethnic bias when dealing with people of colour 

[42]. Such bias negatively affects their ability to provide efficient health services to minority 

groups, due to uncontrolled thoughts or feelings that influence their clinical judgement [42, 43]. 

For instance, a 2016 US study showed that medical students and residents held false beliefs 

concerning biological differences between black and white people, which negatively influenced 

their assessment of pain and treatment recommendations in people of colour [44]. Similarly, 

another study showed that black children were prescribed fewer antibiotics than their white 

counterparts when examined by the same physician [45]. In the same vein, a study found that 

healthcare providers in US emergency departments have a high implicit preference for non-

Hispanic white people over the American Indian community [46]. Hence, it is clear that in 

healthcare systems where most professionals are of Caucasian origin, people of colour are at 

risk of not being given equal access and a level of care comparable to that offered to patients of 

Caucasian origin. Given these premises, it is probable that even if new individualized treatments 

are available to people of colour, PM initiatives will fall short of their goals. 

Indeed, equal access to individualized prevention and treatment might be compromised by 

unconscious racial bias already existing in the healthcare context. Due to these negative implicit 

racial stereotypes [47], healthcare providers might not prescribe new therapeutic drugs to these 

communities or might treat them suboptimally. Moreover, this “aversive racism” (i.e. having a 

high degree of implicit bias and a relatively low degree of explicit bias) during medical 

encounters, which is underrecognized and habitually unintended, leads minority groups to 

respond more negatively to physicians [48]. Aversive racism thereby undermines patient’s trust 

due to lower perceived quality of care, poor doctor-patient communication as well as a loss of 

interest in joint decision-making [48, 49]. These are all detrimental to the goals of PM 

initiatives, since they lead to biased data being produced for minority groups, who, in turn, are 

less likely to engage in research activities. Although biased data originate predominantly from 

subjective interpretation (e.g. biased clinical evaluation by physicians) rather than objective 
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measurements (e.g. results of an MRI scan, blood tests), it nonetheless remains possible that 

objective data on minority groups are not being captured optimally due to biased clinical 

evaluation of their medical conditions. 

Since PM initiatives gather data from both new and existing sources (e.g. electronic health 

records, biobanks, etc.), Ferryman and Pitcan [33] highlighted that, in the era of PM, “it is 

important to recognize the potential limitations within these data today that come from 

historical legacies of bias and discrimination”. On top of that, we argue that it is also important 

for PM initiatives to better understand the limitations of new data collected by physicians or 

researchers involved in PM initiatives that belong to the majority group. Indeed, the iterative 

nature of PM initiatives and learning healthcare systems implies that data are gathered 

continuously to generate new insights into individuals’ health, which are thereafter 

implemented in practice for better-individualized prevention and treatment. However, if 

minority groups suffer from racially discriminatory actions in clinical practice and are offered 

less effective healthcare interventions due to biased nonrepresentative data, the chain of 

healthcare improvements based on reliable routinely collected clinical data may be 

compromised from its very start. 

Due to past betrayals of trust, minority groups might be reluctant to engage with their healthcare 

system, leading not only to a lack of interests in PM activities but also limited data 

representativeness from these groups [33]. It is crucial to understand the expectations and fears 

of minority groups regarding their participation in PM initiatives. For instance, a recent study 

showed that minority groups also fear that, by participating to PM initiatives, results of these 

initiatives might unwillingly contribute to further racial discrimination from either the 

healthcare system (e.g. being denied access to treatment because it is specific to an ethnic/racial 

group) or by their healthcare insurers and employers (e.g. loss of employment opportunities or 

higher insurance premiums) [25]. This altogether has negative repercussions on the quality of 

health data collection efforts to provide evidence-based healthcare and on the development of 

accurate clinical guidelines or treatments for these communities [33]. 

The production of biased health data for minority groups leads us to the second node of the 

process flow. 

Second node: integration of biased health data for PM initiatives 

The second node characterizes the integration of biased health data from minority populations 

into PM initiatives, leading to their faulty interpretation and thus to misuse in scientific research 

and clinical practice [33]. With respect to this node, it is crucial to acknowledge the twofold 
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potential damage resulting from biased PM initiatives for minority groups. Firstly, health data 

have always been prone to historical biases and minority groups are already paying a high price 

for them. For instance, current clinical guidelines are largely developed from cohorts of white 

men, whose risks factors for developing a particular disease could be very different from men 

(and women) belonging to minority populations. Therefore, this sampling bias implies that the 

threshold required to justify certain medical interventions or disease prevention strategies 

would differ based on an individual’s racial or ethnic background [33]. One concrete example 

that was widely covered in the literature is the Framingham Coronary Heart Disease Risk 

Functions, a risk assessment score used for the primary prevention of coronary heart disease 

(CHD). The Framingham Risk Score was originally developed from a population of principally 

white cohorts in the USA to predict the risk of CHD and subsequent appropriate preventive 

measures. It was shown to overestimate the risks of cardiovascular diseases not only in some 

minority groups (e.g. Hispanic and Japanese American men [50]), but also in some European 

(e.g. Germany [51]) and nonEuropean countries (e.g. China [52]), thereby highlighting the need 

for recalibration. Until eligibility for interventions and interventions themselves are calibrated, 

it is thus probable that data required for the good functioning of PM initiatives are not being 

captured for minority groups. Secondly, the former problem (historical bias), coupled with 

structural racism, could be amplified with the increasing use of artificial intelligence (AI) 

technologies to assist physicians and researchers in their routine work [33]. 

The application of AI technologies is rapidly increasing in the healthcare sector [53], and 

according to Ferryman and Pitman [33], AI is also a necessary feature of PM due to the 

increasing availability of big health data sources. Indeed, AI technologies are considered to be 

one of the solutions to help researchers and physicians interpret the ever-growing amount of 

health data produced on a daily basis, which already greatly exceed physicians’ analytical 

capabilities [53]. However, there is increasing concern that these AI technologies are hugely 

dependent on the data that they are trained with and can subsequently aggravate societal biases 

present in the training databases [54]. Whereas decisions by healthcare providers or researchers 

might be only intermittently influenced by racial bias, decisions made by machine learning 

algorithms will be systematically biased every time the latter are used, leading to more 

discrimination against minority groups and to a much larger scale [55]. Indeed, how historical 

bias in the training datasets and hence in algorithmic decisions can lead to more discrimination 

is perfectly illustrated by the case of the AI tool named COMPAS (Correctional Offender 

Management Profiling for Alternative Sanctions) used in the US judicial sector. COMPAS was 

a software designed to support judicial decision-making concerning potential recidivism of 



242 
 

offenders. It assigned probability scores to defendants on whether they were likely to break the 

law within 2 years after being released from prison. COMPAS was shown to be biased against 

black offenders due to presumed historical bias in the data, an element which led to more black 

people being kept in prison rather than being released just because of their ethnicity [56]. This 

case was particularly interesting as one could even argue that the bias of the software against 

black people was not immediately perceived by the judges using the AI tool because racial and 

ethnic prejudices are so deeply rooted and implicit that they easily go unnoticed. In the same 

vein, it would not be surprising if historical bias in health datasets used in the training of AI 

technologies for PM initiatives, coupled with structural racism, ended up reproducing existing 

healthcare inequalities between racial and ethnic groups. If so, physicians – just like judges in 

the case of COMPAS – would be very unlikely to identify flawed medical decision-making 

induced by AI, because of their pre-existing prejudices. 

On top of biased medical decision-making, AI may also have a negative impact on the 

recruitment of people of colour in clinical trials. Clinical trials have traditionally been known 

to be time- and resource-consuming, with difficulties in “matching the right trial with the right 

patient”, but AI has been forecasted to provide the solution to this by automating the whole 

clinical trial matching through available health data sources [57]. For instance, DEEP 6 AI is a 

software company based in the US that analyses both structured and unstructured data using 

machine learning, natural language processing and medical ontologies with the aim of matching 

eligible patients to potential clinical trials in a timely manner [58]. Another example comes 

from Microsoft, who, as part of their Microsoft Healthcare Bot initiative [59], use machine 

reading to assign suitable patients to clinical trials with the aim of streamlining the whole 

recruitment process [60]. Similar to biased medical decision-making, we argue that the use of 

AI technologies in automatically assigning patients to clinical trials in the PM era may also be 

negatively influenced by historical bias in the health datasets (e.g. EHRs) [33] and by structural 

racism. If not properly designed, these AI technologies could exacerbate health inequalities 

between minority and majority groups by either excluding or limiting the eligibility of people 

of colour to participate in certain studies. For instance, Obermeyer and Mullainathan [61] 

discovered how an algorithm used in US healthcare on over 70 million patients was racially 

biased against black people. The algorithm reduced the chances of black people being enrolled 

in the “care management program”, and the culprit was not the training datasets per se but rather 

the inappropriate choice of labels (e.g. healthcare costs) which did not provide the full picture 

regarding the health of black people [61]. Another example came from the University of 

Chicago hospital system, where researchers found that if postal codes had been used in their 
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machine-learning algorithm to optimize hospital resources, resources available for black people 

would have been diverted towards “wealthy white people, exacerbating existing biases in the 

system” [62]. As residential segregation is also a known consequence of structural racism [63], 

this shows how structural racism can have many repercussions on algorithmic decisions in the 

healthcare system. 

Third node: influence of structural racism on deliverables of PM initiatives 

The third node refers to the uptake of new disease prevention strategies, diagnostics and 

therapeutics from PM initiatives into the cycle of learning healthcare frameworks. The goal of 

a learning healthcare system is to provide better care to individuals over time by continuously 

collecting clinical encounter data and using them to develop strategies to improve the quality 

of care offered to patients. It thus provides a unique opportunity for findings of PM initiatives 

to be implemented in the routine clinical life cycle [37]. With respect to this node, the risk of 

racial discrimination is due to the potentially discriminatory effects of feeding biased data into 

a learning healthcare framework, especially because current healthcare systems are already 

designed and built for patients of the majority group [10] and are consequently not customized 

for minorities in terms of their reduced access to care. There are numerous reasons for reduced 

access to care, including (1) the fact that minority groups are sometimes unable to pay for health 

services due to lower health insurance coverage, (2) medical distrust as a result of previous 

racially discriminatory actions or perceived racism (which in itself is an additional detrimental 

stressor to the health of minority groups [26]) that delay or prevent access for treatment, and 

(3) the geographical variation in healthcare quality offered to minority groups [64–66]. In a 

learning healthcare framework, reduced access to healthcare implies the loss of important 

clinical encounter data from minority groups due to reduced or delayed contacts with physicians 

[65], which would normally help to improve the monitoring of disease evolution and subsequent 

appropriate treatment options. This bias induced through “invisibility” - caused by insufficient 

data or incomplete datasets on minority groups - can potentially lead to adverse and 

discriminatory health outcomes as easily as overtly flawed data [33]. 

Over the past few years, there has been a real commitment from pharmaceutical companies to 

advance the goals set by PM initiatives by producing new personalized medicines. In 2018, the 

Center for Drug Evaluation and Research of the FDA approved a record number of 25 new 

personalized therapeutics, which represented 42% of the total number of drug approvals for that 

year [67]. In this respect, another important aspect, in terms of minority groups’ access to 

adequate healthcare, may be the lack of interest in developing new therapeutic options for 

diseases more prevalent in minority groups, due to structural racism embedded in the world of 



244 
 

research and in drug development. From our perspective, Farooq and Strouse [68] gave an 

excellent example of potential racial bias in research and drug development by comparing two 

distinct diseases, each one predominantly affecting a different racial group. 

Cystic fibrosis, affecting predominantly white populations, is an autosomal recessive disease 

resulting from a defect in the gene encoding for the chloride channel, CFTR (cystic fibrosis 

transmembrane conductance regulator). This alteration leads to pulmonary complications such 

as chronic bacterial infections, bronchiectasis and pulmonary fibrosis [69]. Sickle-cell disease 

(SCD), on the contrary, mainly affects people of colour. Globally, SCD is one of the most severe 

blood conditions, caused by a mutation in the beta globin gene, which leads to the production 

of sickle globin instead of beta globin, a component necessary for the production of normal 

haemoglobin. This genetic mutation causes the occlusion of blood vessels and haemolytic 

anaemia, resulting in many complications such as premature death, acute chest syndrome or 

cerebrovascular disease (e.g. stroke) [70]. Although both conditions have similar disease 

severity, and a lower percentage of patients in the United States suffers from cystic fibrosis in 

comparison to SCD, Farooq and Strouse [68] demonstrated that there are wide disparities in 

how funding was allocated for research by the National Institutes of Health (NIH) and private 

Foundations to study the two diseases. Moreover, research productivity in terms of PubMed-

indexed articles and drug approvals were significantly higher for cystic fibrosis than for SCD, 

in spite that both diseases have similar numbers of clinical trials [68]. 

With reference to the last five progress reports (2014–2018) of the Personalized Medicine 

Coalition [67, 71– 74], we observed the same trend regarding FDA approval of personalized 

drugs for the two diseases. Two personalized drugs for cystic fibrosis were approved in this 

time span: Orkambi (ivacaftor and lumacaftor; 2015) and Symdeko (ivacaftor and tezacaftor; 

2018); but none for SCD. Therefore, it remains imperative to underline that although minority 

groups could actively engage in PM initiatives by voluntarily contributing their data for 

research, the research and pharmaceutical sector might be biased in improving or finding new 

diagnostics and therapeutics for diseases prevalent in the white population. Such discrimination 

is partly caused by financial interests of pharmaceutical companies, which prioritize drug 

development for western market, as the countries can afford the high prices of developed drugs. 

In 2014, the ex CEO of Bayer, Marijn Dekkers, raised a lot of controversy when he declared 

that his company only produced cancer medication for “western patients who can afford it” and 

not for the Indian market, a statement condemned massively by Médecins Sans Frontières [75]. 

Therefore, if PM wants to achieve its equity goals and thereby safeguards the trust and long-
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term engagement of minority groups, it is paramount to ensure that members of minority groups 

see the clear benefits that their communities will get in return for their participation to PM 

activities [25]. 

Connecting the nodes – some future actions 

It is to be expected that the mentioned deleterious effects of structural racism will be reinforced 

over time in PM initiatives, due to the iterative data–exchange process between research and 

the clinical sector. Therefore, it is paramount to consider the impacts of structural racism at the 

very outset of PM initiatives, in order to prevent continued discriminatory treatment of minority 

groups in research and during clinical care. It is also important to recognize that trust [76] and 

engagement of minority groups in PM initiatives need to be safeguarded for PM to achieve its 

full potential. In the previous sections, we explored the nodes where structural racism could 

affect the implementation of PM initiatives, and forecasted that bias induced by structural 

racism in health datasets can have cascading deleterious effects on the health of minority 

groups. In the following sections, we recommend some potential actions that can help ensure 

those negative effects are mitigated (Fig. 1). 

 

Fig. 1 Potential actions to reduce the cascading effects of structural racism on the quality of health data collection, 

integration and deliverables in precision medicine initiatives 
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Potential actions to reduce the impact of structural racism at node 1 

Regarding the limited representation of minority groups in current health and research 

databases, some PM initiatives are already taking actions to address these issues. For instance, 

the All of Us Research Program [77] has been prioritizing minority groups for the collection of 

biospecimens and physical examinations. In a special report published in NEJM, the 

investigators stated that, as from July 2019, “more than 80% of these participants [over 175,000 

participants donated their biospecimens] are from groups that have been historically 

underrepresented in biomedical research” [77]. This represents a huge step forward towards 

improving data representativeness for minority groups and ensuring that they will be offered 

healthcare interventions that are adequately tailored to their ‘real’ needs and not extrapolated 

from non-representative data. In contrast, the UK biobank, a valuable resource for PM [78], 

with over 500,000 study participants recruited over 2006 to 2010 [79], has adopted a different 

approach. Although explicitly acknowledging the limited generalizability of their data to the 

general population of the United Kingdom [80], the UK biobank relies on the large cohort size 

to cater for selection bias and the resulting limited data representativeness for accurately 

assessing “exposure-disease relationships” [81]. In this regard, we could not agree more with 

the correspondence from Keyes and Westreich [82], where it was argued that inferences derived 

from large sample sizes can also be skewed (to the detriment of external validity) and such 

aspects should be “taken more seriously in the UK biobank and other large data resources”. 

Therefore, we deem more appropriate to have better targeted recruitment and interventions, like 

those carried out by the All of Us Research Program, which would help reduce selection bias 

and limited data representativeness of minority groups in PM initiatives. 

Aside from tackling the problem of representativeness at the institutional level, actions needs 

to be taken also at the individual and professional level. According to 2017 statistics, the great 

majority of physicians and surgeons in the United States were white, accounting for 69.8% of 

the workforce, followed by Asian (21.1%), black (5.8%) and other minority groups [83]. As 

put forward by Cohan in a recent NEJM article [84], “… health care is not safe for people of 

colour as long as the overwhelming majority of U.S. physicians are white and we avoid 

examining where racism lives within us and how it lives through us”. Therefore, we can 

reasonably argue that one of the reasons underlying the normalization of discriminatory actions 

against people of colour in healthcare is the lack of racial and ethnic representativeness in 

healthcare professions and the under-recognition of the impacts of structural racism by white 

physicians. The EU parliament has recently (26/03/2019) passed a resolution where it invites 

other “European institutions to adopt a workforce diversity and inclusion strategy that 
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establishes a strategic plan for the participation of ethnic and racial minorities in their 

workforce” [85]. This commitment may help to address this problem in Europe. However, it is 

important not only to increase the percentage of minority groups as physicians, researchers and 

in other healthcare professions, but also to request white physicians to see their routine clinical 

work in a new light when dealing with people of colour. A good option to assess their degree 

of implicit racial bias against minority groups is through the Implicit Association Test developed 

by Project Implicit [86], which aims to educate the population about unconscious biases. Data 

from Project Implicit have already been used to reveal how racial prejudice negatively 

influences birth outcomes for black women in the United States [87], or even the pervasiveness 

of implicit prejudices against the lesbian, gay, bisexual, and transgender (LGBT) community 

among healthcare providers [88]. Such tests could help white physicians to better identify and 

subsequently question the biased choice of treatment for minority groups. 

These different measures will help to ensure that hospitals, research institutions and other 

similar structures function on principles, values and foundations which are representative of the 

ethnic and racial make-up of their society [89]. These actions will also contribute to improving 

the quality of health data collected on minority groups, since they will hopefully reduce racial 

discriminatory actions and restore trust. Gaining the trust of minority groups and ensuring that 

data collection is less affected by bias introduced by structural racism will forward the promised 

health benefits of PM initiatives to help bridge the health gaps between racial and ethnic groups. 

Potential actions to reduce the impact of structural racism at node 2 

The issues surrounding biased algorithmic decisions has not left lawmakers indifferent [90], in 

particular following recent notable big tech scandals (e.g. the Cambridge Analytica Affair [91] 

or the fact that the Department of Housing and Urban Development in the US is suing Facebook 

over discrimination in housing-related advertising [92]). To tackle some of these technology-

related issues, a new bill has been recently introduced in both Houses of the US Congress, the 

Algorithmic Accountability Act 2019, which aims at ensuring fairer and nondiscriminatory 

algorithmic decisions. Although representing an important step in the fight against algorithmic 

discrimination, it has been underscored that this bill seems to be lacking in three important 

aspects: (1) at the level of enforcement, it relies on the Federal Trade Commission, which, as 

an agency, rarely enforces its settlements with privacy violators; (2) at the level of impact 

assessments, it lacks an avenue for diverse public participation, in particular from affected 

communities; and (3), also at the level of impact assessments, it does not provide for them to 

be made public [90]. One solution to these issues could come from the implementation of 

Algorithmic Impact Assessments (AIA) for public agencies, to ensure that automated decision 
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systems are not only assessed by involved stakeholders, but also by members of communities 

affected by these systems [93]. Within the AIA framework, the concerned agency would need 

to publicly disclose its definition of automated decision system, any assessments and external 

reviews made on the potential impacts of the system before its procurement, and the public 

would then be allowed to comment on the system and clarify its concerns with the agency. 

Additionally, the government would have the duty to ensure that the rights of affected 

individuals are respected by providing improved due process tools, in cases where an agency 

has not corrected a biased system. Such measures would hold the concerned agency accountable 

while safeguarding against unlawful discrimination or the non-respect of rights of affected 

communities [93]. 

Another solution put forward by Gebru and colleagues [54] is the concept of datasheets for 

datasets, which would help tackle the issues surrounding biases in training datasets for machine 

learning communities. According to the authors, each dataset should be accompanied by a 

datasheet explaining the characteristics of the dataset (e.g. motivation, composition, collection 

process, etc.). These datasheets could potentially address the biases in training datasets for 

machine learning processes by increasing not only transparency but also accountability within 

machine learning communities [54]. Researchers, tech companies, and physicians would thus 

be able to make a more informed choice in the selection of adequate datasets for a given task 

and therefore reduce the impact of biases against minority groups. 

Assessment and corrective measures can be taken against algorithmic discrimination with either 

the training dataset, the learning procedure (i.e. the classifier) or the predictions of the AI tool. 

In this regard, IBM has proposed the AI Fairness 360 (AIF360), an open source toolkit aimed 

to “promote a deeper understanding of fairness metrics and mitigation techniques; to enable an 

open common platform for fairness researchers and industry practitioners to share and 

benchmark their algorithms; and to help facilitate the transition of fairness research algorithms 

to use in an industrial setting” [94]. Depending on where the intervention is needed to avoid 

algorithmic bias in the AI cycle, AIF360 proposes three approaches, namely pre-processing 

(actions needed on the training dataset), in-processing (actions needed on the classifier) and 

post-processing (actions needed to correct predictions) bias mitigation algorithms [94]. 

Regardless of the instrument used, education on strategies to check and mitigate algorithmic 

bias in their tools could be extremely beneficial for AI developers active in the field of PM. 
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Potential actions to reduce the impact of structural racism at node 3 

Another factor that might undermine the good health intentions of PM initiatives towards 

minority groups is the limited access to healthcare and new therapeutics. A first fundamental 

step to try remedy this situation is to intervene in the processes of creation and development of 

biobanks. According to Shaw and colleagues [95], “a biobank is any collection of human 

biological samples and linked data that is to be used for research”. These, together with 

databanks, are globally regarded as essential research infrastructures for PM, allowing the 

collection of health data from large cohorts, and deriving “wisdom from crowds” to deliver 

individualized treatment [78]. However, in biobanks and databanks, there is often an 

underrepresentation of minority groups. This is not only the result of recruitment difficulties 

but also of the deliberate exclusion of these groups by scientists, as their inclusion in studies 

will lead to confounding results due to genetic variation [96]. The unfortunate consequence of 

such exclusion or underrepresentation is the exacerbation of healthcare inequalities between 

racial and ethnic groups, because it is more unlikely that treatments tailored to their needs are 

discovered. 

To tackle this issue, efforts made to introduce biobanks specific to and led by minority groups 

should be praised and strongly encouraged. One such example is the BRAICELET project (Bio-

Repository for American Indian Capacity, Education, Law, Economics and Technology), which 

aims to reduce health inequalities “through the establishment of a first-of-its-kind American 

Indian Biobank” [97]. In the BRAICELET project, American Indian communities are allowed 

to “lead collaborations with universities and research institutes across the nation to find 

culturally and real-time solutions to issues of disparity affecting American Indian communities” 

[97], enabling the implementation of programs that are tailored to the needs of these indigenous 

communities. Similarly, the National Institutes of Health and the Wellcome Trust jointly funded 

a large-scale initiative, called Human Heredity and Health in Africa (H3Africa) to allow the 

implementation of PM in the continent. H3Africa seeks to facilitate research on diseases 

affecting African populations by gathering genetic and environmental data on tens of thousands 

of participants [98]. The data gathered by H3Africa will be used to influence research in the 

field of pharmacogenomics, where African communities have long been marginalized, with the 

goal of discovering drugs most susceptible to benefit the health of African populations [98]. 

Some minority groups also view community-based research not only as being more valuable to 

their communities, but also as a means of motivating them to participate in activities of PM 

initiatives [25]. 
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9.4 Conclusions 
Structural racism has been entrenched in our societies for centuries and it would be naïve to 

believe that its impacts will not spill over in the era of PM. In this perspective, PM initiatives 

around the world should pay particular attention to the potential impacts that structural racism 

could have on their respective projects, and consider the three nodes analysed in this paper. PM 

initiatives should embrace the responsibility to mitigate the described impacts of structural 

racism, in particular those impacts upon which they have direct control. Therefore, careful 

consideration needs to be given to the choice of health datasets used in their projects to limit 

racial biases (e.g. the datasheet for datasets concept can be a good starting point) and their 

collaborators (e.g. physicians, researchers and technology developers) need to be better 

informed about the detrimental and insidious impacts of structural racism on their activities. 

For instance, the Implicit Association Test could allow physicians to reflect upon their routine 

clinical practice to identify situations where their attitudes and medical decisions for minority 

groups might have been influenced by unconscious biases and promptly try to remedy the 

situation by sensitizing themselves to the cultural values and perspectives of minority groups. 

These initiatives should also encourage the implementation of specific biobanks and other 

research databanks targeted for minority groups, with the mandatory inclusion of members of 

these communities at the management level, to ensure that scientific discoveries are stirred 

towards improving or finding new treatment for diseases affecting predominantly minority 

groups (e.g. through community-based research). Although not falling directly under their 

control, PM initiatives should also encourage and lobby for an adequate representation of ethnic 

minorities in healthcare professions so that the quality of health data collected for minority 

groups is improved, with the aim of reducing healthcare inequalities between racial and ethnic 

groups. 

Above all, we believe that it is only by openly acknowledging and discussing the existence of 

implicit racial biases and trust issues in the healthcare and research domains that proper 

interventions can be implemented against structural racism. PM could offer a unique 

opportunity to bridge some of the long-standing racial gaps in healthcare and research. It, 

however, requires that the deleterious impacts of structural racism are carefully considered and 

addressed during the implementation of PM initiatives. This will help to prevent the 

reproduction and perpetuation of the current healthcare inequalities between different ethno-

racial groups. 
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“Being deeply knowledgeable on one subject narrows one's 

focus and increases confidence, but it also blurs dissenting 

views until they are no longer visible, thereby transforming data 

collection into bias confirmation and morphing self-deception 

into self-assurance.” – Michael Shermer 
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10.1 Importance of thesis findings for precision health approaches  
On the one hand, the empirical branch of this thesis includes four chapters: a systematic review, 

two interview-based studies, and a scoping review. The systematic review [1] is the first 

publication reporting comprehensively and comparatively on factors influencing the 

harmonization of health data and its processing by analyzing 345 Danish and Swiss studies. 

Given the extensive multi-stakeholder collaboration needed for PPH and PM to achieve their 

goals, this review provides insights on the different types of barriers that such initiatives are 

likely to encounter in the Swiss context due to its highly fragmented health data landscape. 

Thereafter, solutions adapted to the local context were formulated to remedy some of the 

identified barriers. Furthermore, Danish solutions to issues of harmonization and processing of 

health data were also evaluated and recommendations were made accordingly for their potential 

implementation in the Swiss health data landscape to try cater for its current weaknesses. 

Importantly, the review also showed that certain types of barriers (e.g. ethical, legal or socio-

cultural, etc.) were underreported in the included studies, which could show either an under-

appreciation of these barriers by the authors or it is the result of strategies used by the latter to 

bypass publication obstacles. However, such underreporting of these barriers is detrimental to 

solve issues of data harmonization and processing. In this regard, researchers might unwittingly 

and wrongly attribute additional weight to barriers that are more reported and tangible than 

others (e.g. those of a technical nature), but also that the underreporting of barriers represents a 

missed opportunity for other researchers and stakeholders to learn from them and plan 

accordingly their future research projects [1]. Lastly, the systematic review already had some 

policy impact, being cited in a report of the European Commission titled “Assessment of the 

EU Member States’ rules on health data in the light of GDPR”, which has for objective to 

underline “possible differences and identifying elements that might affect the cross-border 

exchange of health data in the EU, and examining the potential for EU level action to support 

health data use and re-use” [2]. 

The qualitative findings delineated in two chapters15 were dedicated to investigating aspects of 

fair data sharing from the perspectives of expert Swiss stakeholders involved in the healthcare 

and research domains. Indeed, the concept of fair data sharing was investigated at two distinct 

levels. First, at a systemic level, where the hypercompetitive academic environment and legal 

uncertainty governing data sharing activities impose unfair conditions on researchers. Second, 

                                                           
15 Geneviève LD, Martani A, Perneger T, Wangmo T, Elger BS. Systemic Fairness for Sharing Health Data: 

Perspectives From Swiss Stakeholders. Frontiers in Public Health. 2021;9.; Geneviève LD, Martani A, Elger BS, 

Wangmo T. Individual notions of fair data sharing from the perspectives of Swiss stakeholders. BMC Health 

Services Research. 2021;21(1):1007. 
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at an individual level, where notions of fair data sharing were operationalized through a 

distributive justice lens to identify fair or unfair data sharing practices used by stakeholders 

involved in the data-access negotiation process. These two studies are different but 

complementary to the majority of scientific publications since they explored the fairness of data 

sharing activities for the original data collectors and data recipients, not for data subjects. 

Indeed, the current trend has been up-to-now to foster data sharing as a fairness requirement for 

study participants or patients donating their data, and for the reproducibility of research 

findings, as discussed in chapters 4 and 5.  

Regarding the scoping review [3], it is the first time a study has investigated how research ethics 

are implemented in the Influenzanet Consortium, a participatory disease surveillance platform 

where citizens volunteer to report ILI16 symptoms via web-based and mobile technologies. 

Acknowledging the added value of such innovative surveillance systems in the fight against 

infectious diseases whilst highlighting the need for these systems to adapt to the evolving data 

protection landscape (e.g. the GDPR17), this study has shown that there is a need to harmonize 

and clarify ethical approaches adopted by each country-specific platform, in particular given 

that they all have similar data processing activities. This finding was important to promote 

future collaborations between members of the Influenzanet consortium by reducing the chances 

that such implementation disparities in research ethics are not the source of future obstacles to 

fruitful collaborations and effective public health surveillance [3], since epidemics – as the 

COVID-19 pandemic has proven – are increasingly not confined within national borders. 

On the other hand, the theoretical branch of the thesis is comprised of three chapters, each 

tackling important and timely problematics related to the processing of health data in general 

or specifically in relation to data discrimination in PPH and PM, to foster racial equity in health.  

The paper [4] titled “Participatory disease surveillance systems: ethical framework” was a 

thoughtful and interdisciplinary collaboration initiated with representatives of country-specific 

platforms of the Influenzanet Consortium. Recognizing the epistemological limitations in the 

scoping review since all details relevant to the operationalization of research ethics are not listed 

in included publications, the author undertook this multi-country collaboration to gain a deeper 

insight on ELSIs arising from digital public health surveillance and how they were managed in 

practice by directly involving and collaborating with co-authors from the country-specific 

platforms of Influenzanet. These platforms were those of Denmark, France, Italy, the 
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17 Acronym for: General Data Protection Regulation 



265 
 

Netherlands, Switzerland, and the research collaboration also included the participation of AI18 

experts from the German Research Center for Artificial Intelligence (DFKI). The latter are 

involved in designing data collection and analysis tools for the Influenzanet platforms and their 

mobile applications. This is one of the few studies that provides an in-depth assessment of the 

ELSIs of such participatory platforms, whilst providing ethical recommendations that have 

been assessed and validated by the interdisciplinary group of experts involved. Therefore, this 

paper forwards an easily implementable and robust ethical framework, which is applicable to 

Influenzanet-like platforms in order to guide public health practice and research within ethically 

and legally acceptable margins whilst fostering public trust.  

Another theoretical chapter19 titled, “Precision Public Health and Structural Racism in the 

United States: Promoting Health Equity in the COVID-19 Pandemic Response”, aims to 

highlight the ongoing data crisis and structural racism undermining the efficiency of public 

health interventions for racial and ethnic minorities, and how such crisis could lead to the 

exacerbation of health inequities through the combined use of PPH approaches and AI 

technologies such as machine learning. This paper is responding to the important societal call 

for more health equity and social justice, in particular following the widely mediatized police 

atrocities committed against members of disadvantaged and marginalized groups in not only 

the US (e.g. George Floyd and Breonna Taylor to name a few) but also in Switzerland (e.g. 

Mike Ben Peter, a black man who died from a heart attack in 2018 after being assaulted by the 

Police in Lausanne)20. 

The debate paper [5] titled, “Structural Racism in Precision Medicine: Leaving no one behind”, 

was among the first scientific publications debating and forecasting the impact of structural 

racism in PM for racial and ethnic minorities from a data perspective. Given the paradigm shift 

occurring in the Swiss healthcare system to implement precision approaches to health and 

medicine (e.g. with the implementation of the SPHN [6]), this paper provides a unique approach 

to identifying weaknesses in the promised chain of healthcare improvement that PM and 

learning healthcare systems should bring. It analyzes three nodes of a process flow, from the 

collection and integration of health data to the elaboration of PM deliverables, where structural 

                                                           
18 Acronym for: Artificial Intelligence 
19 Geneviève LD, Martani A, Wangmo T, Elger BS. Precision Public Health and Structural Racism in the United 

States: Promoting Health Equity in the COVID-19 Pandemic Response. JMIR Public Health Surveill. 

2022;8(3):e33277. 
20 France24 (2020): “Switzerland grapples with its own 'George Floyd' case”. URL: 

https://www.france24.com/en/20200616-switzerland-grapples-with-its-own-george-floyd-case. [Date accessed: 

March 3, 2021] 
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racism could have a significant impact. It also predicts that the deleterious effects of structural 

racism will be reinforced over time due to the iterative data exchange necessary between the 

research and healthcare domains, and the use of AI technologies such as machine learning [5]. 

Since its publication in 2020, it has been used as a discussion and educational material in several 

US universities, such as at the University of North Carolina School of Medicine21, the Rosalind 

Franklin University of Medicine and Science22, and cited by the Association of Black 

Cardiologists in their reply to the call from the chairman of the Committee on Ways and Means 

of the US House of Representatives. Indeed, the Honorable Richard E. Neal initiated a call for 

information to help address issues arising from the use of race in research and clinical 

algorithms23. Based on this publication, I was interviewed for a Nature article titled, “Health-

care inequality could deepen with precision oncology”24 where I shared my views on how 

structural racism could impact precision oncology for minorities. Moreover, delving into this 

topic of discrimination in PM and PPH has helped me in securing a research grant from the 

Käthe Zingg-Schwichtenberg Fund of the Swiss Academy of Medical Sciences, where I will 

start investigating the impact of structural racism in Swiss precision oncology programs, as of 

June 2021, using the debate paper as a blueprint25. 

10.2 Factors influencing the processing of health data in Switzerland  
Chapters 3, 4 and 5 of this thesis provide not only important policy-making insights on barriers 

and facilitators influencing the sharing of health data in Switzerland, but also on those emerging 

when Swiss research projects go on a supranational level and need to share data with 

international partners. 

                                                           
21 Carter-Edwards L (2020): “Pharmacogenetics, Personalized Medicine and Race: Understanding Implicit Bias”. 

UNC, USA. URL: https://www.med.unc.edu/pharm/pharmacogenetics-personalized-medicine-and-race-

understanding-implicit-bias-1/ [Date accessed: March 3, 2021] 
22 Rosalind Franklin University of Medicine and Science (2020): “CMS Health Disparities and Equity in 

Healthcare & Medical Education Journal Club- "Structural Racism in Precision Medicine: Leaving No One 

Behind"” – sponsored by Chicago Medical School, Office of Excellence in Diversity and Inclusion, Academic 

Learning Environment, and CMS Health Disparities and Equity in Medical Education Task Force. URL: 

https://www.rosalindfranklin.edu/about/strategic-initiatives/diversity-inclusion/calendar-of-events/ [Date 

accessed: March 3, 2021] 
23 Ofili EO, Ellis JL, Underwood PL, Badero OR and Breatheth K (2020). Ways and Means Committee. URL: 
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March 3, 2021] 
24 Madhusoodanan J (2020). “Health-care inequality could deepen with precision oncology”. Nature. URL: 
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25 SAMW (2020). “Käthe Zingg-Schwichtenberg Fund”. SAMW. URL: 

https://www.samw.ch/en/Funding/Kaethe-Zingg-Schwichtenberg-Fund.html. [Date accessed: March 3, 2021] 
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Identification and analysis of factors influencing the processing of health data  

Through its systematic review [1], we learn that Swiss national and international projects in the 

health domain still encounter a large number of obstacles of varying natures and significance 

in comparison to their Danish counterparts.  

First, technical barriers were frequently mentioned, in particular those related to heterogeneous 

data standards (i.e. semantics and structure), the low quality of collected datasets and the 

technical limitations in carrying out data sharing activities [1]. For instance, the inability for 

Swiss researchers to use the Swiss AHV26 number as a universal personal identifier due to 

concerns about privacy risks [7], which would have otherwise facilitated the linkage of data on 

a specific individual from different databases in Switzerland. In comparison, Danish projects 

used extensively the universal personal identification number of Danish citizens to carry out 

data linkage activities. Moreover, barriers relating to data quality issues and data standards were 

also more equivalently reported in Swiss projects than in Danish ones, for which data quality 

issues were the main reported technical barrier [1]. The findings suggested that the highly 

fragmented Swiss healthcare system [8] certainly played a role in the more uniform reporting 

of these two types of technical barriers.  

Indeed, the organization of healthcare in Switzerland is a federalist Bismarckian one [9]. The 

twenty-six federal states, known as cantons, enjoy a high degree of independence with regard 

to their respective financing policies and management of their healthcare systems, with little 

interference from Federal authorities [10], and where tens of different health insurers are active 

[11]. In addition, there is a clear demarcation between the providers of health services and health 

insurers [8, 12]. Such a diversity of healthcare actors – with sometimes different economic and 

political interests [13] – has contributed partly to the health data fragmentation in Switzerland 

[14]. Therefore, it is not surprising that issues related to differing data standards are still a major 

concern for the sharing of health data across cantons and institutions, particularly in multi-

center Swiss projects [1]. 

Additionally, the systematic review revealed that, in comparison to Danish projects that were 

more retrospective in nature (often involving linking data between their nationwide disease 

registries), Swiss projects depended more on the prospective collection of health data. Such 

prospective data collection in Swiss projects was also shown in the review to necessitate more 

financial and motivational facilitators than Danish ones [1], since collecting data prospectively 

is often more expensive [15] and necessitates a greater effort from project developers. This 

                                                           
26 Acronym for: Alters- und Hinterlassenenversicherung, which means Old Age and Survivors Insurance (OASI) 



268 
 

finding is also important because although prospective and retrospective studies have different 

strengths and limitations [15], it can be argued that each study type will likely raise a different 

set of ethical and legal barriers that will subsequently necessitate a different problem-solving 

approach by project developers.  

In this regard, ethical and legal barriers were reported to a much lesser extent than technical 

ones in the systematic review [1], although these are some of the most important and pressing 

issues that need to be solved for the sharing and linkage of health data [16-18]. The main ethical 

and legal problematics identified in this systemic review were privacy issues, concerns about 

the respect for the autonomy of data subjects (e.g. difficulties in obtaining the informed consent 

of participants for certain studies), restrictive data protection regulations and lastly, 

heterogeneities in how country-specific legislations assessed data security and privacy aspects 

for multi-country research collaborations [1]. Regarding the latter, this is not only due to 

dissimilar territorial jurisdictions governing data sharing activities, but also through legal 

uncertainties around data sharing from both practical and conceptual perspectives [19]. 

In Switzerland, the “consent or anonymize” approach is still being used predominantly by 

project developers to solve ethical and legal issues [20]. Indeed, Swiss project developers 

usually tend to circumvent these problematics by either seeking informed consent from data 

subjects to allow the processing of their personal data or by fully anonymizing datasets, which 

allows their processing without consent [1]. Indeed, the resulting data are no longer considered 

as identifiable and therefore their processing does not fall under the remit of the Swiss Human 

Research Act (Art. 2) [21] or the GDPR (Recital 26) [22]. In comparison, our systematic review 

showed that Danish project developers have been supported in their data processing activities 

by regulations that allow processing of health data without REC approval or seeking consent 

from data subjects if these projects satisfied certain conditions. Furthermore, the Danish Data 

Protection Agency plays a more active role in data-based research, where Danish project 

developers only have to notify the agency and wait for its clearance to proceed with their 

respective projects [1, 23, 24]. Therefore, this simplified approval process for exclusively data-

based research, which also encourages project developers to address data security and privacy 

concerns before seeking clearance from the data protection agency, can be an alternative option 

to the “consent or anonymize” approach used in the Swiss context [1, 20]. This is even more 

pressing given that privacy concerns are likely to be exacerbated by the implementation of 

precision health approaches, since their proper functioning requires that large quantities of 

health data are shared among key stakeholders [25]. 
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Another interesting finding of the systematic review was that political barriers were only 

reported for Swiss national projects [1]. In contrast to Denmark where data processing practices 

are well established and institutionalized [26], Swiss project developers often need to cater for 

the different interests of the parties involved. In the same vein, one could find an important and 

illustrative example of how the entry in force of the Bundesgesetz über das elektronische 

Patientendossier27 was delayed due to the diverging priorities and interests from the multitude 

of stakeholders involved (e.g. health insurers, health professionals and patient organizations to 

name a few) [14, 27].  

Fairness of data sharing activities  

Chapters 4 and 5 of this thesis have provided empirical insights on the fairness of data sharing 

activities for the original data collectors, and identified two levels, namely systemic and 

individual, where issues of fairness have to be addressed and proper incentives developed in 

order to promote the sharing of health data. Addressing these two levels of fair data sharing 

should help in sustaining the open science and data sharing movements that are being endorsed 

in the Swiss context [28]. These findings are of utmost importance since they also support the 

DORA28 recommendations [29] and provide insights on not only how some recommendations 

could be undermined by certain systemic and individual factors, but also how these could be 

operationalized in practice under proper safeguards. These findings are also well-timed as they 

can inform and potentially facilitate the implementation of the abovementioned 

recommendations in Switzerland. Indeed, Swiss funders (e.g. SNSF29 and SAMS30) have signed 

the declaration [30, 31] and are currently implementing its recommendations through different 

pilot projects (e.g. the SNSF is currently testing in medicine and biology an innovative scientific 

CV, called “SciCV”, which requires information on and therefore recognizes the importance of 

various types of scientific outputs (including datasets) whilst excluding “journal-based metrics” 

[32]).  

Systemic fairness for sharing health data 

In this regard, chapter 4 provides an important contribution by underlining systemic tensions 

between the movement of open science and data sharing instilled by journal, governmental and 

funding organizations – as described above – and academic survival in the increasingly 

hypercompetitive Swiss academic environment. The effects of hypercompetition on research 

                                                           
27 German for: Federal Law on the Electronic Patient Record 
28 Acronym for: Declaration on Research Assessment; also known as the San Francisco DORA 
29 Acronym for: Swiss National Science Foundation 
30 Acronym for: Swiss Academy of Medical Sciences 
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practices have been widely discussed [33-37]. The latter has encouraged some to embrace 

individualism and subsequently refrain from sharing their datasets to maintain their competitive 

advantage31. Therefore, there is an urgent need to review the academic reward mechanism – 

which is also one of the recommendations in the DORA declaration [29] – to ensure that the 

scientific value of datasets is explicitly recognized and that researchers engaging in data sharing 

activities receive due credit for their efforts and contributions made to advance science. Indeed, 

the SNSF received in 2019 a report on “Open Research Data”, which showed that around 25% 

of Swiss researchers do not share their data, and one of the reasons given was the absence of 

recognition for data sharing activities [38].  

The tension between academic survival and data sharing calls for the establishment of systemic 

reward mechanisms that recognize the value of data sharing activities conducted by the original 

data collectors. This important point could help in addressing deficiencies in current academic 

reward mechanisms that tend to evaluate the performance of researchers based on specific 

quantitative performance metrics (e.g. the number of peer-reviewed publications) for career 

opportunities or the allocation of grants [35], with the downside of impeding data sharing 

practices [39]. In this regard, the importance of accrediting the data sharing activities of original 

data collectors have been widely discussed in many academic disciplines [39-43]. However, 

there are many questions and modalities that need to be addressed before data sharing could be 

considered as an additional criterion in the academic evaluation process. 

First, an important question arises on whether including data sharing activities as an additional 

criterion for academic evaluation will not end up being biased in the same way as those metrics 

currently being used (e.g. the number of peer-reviewed publications) [35]. The downside could 

be that researchers would still abuse the academic reward mechanism by sharing a high number 

of datasets, but whose quality and value for research or clinical/public health practice would be 

debatable.  

Second, researchers are often reluctant to share datasets in a timely manner once their first study 

findings are published because they have not been able to fully exploit them. The reasons given 

for not sharing immediately their datasets include the resources (financial, human, 

technological, etc.) and efforts they have invested in the data collection and curation processes, 

and the fear of getting scooped by external researchers. However, it is important to comprehend 

that the expected secondary publications from the original data collectors are actually low in 

                                                           
31 Geneviève LD, Martani A, Perneger T, Wangmo T, Elger BS. Systemic Fairness for Sharing Health Data: 

Perspectives From Swiss Stakeholders. Frontiers in Public Health. 2021;9. 
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comparison to the number of papers by third parties that would have reused their data (and cited 

both the paper and the dataset of the original data collectors), if the latter was shared [44].  

Third, it is becoming more problematic for original data collectors to refrain from sharing 

datasets since funders are now pro-actively tackling this issue by requesting data management 

and sharing plans in research proposals as an additional prerequisite for obtaining grants. For 

instance, the SNSF has started requesting these data management plans in research funding 

applications since October 2017 [45], whilst the US National Institutes of Health (NIH) has 

adopted a new data management and sharing policy that will be effective as of January 2023 

for all research studies funded by NIH grants [46]. Therefore, it becomes even more urgent to 

ensure that data sharing activities are perceived as being fair to researchers. Otherwise, high 

quality secondary research might be compromised by researchers providing low quality datasets 

that only satisfy the minimum criteria for sharing [43].  

Fourth, hindering data sharing was the perceived legal uncertainty in Switzerland due to its 

fragmented and heterogeneous regulatory and legal practices. Specifically, two factors are 

believed to contribute to this perceived legal uncertainty. The first one being the broad scope 

of different scenarios that privacy laws need to cover, which subsequently makes them difficult 

to implement in specific circumstances [47]. Indeed, individual researchers in chapter 4 

expressed some difficulties in ascertaining whether their data sharing activities (e.g. tools used 

in sharing data) were compliant with data protection laws. Secondly, the fragmented landscape 

of data protection regulations – cantonal and federal laws, a consequence of Swiss federalism 

– has complicated data sharing activities for researchers, in particular when data needed to be 

shared and analyzed across cantons or with a European research partner [48, 49]. Therefore, it 

can be argued that, under the current legal system, data sharing activities are not occurring under 

optimal conditions for researchers. Therefore, one recommendation that could potentially help 

in addressing legal uncertainty in Swiss healthcare and contribute to fairer data sharing 

conditions for researchers was discussed, namely in the form of adequacy models (e.g. data 

protection certification mechanisms) [47] dedicated for health research.  

Individual notions of fair data sharing  

Chapter 5 has investigated the individual notions of fair data sharing using a distributive justice 

lens [50]. Within the distributive justice principles, I chose the desert-based principles [51] to 

provide a theoretical framework for the analysis of data. Indeed, this theoretical framework 

provided three main classifications, namely effort, compensation and contribution to justify or 

hint towards data sharing practices that could be considered as fair or unfair during the 
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negotiation process between the original data collectors and the data recipients [51]. Three main 

themes emerged from chapter 5, namely (i) effort (subcategorized into two subthemes namely 

data reciprocity and other reciprocal advantages, and transparency on data re-use), (ii) 

compensation (two subthemes identified: academic compensation and  financial 

compensation), and lastly, contribution. In this regard, chapter 5 provides important insights 

for promoting the sharing of health data by highlighting fair or unfair data sharing practices 

used by original data collectors, in particular when negotiating access to their datasets with 

external researchers.  

For the first theme, it was noted that for the promotion of data sharing activities, efforts of 

original data collectors in collecting, managing and sharing datasets needed to be acknowledged 

through some reciprocity, either in the form of data reciprocity or as other reciprocal advantages 

to the original data collectors. The underlying reason influencing or promoting such data 

sharing practices could come from the Swiss hypercompetitive academic environment, whereby 

the original data collectors, data recipients and other external researchers are all competing for 

the same finite resources (e.g. career or funding opportunities), and where there is a lack of 

widely-implemented systemic attribution mechanisms for data sharing activities32. Therefore, 

the original data collectors might have judged that receiving data or other advantages from the 

data recipients is a fair practice, in particular if they want to remain competitive in academia. 

However, reciprocity has been discussed in data sharing frameworks, mostly as a matter of 

being ethical and fair towards data subjects or resources-limited researchers [52-54]. Chapter 5 

thus provides an additional insight on how reciprocity could be operationalized between 

competitive partners in the form of data reciprocity. 

In addition, normalizing data reciprocity as an incentive for sharing datasets could prevent free 

riding behavior of certain researchers who preyed exclusively on data from others and depleting 

these finite resources, whilst making few or no contribution to the data ecosystem of PM and 

PPH initiatives. Therefore, data reciprocity could be an interesting alternative whilst waiting 

for the adoption and implementation of systemic attribution mechanisms that recognize the 

scientific contributions made by the original data collectors for their data sharing activities, as 

discussed in chapter 4. Interestingly under data reciprocity, it can even be argued that academic 

competition would become one of the drivers of data sharing activities, and under this argument, 

this practice should be promoted. To illustrate the latter point, an analogy can be made with 

                                                           
32 Geneviève LD, Martani A, Perneger T, Wangmo T, Elger BS. Systemic Fairness for Sharing Health Data: 

Perspectives From Swiss Stakeholders. Frontiers in Public Health. 2021;9. 
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other fields, where data reciprocity was proposed to cater for the asymmetric competition 

between banks and big tech companies regarding data sharing activities imposed by the “Access 

to Account” rule (XS2A) of the European Payment Service Directive 2 (PSD2) [55, 56]. To 

tackle the issue of banks being competitively disadvantaged with regard to big tech companies, 

which might take advantage of the unilateral flow of data from banks imposed by the XS2A 

rule, Di Porto and Ghidini have also argued in their article that complementing the XS2A rule 

with a “data reciprocity clause” would facilitate data sharing and improve competition [55]. 

However, unless dealing with completely anonymized datasets for which no consent is required 

under the HRA [21], explicit consent would have to be sought from data subjects every time 

data reciprocity would be required. This needs to be taken into account by both parties involved.  

Another subtheme identified was a perceived claim to transparency on data re-use, whereby 

original data collectors sharing their datasets felt entitled to receive information on all aspects 

related to the processing, re-use and storage of their datasets by the data recipients. The latter 

was commonly operationalized in practice by signing contractual agreements between the 

parties involved [57]. With regard to common notions of transparency used in data sharing 

frameworks in the form of data availability statements requested to the original data collectors 

[57-59], our study demonstrated another important transparency dimension. This dimension 

deserves to be further explored in other studies with regard to the setting up of standardized 

templates specific to health research, which would facilitate and streamline such requests from 

data recipients for an easy flow of data, whilst safeguarding the interests of not only the original 

data collectors but also those of data subjects. 

Under the compensation theme, another important finding from chapter 5 concerns the claim to 

academic compensation, whereby original data collectors felt entitled to receive co-authorship 

or collaboration opportunities from data recipients for their shared datasets. Such data sharing 

practices have been considered as being fair by scientists from different fields [60], and the 

ICMJE [61] has also recommended that collaboration or co-authorship opportunities could be 

offered to acknowledge the contributions made by the original data collectors. However, simply 

sharing datasets with data recipients do not justify co-authorship in the latter’s publications. 

The ICJME also made it clear that four authorship criteria need to be fulfilled [62] in order for 

original data collectors to qualify as co-authors in subsequent publications reusing their data. 

However, if authorship criteria are not fulfilled, another satisfying alternative could reside in 

the concept of “data authorship” as proposed by Bierer, Crosas and Pierce [43].  
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Another subtheme identified was a claim to financial compensation by the original data 

collectors, whereby the latter felt entitled to receive some monetary compensation to recover, 

at least, part of the costs incurred in processing their respective datasets. Some participants 

further argued that such an approach would also help in ensuring the longevity of health 

databases, whilst maintaining adequate quality standards for shared datasets. The fairness of 

such financial claims to accessing data did not reach unanimity among scientists, as shown by 

the international survey carried out by Tenopir and colleagues, where the majority of 

participants were against it [60]. If ever, the claim to financial compensation becomes an 

established practice, it is crucial to ensure that financial interests do not guide data sharing 

activities, but rather favors the recovery of costs incurred by the original data collectors during 

their data processing activities [63]. This highlights the need to establish some standardized 

metrics to calculate transparently and fairly data access fees for the data recipients, as discussed 

in chapter 5.  

The last theme identified but rarely mentioned by study participants, contribution, was a claim 

to compensation mechanisms based on the importance and quantity of contributions made by 

the original data collectors. An interesting anecdote conveyed by one of the study participants 

concerned the determination of authorship order in a manuscript based on the quantity of data 

contributed by each original data collector. Although in health sciences, authorship order 

reflects distributive justice principles [64], the position that the quantity of contributed data 

provides a fair and appropriate basis to assign authorship order is a reductionist view of the 

expected author contributions in a given manuscript. Such practice should not be promoted, as 

discussed in chapter 5. The main obstacles and potential solutions/fair practices to the fair 

sharing of health data from both a systemic and individual perspective are summarized in figure 

1. 
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Figure 1 Summary findings of Chapters 4 and 5 

With regard to PM and PPH approaches, addressing the mindset of researchers regarding data 

sharing activities is paramount for the latter to achieve their respective goals, requiring in 

particular “moving away from this closed ‘selfish silo’ approach to embrace a more ‘open 

source’ collaborative culture” [25]. I believe that a better understanding of the obstacles, 

potential solutions and identified fair data sharing practices discussed in chapters 4 and 5 could 

be the foundation of such transformational endeavor by recognizing and valuing the interests 

of the original data collectors. On this matter, further research is required. 

10.3 ELSIs and Research Ethics for Digital Participatory Disease 

Surveillance Systems  
Chapters 6 and 7 of this thesis have explored, analyzed and suggested solutions to the ELSIs 

arising from the involvement of digital communities of volunteer citizens who report syndromic 

information on participatory disease surveillance systems (online platforms or via mobile apps) 

of the European Influenzanet Consortium. During the course of these two chapters, these 

following ELSIs were addressed and analyzed. 
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The validity of informed consent in digital public health surveillance 

As argued in the introduction section of this thesis, the traditional way of obtaining informed 

consent is ill-adapted to the digital environment for numerous reasons (e.g. within the 

framework of Big Data, the future potential uses and associated risks of the collected data would 

be unknown at the time consent is sought from participants, thereby undermining the informed 

nature of the consent process) [65, 66]. With respect to participatory systems, this also includes 

the high numbers of potential participants where it would have been practically and financially 

challenging for researchers to obtain valid informed consent [67]. In this regard, chapter 6 has 

shown that most of the country-specific Influenzanet platforms have opted for an electronic 

adaptation of traditional consent, known as an e-consent or electronic consent, paired with the 

ability of participants to opt out from the online studies [3, 68]. However, as chapter 7 has 

highlighted, this online form of consent also presents some vulnerabilities that necessitated 

some additional safeguards to protect individual interests, the trustworthiness, sustainability 

and integrity of these surveillance platforms. These are elaborated below and further discussed 

in accordance with relevant literature. 

First, obtaining informed consent through electronic means presents unique challenges in 

comparison to more traditional forms of consent. Indeed, the interaction between study 

participants and researchers happens virtually, and where consent is presumed to be sensibly 

obtained based on some approved set of computerized actions made by the participants (e.g. by 

clicking through a set of buttons in the e-consent form), with the additional risk that in the best 

scenario the information has been understood partially, or in the worst case, not even understood 

or read [68, 69]. Second, an additional challenge is raised by this virtual interaction between 

researchers and participants in e-consent procedures: the validity of the consent procedure is 

undermined by the difficulties in ascertaining whether the participant has the legal capacity to 

provide a meaningful informed consent because of the difficulties associated in proving his or 

her identity [69]. 

Therefore, recommendations were formulated in chapters 6 and 7 in the form of information 

being concisely summarized as a single reader-friendly PDF file and requiring participants to 

digitally sign the consent form when registering on the platform and each time, new information 

is added. Additionally, the validity of the e-consent procedure can also be fostered through the 

application of ethics guidelines developed by the British Psychological Society (discussed in 

chapter 6) [70]. Such measures will motivate participants to read the informed consent 

information and helped in ascertaining their identity. Furthermore, the use of gamification such 
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as quizzes and other tools (e.g. self-explaining pictures or videos) could help participants 

understand more comprehensively the informed consent information [71]. 

Data security and protection of participants’ privacy 

Chapters 6 and 7 provide insights on how country-specific platforms of the Influenzanet 

Consortium guarantee the privacy and security of participants’ data, namely through: (i) 

anonymization of collected datasets and their storage in a centralized and protected database 

[72], (ii) the transmission of postal code data to the Influenzanet platform rather than more fine-

grained location data for potential cases [73], and (iii) the processing of sensor data on 

participants’ mobile phones and transmission of results only in highly aggregated and 

anonymized formats to their respective Influenzanet platforms [74]. In spite of these measures 

taken by the Influenzanet platform, it is important to highlight that the risk of re-identification 

of data subjects still remains. For instance, in the event of a data leakage and with the advent of 

new technologies allowing the coupling and analysis of those health data collected for epidemic 

forecasting studies with other available databases (e.g. local data), it is possible that not only 

individuals could be re-identified but also that the latter and their neighborhoods could end up 

being stigmatized [65, 75-77]. Moreover, one common characteristic of epidemics forecasting 

studies is that the collected datasets are often stored for a long time and gradually enriched with 

additional updated information over time. Although essential in modeling disease progression, 

such characteristic also exposes data subjects to an increased re-identification risk [78]. 

Therefore, in the case of participatory disease surveillance systems and other digital public 

health surveillance systems, anonymization is definitely no silver bullet in guaranteeing the 

ethical processing of data gathered from study participants [65]. Furthermore, accountable and 

responsible sharing of anonymized datasets collected for public health surveillance and research 

should be promoted to guard against any re-identification risks and misuse of those datasets [4]. 

Distributive justice issues in the broad societal context  

Distributive justice [50] demands that the benefits and burdens of participation in public health 

surveillance are fairly distributed between study participants and society at large, whilst taking 

into consideration their necessities and rights. From the analysis of the Influenzanet country-

specific platforms carried out in chapters 6 and 7, it was observed that participation is open, 

voluntary, free and non-discriminatory for all except one of these platforms [73], which aligned 

with distributive justice principles. Although laudable in terms of fulfilling distributive justice 

claims, another aspect that could undermine the fairness of such platforms resides in the fact 

that different societal groups have different inclinations and access to digital technologies, a 

limitation known as the “digital divide” [65, 79]. In this vein, the digital divide will influence 
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the representation of different societal groups in the epidemics forecasting studies: e.g., in 

Influenzanet studies, participants were predominantly middle-aged and with a higher than 

average educational background [80]. 

This raises the question of whether digital public health surveillance is not contributing to the 

exacerbation of health inequities among the different societal groups, undermining distributive 

justice principles, with the latter two described groups (middle-aged and high education) being 

more prone to benefit from its interventions [65]. However, members of the Influenzanet 

Consortium have catered for such disparities by providing information on epidemics via other 

means to ensure a fairer distribution of the benefits of their interventions to those societal groups 

not inclined to digital technology. Examples include the dissemination of information through 

the use of press releases, weekly bulletins at the national level and radio broadcasting [81, 82]. 

Being a public good, it can be argued that the benefits of public health surveillance are likely 

to be shared with society at large, rather than solely benefitting participants who contributed 

their data to the national surveillance platforms [83]. 

The concept of solidarity [84] also dictates that more granular and fine-grained data on the 

progression of influenza epidemics, which are up-to-now only available to Influenzanet 

participants [81], should also be made available to non-participants. Indeed, epidemics do not 

differentiate between participants and non-participants, and the combined protection of both 

would alleviate the yearly mortality and morbidity burden associated with seasonal influenza, 

and confer a better protection against potential pandemics. 

Capacities of Research Ethics Committees in digital public health surveillance  

In chapter 7, it is discussed that new technological advances undermine the efficiency of some 

national regulatory frameworks to safeguard the interests of data subjects, in particular given 

their latency to adapt to the rapidly developing technological field. Specifically, definitions of 

widely-accepted and implemented safeguards to minimize privacy and data security risks, such 

as data anonymization or encryption, are being challenged by these new technologies (e.g. with 

big data analytics where re-identification of completely anonymized datasets was proved to be 

possible) [85]. Therefore, it is argued in chapter 7 that RECs need to cater for these regulatory 

gaps by engaging more actively in the design and execution phases of online disease 

surveillance systems, such as those of a participatory nature or those involving the use and 

analysis of Big Data. In order to fulfill their research governance for digital public health 

surveillance, it was further argued that RECs have to undergo interdisciplinary capacity 

building through training and exchange of information between the different key stakeholders 
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involved (e.g. data and citizen scientists, ethicists, Big Data researchers, to name a few). Such 

capacity building will contribute to ensure that RECs are able to safeguard the interests of data 

subjects, whilst avoiding the formation of unnecessary barriers to the use of such innovative 

public health interventions [4]. This particular recommendation is supported by Ienca and 

colleagues [86], who have also argued for expanding the technical and methodological 

capacities of RECs with regard to health research involving Big Data, given its novel ethical 

challenges. 

Heterogeneous ethical approaches: implications for research ethics  

In chapter 6, it was shown that the way research ethics are implemented throughout the country-

specific platforms of the Influenzanet Consortium needed to be harmonized (e.g. three of the 

11 country-platforms did not seek research ethics approval and two platforms have not applied 

e-consent procedures to authorize data collection from their participants). Therefore, the chapter 

underlined heterogeneous evaluation processes despite similar, if not identical, data processing 

activities [3] (also underscored in chapter 5 for certain research projects owing to some legal 

uncertainty). Unfortunately, these heterogeneous evaluation processes and application of 

research ethics could contribute to obstacles in the sharing of data across national borders, in 

particular if some local RECs judge the evaluation processes made by external ones as 

insufficient to guarantee and protect the interests of local data subjects. Therefore, such ethical 

approaches need to be harmonized throughout the consortium: the evaluation process by RECs, 

the need for electronic consent to authorize data processing, standardized informed consent 

information, standardized data processing and data security measures in place to protect the 

privacy of data subjects. Data security measures could also be standardized through an 

adequacy model (discussed in chapter 4), whereby each platform would have to undergo the 

same data protection certification mechanism to promote data sharing between them [47]. 

The ELSIs and their solutions for digital participatory disease surveillance systems are 

summarized in figure 2. 
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Figure 2 ELSIs and solutions for digital participatory disease surveillance systems 

10.4 Racial and ethnic discrimination in precision health approaches: 

finding a better way forward to achieve health equity and social justice  
After discussing general issues that influenced the processing of health data in previous 

sections, chapters 8 and 9 offer a different assessment by tackling the important and timely 

topic of structural racism in precision health approaches, in particular forecasting its impact on 

data processing activities and seeking solutions to ensure that precision health approaches abide 

to their social justice and health equity goals. In addition, careful consideration was given to 

the increasing use of AI technologies (such as machine learning, discussed in section 1.3 of the 

introduction) in these precision approaches to health. 

Structural racism in precision public health: concerns and potential solutions 

In chapter 8, it was underscored how deeply entrenched structural inequalities scourging racial 

and ethnic minority groups contributed to the disproportionate impact of the novel coronavirus 
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virus in these communities, particularly visible in countries where data on racial and ethnic 

origin were available to inform public health practice (e.g. the US or the UK) [87-89]. Indeed, 

in the US, COVID-19 age-adjusted mortality rates for some racial and ethnic minorities were 

at minimum three times higher than for the Caucasian population [89]. For minority groups, 

contributing factors to the observed increased death toll included a diminished access to quality 

care and COVID-19 testing, difficulties to abide to public health recommendations due to 

associated structural vulnerabilities (e.g. residential segregation, redlining policies, job 

insecurity, lower insurance coverage, poverty and multigenerational houses), and an increased 

prevalence of health conditions that predispose racial and ethnic minorities to an increased risk 

of health complications and death from COVID-19 [87, 90-94]. Many of these contributing 

factors – if not all – are direct or indirect consequences of structural racism. 

In addition, another facet of injustice was brought in broad daylight: the implementation of 

color-blind policies to fight the pandemic due to the suboptimal quality and non-systematized 

collection of racial and ethnic data that could have informed and increased the efficiency of 

public health interventions for these disadvantaged and marginalized societal groups [92, 95, 

96]. Similarly, in continental Europe, color-blind policies against the pandemic are likely to be 

implemented due to legal obstacles that prohibit the processing of racial and ethnic data [97, 

98]. Therefore, the question also arises – as in the US – whether such policies are not in fact, 

concealing the impact of the virus on racial/ethnic minority populations and undermining the 

effectiveness of the public health response [99]. Addressing this data crisis is even more 

pressing given that PPH is being considered as an additional tool that could benefit the fight 

against the COVID-19 pandemic [100]. In this regard, chapter 8 discusses the two foundations 

of PPH approaches whilst referring to the impact of structural racism, namely their reliance on 

data and technology [101, 102]. Subsequently, it forecasts that PPH is likely to exacerbate 

health inequities between racial and ethnic groups if proper solutions are not implemented to 

counter the effects of structural racism.  

In chapter 8, it is argued that structural racism is likely to have an impact on PPH approaches, 

in the form of data racism [103] and with the use of machine learning technologies (the three 

main classes of machine learning techniques [104, 105] are discussed in section 1.3) [106]. In 

addition, the role of socio-political factors on public health institutions was also addressed, in 

particular how the former could foster the racialization of the latter (for instance, by limiting 

the employment of minorities in high positions within the institutions) or hindering public 

health responses aimed at promoting health equity [107]. Therefore, recommendations to 
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address issues of data racism, algorithmic bias and socio-political factors were put forward33. 

In addition, other solutions devised for PM in chapter 9 could also work for PPH approaches. 

These are discussed in the next section.  

Structural racism in precision medicine: concerns and potential solutions 

As stated above, chapter 9 formulates some potential actions at each node to try reduce the 

negative effects that structural racism could have on the generation and integration of health 

data from racial/ethnic minorities, and on the deliverables of PM. The important contributions 

of this chapter were to provide a thorough analysis of how the processing of unrepresentative 

data from racial/ethnic minority groups induced by structural racism could lead to adverse 

discriminatory outcomes for the latter in PM initiatives, thereby undermining rights to social 

justice and health equity, and subsequently, proposed potential actions to remedy them [5]. 

The first node concerns the initial interaction between racial/ethnic minorities and their 

respective healthcare system or researchers, which leads to the generation of biased datasets 

[5]. It was highlighted in chapter 9 that the impact of structural racism on this initial encounter 

is twofold, first in the form of biased guidelines and treatment options due to the 

underrepresentation of minorities in their elaboration [108], and second, the often substandard 

quality of care offered to minority groups due to implicit provider bias [109]. Regarding the 

latter, the contribution of negative stereotypes [110] on access and quality of care was 

highlighted in the context of PM, whereby healthcare providers might unconsciously not 

prescribe the newly developed therapeutics to minorities and offer only substandard treatment 

options whilst contributing to undermining patient trust and loss of interest in engaging in 

clinical decision-making [111, 112]. Such detrimental aspects undermine the efficiency of PM 

initiatives by producing biased and non-representative datasets on racial/ethnic minority 

groups, who are in turn less likely to engage in PM initiatives due to the loss of trust and the 

perceived suboptimal treatment options [5]. Our forecasting analysis is supported by other 

studies conducted in the field [113]. 

Another study carried out by Green and colleagues [114] was one of the first studies to 

investigate empirically whether implicit provider bias was likely to influence treatment 

decisions through race preference implicit association tests (IAT). Importantly, the study 

revealed that, although healthcare providers did not exhibit any explicit racial biases, they still 

harbored unconsciously racial biases favoring white over black patients [114]. It is, however, 

                                                           
33 More details on the four recommendations are available in chapter 4 



283 
 

encouraging to know that such racial/ethnic biases, although unconscious, could still be 

addressed and reduced via different strategies due to their malleability [115]. 

Therefore, our study [5] argued for the pressing need to address such implicit racial/ethnic 

biases and the underrepresentation of minority groups in PM initiatives through the following 

actions. These include prioritizing the recruitment of historically marginalized societal groups 

(including racial and ethnic minorities) to cater for their underrepresentation in databases 

destined for PM initiatives (such as in genomic studies [116]), ensuring an adequate 

representation of these minorities as researchers and healthcare providers [117], and providing 

implicit bias training for researchers and healthcare professionals through the use of IAT tests 

[114]. With regard to the first potential action, the importance of ensuring adequate 

representation of racial and ethnic minorities was highlighted in an editorial by Daniel Spratt 

[118], which also supports our findings to prioritize the recruitment of minority groups for PM. 

In addition, it is important to comprehend that increasing the representativeness of racial and 

ethnic minorities in datasets destined for PM initiatives is also a moral duty [119]. 

The second recommendation for this node is to increase the representation of racial and ethnic 

minorities in healthcare professions and as researchers in PM initiatives to help reduce the 

impact of structural racism [5]. This is supported by the fact that increasing patient-provider 

racial and ethnic concordance has been shown to provide additional benefits for the quality of 

care (e.g. better communication, more trustful relationships, and better adherence to treatment 

recommendations, to name a few) [120-123]. For instance, Saha and Beach [120] have 

explicitly connected the benefits of patient-provider racial and ethnic concordance for Black 

patients in relation to structural racism, but they also highlighted that the race of physician was 

not problematic to White patients. 

The second node of the process flow in chapter 9 concerns the integration of biased data 

produced on racial and ethnic minority groups into the framework of PM initiatives [5]. The 

consequences of such biased integration could result in misuse in clinical and research practices 

[108]. In this section, the implications of feeding biased data on racial and ethnic minorities in 

AI technologies (especially for machine learning algorithms) are forecasted, in particular given 

the importance of AI for PM initiatives as discussed in the introduction section of this thesis, 

and the potential possessed by such technologies to worsen existing biases and discrimination 

to a much larger extent [124, 125]. To tackle the impact of structural racism at the second node, 

three potential actions have been put forward in chapter 9, namely (i) the setting up of 

Algorithmic Impact Assessments [126], (ii) the use of the concept, datasheets for datasets, for 
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selection of appropriate datasets [124], and lastly, the use of the toolkit developed by IBM, AI 

Fairness 360, for identifying, mitigating and correcting algorithmic biases [127]. In this regard, 

it is important to understand that such recommendations are not aimed at tackling only the 

inherent technical limitations or flaws of machine learning algorithms but rather aimed at also 

limiting or correcting at best the influences of social biases on the latter [128], instilled by 

structural racism. Indeed, as argued by Wachter, Mittelstadt and Russell [128]:  

“Adding more data will paint a more accurate and nuanced picture of the unequal world 

we live in for an algorithm to learn from or make decisions about, but it cannot resolve 

the root cause(s) of inequality; only individual, societal, or institutional change can. This 

is a feature of many technical fixes deployed in ‘fair machine learning’: they are a 

temporary fix for the symptoms, but not causes, of inequality in society” [128] (p. 8-9).  

This statement also supports our multi-component approach to addressing issues at the three 

nodes of the process flow to anticipate and reduce the impact of structural racism on PM 

initiatives [5].  

The third node of the process flow in chapter 9 concerns the influences of structural racism on 

deliverables of PM initiatives [5]. It was argued that structural racism might influence the 

research and pharmaceutical domains to be more productive towards finding new preventive or 

therapeutic options for diseases more prevalent in the majority racial and ethnic group, at 

detriment of minorities [5]. To tackle these potential influences of structural racism, two main 

recommendations were made at this particular node, namely (i) the creation and management 

of biobanks and other research data banks for and led by racial/ethnic minorities [5], and (ii) 

favoring community-based research [129]. Such measures could ensure that research on 

diseases affecting predominantly racial/ethnic minority groups are not neglected whilst 

safeguarding the participation and trust of the latter in PM initiatives [5]. 

10.5 General limitations  
In this section, chapter-specific limitations are not discussed since they have already been 

highlighted in their respective chapters. Here, I present the limitations of the thesis itself. 

First, three sources of data are analyzed in this thesis: interviews, reviews and theoretical work, 

all having some inherent limitations based on the methodologies used. Therefore, the overall 

findings of this thesis are not generalizable but remain nonetheless informative.  

Second, although the thesis is framed under precision health approaches and the processing of 

health data, its chapters remain nonetheless loosely connected with one another (e.g. data 
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processing, structural racism in precision health approaches and participatory disease 

surveillance systems). However, this reflects the academic freedom I have benefitted during my 

PhD work, where I was allowed to investigate some research questions that I considered 

important.  

Third, some interpretations and recommendations made in this thesis might have been 

influenced unconsciously by my cultural and racial/ethnic background, being a minority group 

member and a foreigner. 

10.6 Implications for future research 
This thesis has covered a broad scope of topics – from a practical level (barriers and facilitators 

to data processing) to more meta-level concerns (fairness of data processing for researchers and 

discrimination against racial/ethnic minorities) – in healthcare and research, two domains 

particularly important for precision health approaches. In this regard, some implications for 

future research have already been recommended in previous sections of chapter 10. In addition 

to these research recommendations, one aspect that is outside my expertise and therefore not 

covered extensively in this thesis concerns the feasibility (e.g. whether data protection 

certification mechanisms could indeed be adapted to health research, given that they were 

originally intended for trade34) and the financial sustainability of the proposed solutions and 

recommendations to solve or mitigate the identified health data processing problematics. 

Therefore, further research is required at these levels. In the same vein, it would be interesting 

to investigate how public-private partnerships, increasingly considered for PM initiatives [130], 

would influence the fair sharing of health data. Indeed, academic science and industrial science 

may have different positions regarding the sharing of data due to their different goals and reward 

mechanisms (e.g. academic recognition versus financial profits). 

On a different note, further research is also required to demonstrate empirically the presence 

and impact of structural racism on precision health approaches. In order to fulfill this objective 

for the Swiss context, I will be investigating, as of June 2021, the presence and impact of 

structural racism in Swiss precision oncology initiatives through a focus group study with 

racial/ethnic minority cancer patients, patient representatives, researchers and oncologists 

involved in precision oncology programs. However, it would be interesting to also investigate 

whether structural racism could have an impact in PM initiatives other than those from the 

                                                           
34 Asia-Pacific Economic Cooperation (2019): “What is the Cross-Border Privacy Rules System?”. URL: 

https://www.apec.org/About-Us/About-APEC/Fact-Sheets/What-is-the-Cross-Border-Privacy-Rules-System. 

[Accessed date: November 5, 2020] 

https://www.apec.org/About-Us/About-APEC/Fact-Sheets/What-is-the-Cross-Border-Privacy-Rules-System
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Western world (e.g. PM initiatives in India, China and African countries), especially in those 

countries which were deeply impacted by past colonial powers.   

10.7 Conclusions  
This thesis has achieved its research objectives, that is, (i) it has provided insights on the barriers 

and facilitators that are influencing the processing of health data in the Swiss context; (ii) it has 

investigated and analyzed the different ELSIs arising from participatory disease surveillance 

systems and suggested ways to improve ethical approaches by providing a robust ethical 

framework; and lastly, (iii) it has promoted discussion on the impact of structural racism on 

precision health approaches, identified vulnerabilities in their data ecosystems, and thereafter, 

proposed solutions and recommendations to help such initiatives abide to their health equity 

and social justice endeavors. Regarding the processing of health data in the Swiss context, the 

thesis has demonstrated that Swiss research projects have to face different types of obstacles in 

their data processing activities. Additionally, it reveals that specific characteristics of the Swiss 

context have influenced the design of projects, the latter being more prone to the prospective 

collection of health data. This implies that Swiss projects are likely to encounter specific 

obstacles, which will necessitate the development of additional solutions in comparison to those 

carried out in Denmark. This observation highlights that it is crucial to understand 

comprehensively the country-specific contextual particularities within which research projects 

are being developed. In addition, this thesis provides important insights on the existence of 

systemic contradictions to the sharing of health data, which highlights the need to improve the 

fairness of academic reward mechanisms. Moreover, fair data sharing practices should be 

promoted in particular if research datasets cannot be made available on open repositories. Such 

measures should help in ensuring that these datasets are made available and can inform PPH 

and PM approaches. Lastly, this thesis discusses the important and timely topic of structural 

racism in precision health approaches. Its recommendations might help in preventing the 

reiteration of the status quo observed in healthcare and public health for these emerging fields. 
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Interview Guide – SMAASH NRP-74 project 
 

Let me begin by asking you some questions on your professional/research domain. 

Q1. Could you please walk me through your professional/research activity in relation to health 

data? 

Q2. Could you tell me more on your most recent project which currently involves the collection 

and sharing of health data? 

Q3. Could you tell me more about these data collections you are using?  Which institution 

provided them? 

What additional types of data are being used? 

 

Can you please describe how you acquired such data? 

 

Q4. What is your opinion on data sharing for your project? 

Q5. Have you experienced barriers towards the acquisition and/or sharing of such data? 

What were these barriers and how were they addressed? 

 

Q6. If using multiple data collections (referring to Q3): 

Concerning the databases/registries you are currently working with, how did you manage to 

link these data sources to your data? 

Q7. Have you experienced OR are you anticipating barriers towards the analysis of those data for 

your project? Could you elaborate more on these challenges? How were these addressed? 

 

I would like now to switch gears and move towards legal and ethical considerations concerning data 

collection and data sharing and would love to learn your perspectives on those: 

Q8. Do you consider informed consent for data collection/sharing? What is your strategy for 

obtaining it or justification for not obtaining it? 

 

Q9. For your project, did you ever experience any legal/regulatory challenges? What were these  

challenges? 

 

Did you abide to any existing national/international regulatory and ethical guidelines 

pertaining to your professional/research activities? If yes, which ones? How did they influence 

your project?  

Do you see any room for improvement and if yes, what exactly? 

Q10.  We usually hear that institutions as well as individual researchers are not keen in sharing

 health data. What is your opinion on this?  

 

Q11.  In the context of your project, do you feel comfortable sharing the data you collected directly 

or after the first analyses, and can you explain why? 

In your opinion, under what conditions would third parties be allowed to use your data? 
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If you agree that there are conditions under which third parties can gain access, who should 

these third parties be? 

 

Q12. In light of our interesting discussion, do you have any specific recommendations you would 

like to make which will help to improve the health data situation in Switzerland?  

 

Q13. Do you have any question or comment that you would like to add before we end our 

discussion? 

It has been a pleasure knowing more about you and your research/professional activities in regard to 

health data. We thank you for your participation and time. 
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