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Due to their very nature, ultrafast phenomena are often accompanied by the

occurrence of nonadiabatic effects. From a theoretical perspective, the treatment

of nonadiabatic processes makes it necessary to go beyond the (quasi) static

picture provided by the time-independent Schr€odinger equation within the Born-

Oppenheimer approximation and to find ways to tackle instead the full time-

dependent electronic and nuclear quantum problem. In this review, we give an

overview of different nonadiabatic processes that manifest themselves in electronic

and nuclear dynamics ranging from the nonadiabatic phenomena taking place dur-

ing tunnel ionization of atoms in strong laser fields to the radiationless relaxation

through conical intersections and the nonadiabatic coupling of vibrational modes

and discuss the computational approaches that have been developed to describe

such phenomena. These methods range from the full solution of the combined

nuclear-electronic quantum problem to a hierarchy of semiclassical approaches and

even purely classical frameworks. The power of these simulation tools is illustrated

by representative applications and the direct confrontation with experimental mea-

surements performed in the National Centre of Competence for Molecular Ultrafast
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I. INTRODUCTION

A. Definition of adiabatic versus nonadiabatic processes

The terms adiabatic and nonadiabatic, respectively, are used in many different contexts.

Whereas in classical thermodynamics, adiabatic refers to processes that occur without any

exchange of heat or matter between a system and its surrounding, here, we will instead adopt a

generic quantum mechanical definition of adiabaticity.

In 1928, Born and Fock formulated the adiabatic theorem according to which a physical

system under the influence of a time-dependent perturbation remains in its instantaneous eigen-

state if the perturbation is slow enough and the energy separation between the eigenvalue of the

current eigenstate and the rest of the spectrum of the Hamiltonian is large enough.1 In other

words, we will consider a process to be adiabatic if an applied time-dependent change is so

slow that all the characteristic degrees of freedom of the system have enough time to adapt at

every instant, i.e., the system reaches its equilibrium at all times and can be described with a

single (stationary) eigenstate instead of a (time-dependent) superposition. One can also say that

in the nonadiabatic regime, the perturbation induces coupling between the different eigenstates.

It becomes already apparent from this definition that the two characteristic quantities that deter-

mine if a process is adiabatic or not are a separation of characteristic time and energy scales.

Let us consider a system with an intrinsic relaxation time characterized by the frequency

win (in for intrinsic) subject to a time-dependent perturbation with frequency wex (ex for exter-
nal). The system is currently in an eigenstate with eigenvalue ei of an entire possible spectrum

of values ej. Then, adiabatic conditions will be met if win�wex and jei � ejj � 0.

In the following, we will discuss several examples of systems characterized by different

types of degrees of freedom subject to various time-dependent changes and will try to establish

connections between the distinct pictures.

We will first consider nonadiabatic effects occurring during tunnel ionization of single

atoms or molecules in intense laser fields. Here, the characteristic degrees of freedom are asso-

ciated with the electron dynamics and the time-dependent change is induced by the external

laser field. If the laser field varies slowly enough, the electronic wavefunction can adapt instan-

taneously to the external field and the system remains in the adiabatic regime. The characteris-

tic time/energy scales are quantified by the Keldysh parameter2

c :¼
ffiffiffiffiffiffi
2Ip

p
Emax

x; (1)

where Ip is the ionization potential of the target, Emax is the peak electric field strength, and x
is the angular frequency of the applied laser.

Next, we will discuss nonadiabatic effects in the combined dynamics of electrons and

nuclei. Here, the time-dependent change is caused by the variations of the electrostatic field

generated by the movement of the positively charged nuclei and the characteristic separation of

time and energy scales is the one between electronic and nuclear motion, wele versus wnuc, that

is also indirectly proportional to the relative masses of electrons with respect to nuclei, mele

versus Mnuc, and the energy separation of electronic eigenstates DE. The adiabatic regime is

approached for wele�wnuc and DE� 0. Under these conditions, the electronic and nuclear

degrees of freedom can be fully separated and the time-evolution of the system can be

described by solving the time-independent Schr€odinger equation for every given set of fixed

nuclei (clamped nuclei approximation) and thus the system evolves adiabatically on a single

potential energy surface (PES) [Born-Oppenheimer (BO) approximation]. In regions where the

characteristic time scales of electrons and nuclei become comparable and the energy gap

between different potential energy surfaces becomes small such as in the vicinity of avoided

crossings or conical intersections, the Born-Oppenheimer approximation breaks down and non-

adiabatic effects quantified by the nonadiabatic couplings have to be taken into account.

As a third class of nonadiabatic phenomena, we will discuss the nonadiabatic coupling of

vibrational modes. It has recently been shown3 that a similar approach to the one that is used in
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the treatment of electronic-nuclear nonadiabatic processes can also be employed to identify

vibrational conical intersections between potential energy surfaces along specific vibrational

modes.

The general structure of this review is as follows: we will first introduce the general theory

in form of the Born-Oppenheimer approximation and the different representations that are used

as a basis to represent the electronic states in the case of a breakdown of the BO, namely the

adiabatic representation that is used for on-the-fly dynamics versus diabatic representations, in

which the nuclear kinetic energy operator is diagonal and the coupling terms are scalar quanti-

ties that are numerically easier to evaluate. We also introduce the general formalism used to

describe the quantum dynamics of a system in an electromagnetic field and we discuss different

quantitative measures of nonadiabaticity. In the next chapter, we give a short summary of dif-

ferent quantum mechanical methods that are able to describe nonadiabatic effects starting with

solutions of the full time-dependent electron-nuclear quantum problem through exact nonadia-

batic quantum dynamics using the split-operator method necessarily limited to small systems in

the gas phase, to different semiclassical methods (meanfield Ehrenfest dynamics and fewest

switches surface hopping) to multisurface adiabatic reactive molecular dynamics (MS-ARMD)

based on classical force fields (FF). This is followed by illustrative examples of joint experi-

mental/theoretical studies of nonadiabatic systems of increasing complexity starting from single

atoms, and molecules in the gas phase to many-atom systems in condensed phase.

This review thus covers a broad range of nonadiabatic phenomena from a variety of fields

that often use this term in a different manner and apply other theoretical tools for the descrip-

tion of these processes. By discussing these approaches in a single review, we hope to help

identifying pertinent differences, as well as common denominators.

II. THEORY

A. The Born-Oppenheimer approximation

1. Derivation and origin

The behaviour of a closed, non-relativistic quantum system is completely characterised by

the time-dependent Schr€odinger equation (TDSE)

i�h
d

dt
jWðtÞi ¼ ĤjWðtÞi; (2)

where jWi is a state vector in Hilbert space. For a molecular system, the time-independent

Hamiltonian Ĥmol is given by

Ĥmol ¼
X

a

P̂
2

a

2Ma
þ Ĥel; (3)

Ĥel ¼
X

i

p̂
2
i

2
þ
X
i<j

1

r̂ij

�
X
a;i

Za

jR̂c � r̂ij
þ
X
a<b

ZaZb

R̂ab
(4)

¼ T̂el þ V̂ee þ V̂eN þ V̂NN; (5)

where the electronic Hamiltonian Ĥel has been introduced. The eigenvalues of the position

operators r̂ and R̂ are the set of electronic and nuclear coordinates described by the collective

variables {r} and {R}, respectively, while p̂ and P̂ denote the corresponding momentum opera-

tors. The molecular Hamiltonian contains kinetic terms due to the nuclei a and electrons i, the

potential energy due to the interaction of electrons and nuclei (V̂eN), as well as nuclear-nuclear

(V̂NN) and electron-electron (V̂ee) repulsion terms.

The state vector encodes all the information on the system, but is by itself an abstract

quantity. Its direct correspondence in real space, W(r, R, t) depends both on nuclear and
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electronic coordinates and is, in this form, an untractable object for most systems of interest. If

the molecular Hamiltonian were separable, a simplification could easily be achieved by a fac-

torisation of the wavefunction into a nuclear and electronic component.4,5 However, due to the

presence of V̂eN , the molecular Hamiltonian is not separable. The question on how to separate

nuclear and electronic degrees of freedom has therefore been of paramount importance to

molecular quantum mechanics, be it for static or dynamic approaches.

Indeed, a first ansatz to this problem was proposed by Born and Oppenheimer as early as

1927,6 and was later generalised by Born and Huang in 1954.7 The different time scales of elec-

tronic and nuclear motion lie at the very heart of their approach. A non-separable Hamiltonian

may be written as the tensor product of two subsystems; in particular, Ĥmol ¼ Ĥfast � Ĥslow,

where one Hamiltonian is due to the fast motion of the electrons, and the other is due to the

slower, nuclear components.5 The spectrum of Ĥfast can then be expanded in terms of electronic

eigenstates jUi by taking the limit of clamped (or “frozen”) nuclei, a limit in which the kinetic

contribution of the nuclei vanishes. Only terms due to the electronic Hamiltonian remain,

Ĥfast ¼ Ĥel; since the potential energy still contains the terms V̂NN and V̂eN, the dependency of

the Hamiltonian on the nuclear coordinates R becomes parametric. For any nuclear configuration

R, one can therefore obtain a set of electronic eigenstates

ĤelðRÞjUl; Ri ¼ ElðRÞjUl; Ri; (6)

where the eigenfunctions jUl; Ri depend parametrically on R through V̂eN . Since Ĥel and R̂

commute, the basis of the molecular Hamiltonian Ĥmol can be constructed from the direct

product of eigenfunctions of R̂ and the eigenstates of the fast Hamiltonian,5 jR;Ul; Ri
¼ jRi � jUl; Ri. After introducing a resolution of identity in this basis into the real-space pro-

jection of the state vector, Wðr;R; tÞ ¼ hr;RjWðtÞi, by orthogonality, one obtains a factorized

expression for W(r, R, t),

Wðr;R; tÞ ¼ hr;RjWðtÞi ¼
X

l

hrjUl; RihR;Ul; RjWðtÞi (7)

¼
X

l

Ulðr; RÞvlðR; tÞ: (8)

Here, the nuclear components vl(R, t) (or “nuclear wavefunctions”) are projections of the configu-

rational basis onto the Hilbert space vector jWðtÞi, and the Ul(r; R) are the electronic wavefunc-

tions of a system with configuration {R}. Note that the Ul(r; R) are time-independent. This is com-

monly referred to as the Born-Oppenheimer6 or Born-Huang7 ansatz for the total wavefunction.

The description of the nuclear dynamics of the system is obtained by inserting this ansatz

into the time-dependent Schr€odinger equation. The resulting coupled-channels equation

describes the exact time-evolution of the nuclear dynamics

i�h
@

@t
vkðR; tÞ ¼ �

X
a

�h2

2Ma
r2

a þ EkðRÞ
" #

vkðR; tÞ þ
X

l

CklvlðR; tÞ; (9)

CklðR; tÞ ¼ �
X

a

�h2

2Ma
Da

klðR; tÞ þ
X

a

�h2

Ma
da

klðR; tÞra: (10)

The terms collected under Ckl(R, t) are mediating between different electronic states and are

referred to as the non-adiabatic coupling terms, with the scalar quantity Da
klðRÞ being the

kinetic coupling, and the vectorial quantity da
klðRÞ being the derivative coupling

Da
klðRÞ ¼ hUk; Rjr2

ajUl; Ri; (11)

da
klðRÞ ¼ hUk; RjrajUl; Ri: (12)
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These terms are responsible for part of the nuclear quantum effects.

In the Born-Oppenheimer (BO) approximation, these coupling terms are neglected by set-

ting Da
klðRÞ ¼ 0 and da

klðRÞ ¼ 0 (which is equivalent to neglecting the effect of the nuclear

kinetic energy operator on the electronic wavefunction). This results in a simplified ansatz for

the total wavefunction and a less complex nuclear dynamics

Wðr;R; tÞ ¼ Uðr; RÞvðR; tÞ; (13)

i�h
@

@t
vðR; tÞ ¼ �

X
a

�h2

2Ma
r2

a þ EðRÞ
" #

vðR; tÞ: (14)

This simplification is often justified by the fact that the coupling terms are small and

weighted by the inverse of the (heavy) nuclear masses (which leads to the often stated simplifi-

cation that the BO approximation separates nuclear from electronic degrees of freedom due to

differences in mass). The limit of classical nuclei (point particles or delta functions centered at

R) may be recovered by rewriting the nuclear components v(R) in polar representation8–10

vðR; tÞ ¼ AðR; tÞ exp
i

�h
SðR; tÞ

� �
: (15)

Insertion of the above expression (15) into Eq. (14), separating real and imaginary parts and

taking the classical limit �h! 0, results in an isomorphism with the classical Hamilton-Jacobi

equation of motion

@SðR; tÞ
@t

þ
X

a

1

2Ma
raSðR; tÞð Þ2 þ EðRÞ ¼ 0: (16)

In BO dynamics, the nuclei evolve according to the forces due to a single electronic state. In

the limit of classical nuclei, this results in delta functions being propagated on a single potential

energy surface (PES), neglecting all nuclear quantum effects. Some of these nuclear quantum

effects such as zero-point energy and tunneling may be recovered by resorting to techniques

such as the path integral formalism.11

Still, in order to describe the complete array of nuclear quantum effects, the non-adiabatic

coupling elements must imperatively be included, since any dynamics based on the BO formal-

ism forbids the nuclei—described as classical point charges or nuclear wave packets—to switch

between potential energy surfaces; BO dynamics is therefore a strict single state dynamics. For

a more extensive review, see, e.g., Refs. 9, 10, 12, and 13

2. Breakdown of the Born-Oppenheimer formalism

Born-Oppenheimer dynamics completely neglects the nonadiabatic coupling vectors,

assuming they are small when compared to the remaining terms. It is possible to express first

order scalar coupling terms in a convenient form that depends on the eigenvalues of Ĥel,
14

da
klðRÞ ¼

hUk; RjraĤeljUl; Ri
ElðRÞ � EkðRÞ

: (17)

This expression reveals that the nonadiabatic coupling terms become important whenever two

eigenstates are close in energy. In the case of a conical intersection, where the eigenvalues of

Ĥel are degenerate, they even diverge. In such systems, the Born-Oppenheimer approximation

breaks down and with it, the picture of classical nuclei evolving on either of two potential

energy surfaces is no longer suitable. Due to faster nuclear motion, the nuclear wavepacket can-

not be thought of as being localised on one PES, but instead spreads over several electronic

states. In order to properly describe the dynamics of those systems, it is therefore necessary to
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go beyond the BO and to include the nuclear quantum effects that lead to couplings between

electronic states.

B. Diabatic and adiabatic representations

If only the S lowest-lying electronic states participate in the dynamics of the molecule, the

state of the molecule can be written as

jwðtÞi ¼
XS

n¼1

jwnðtÞijni ¼

w1ðtÞ
..
.

wSðtÞ

0
BB@

1
CCA; (18)

where jwnðtÞi is a time-dependent nuclear wavepacket on the nth potential energy surface, and

jni is the corresponding nth electronic state. In the absence of the electromagnetic field, evolu-

tion of jwðtÞi is given by the time-dependent Schr€odinger equation

i�h
d

dt
jwðtÞi ¼ Ĥ0jwðtÞi; (19)

with the time-independent molecular Hamiltonian Ĥ0. While there are many possible choices

for the basis of electronic states, the most useful two are the diabatic and adiabatic bases.

In the diabatic representation, the electronic basis states are assumed to be independent of

the nuclear coordinates; therefore, the molecular Hamiltonian can be written as

Ĥ0 :¼ T̂ 1þ V̂0; (20)

where T̂ is the nuclear kinetic energy operator

T̂ :¼ 1

2
P̂

T �M�1 � P̂; (21)

M � diagðM1;M2;…;MDÞ denotes the diagonal nuclear mass matrix and P̂ the D-component

vector of nuclear momenta. The second component of Ĥ0 is the molecular diabatic potential

energy V̂0 � V0ðQ̂Þ, which depends on the D nuclear coordinates Q. The diabatic potential

energy is diagonal at the reference geometry Q0, but away from this reference geometry, its

off-diagonal elements, called diabatic couplings, are nonzero, and lead to transitions between

diabatic electronic states.

By diagonalizing the potential energy matrix in the diabatic representation, one obtains the

adiabatic representation, in which the molecular Hamiltonian is given by

Ĥ0 :¼ 1

2
P̂1� i�hF̂ð ÞT �M�1 � P̂1� i�hF̂ð Þ þ Ê; (22)

where Ê � EðQÞ � diagðE1ðQÞ;…;ESðQÞÞ is a diagonal matrix of adiabatic potential energy

surfaces and F̂ � FðQÞ stands for (a D-component vector consisting of S� S matrices of) non-
adiabatic couplings, which arise from the dependence of the adiabatic electronic basis states on

nuclear coordinates

FjkðQÞ :¼ hjðQÞjrkðQÞi; (23)

and which give rise to electronic transitions between adiabatic states.

Above, we have introduced a compact notation in which the boldface denotes the S-compo-

nent vectors in the electronic Hilbert space, or S� S matrices representing electronic operators,

whereas the hat^denotes nuclear operators.
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C. Quantum dynamics of a molecule interacting with an electromagnetic field

In the presence of electromagnetic field, evolution of jwðtÞi is given by the time-dependent

Schr€odinger equation (TDSE)

i�h
d

dt
jwðtÞi ¼ ĤðtÞjwðtÞi; (24)

driven by the Hamiltonian

ĤðtÞ :¼ Ĥ0 þ V̂intðtÞ; (25)

consisting of the molecular Hamiltonian Ĥ0 and the time-dependent potential V̂intðtÞ represent-

ing the interaction of the molecule with the field. Within the electric dipole approximation,15

the interaction potential is given by

V̂intðtÞ ¼ �~̂l � ~EðtÞ; (26)

where ~̂l is the molecular electric dipole operator, ~EðtÞ is the electric field, and the arrow indi-

cates three-dimensional vectors.

D. Quantifying nonadiabaticity

There are various ways in which one can quantify the importance of nonadiabatic effects

on the dynamics. The simplest criteria rely on the “static” properties of the nonadiabatic

Hamiltonian such as the strength of nonadiabatic couplings or the size of energy gaps between

potential energy surfaces [Fig. 1(a)]. While useful as a starting point, such criteria do not take

into account the dynamics and thus may sometimes yield an entirely wrong answer. More reli-

able are criteria which account for the motion of the wave packet, the simplest among such cri-

teria being the population dynamics [Fig. 1(b)]. While the population decay of the initial elec-

tronic state is a clear sign of the importance of nonadiabatic effects, as shown in Ref. 16, the

nonadiabatic effects may be important even in the absence of population decay. For example,

the nonadiabatic wave packet may be displaced with respect to the adiabatic wave packet [Fig.

1(c)], or it may acquire additional quantum phase [Fig. 1(d)]. This is often accompanied by a

transient population decay but there exist remarkable examples in which the population remains

constant for all times, whereas the overlap of the adiabatic and nonadiabatic wavepackets

decays quickly to zero.17,18

Motivated by these shortcomings, Zimmermann and Van�ıček,16–18 and MacKenzie et al.19

proposed to quantify the importance of nonadiabatic couplings by defining the adiabaticity as

the squared overlap (or fidelity)

FðtÞ :¼ jf ðtÞj2 :¼ jhwadiabðtÞjwnonadðtÞij
2; (27)

FIG. 1. Criteria of nonadiabaticity of quantum dynamics. (a) The static energy-gap criterion does not take into account the

dynamics of the wave packet. (b) The population transfer criterion measures the actual decay of probability density on the ini-

tial surface. It is more sensitive than the energy-gap criterion. “Adiabaticity,” i.e., the fidelity (overlap) of the adiabatic and

exact wavefunctions can capture the population transfer (b) as well as other nonadiabatic effects such as displacement (c) or

interference (d) on a single surface, which would be undetected by the population transfer criterion. Hadiab is the decoupled

adiabatic Born-Oppenheimer Hamiltonian, whereas Hnonad is the fully coupled nonadiabatic Hamiltonian. Adapted with per-

mission from Zimmermann and Van�ıček, J. Chem. Phys. 136, 094106 (2012). Copyright 2012 AIP Publishing LLC.
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between the wave function wnonadðtÞ evolved with the full molecular Hamiltonian Ĥnonad � Ĥ0

and the corresponding wavefunction wadiabðtÞ evolved with a diagonal Hamiltonian Ĥadiab

� 1
2

P̂
T �M�1 � P̂ þ Ê. Obviously, when F(t)� 1, the dynamics is approximately adiabatic,

whereas if F(t)� 0, dynamics is strongly nonadiabatic (see Fig. 1).

In the above form, the definition applies in the adiabatic basis in the absence of the electro-

magnetic field. In the presence of the electromagnetic field, one would simply include the full

interaction potential V̂intðtÞ in Ĥnonad and only the diagonal terms of V̂intðtÞ (those that induce

rovibrational transitions only) to the Ĥadiab. In the diabatic representation, one may define dia-
baticity17 in an analogous fashion as the fidelity, i.e., the squared overlap between the wave-

functions evolved with the full Hamiltonian and the Hamiltonian ignoring the diabatic

couplings.

As it turns out, the adiabaticity can be estimated very efficiently with the semiclassical

multiple surface dephasing representation (MSDR)16–18 which, among other things, allows to

determine how many coupled electronic states must be included in a rigorous nonadiabatic

quantum simulation. The MSDR evaluates the adiabaticity, or, more generally, quantum fidelity

amplitude f(t), approximately as

fMSDR tð Þ ¼ h�DTre

ð
d2DXqinit

W Xð Þ � T e
�i
Ð t

0
VI

W X;t0ð Þdt0=�h
; (28)

where D is the number of nuclear degrees of freedom, X � (Q, P) denotes the 2D phase space

coordinates of the nuclei, subscript W stands for the Wigner transform, qinit
W is the Wigner trans-

form of the density operator of the initial state, Tre is the trace over electronic degrees of free-

dom, and V̂
IðtÞ represents the nonadiabatic couplings in the interaction picture.

The computational cost of the MSDR scales favorably with the number of degrees of free-

dom and despite its semiclassical origin the method does not require the Hessians of the potential

energy surfaces. Surprisingly, an explicit nonadiabatic simulation is not needed (although it may

be used); instead, fMSDR can be estimated by performing a simpler adiabatic simulation. In addi-

tion to evaluating the importance of nonadiabatic couplings, after only a slight modification, the

MSDR can be used to evaluate the accuracy of an approximate nonadiabatic Hamiltonian.16

III. METHODS FOR NONADIABATIC DYNAMICS

The theoretical description of nonadiabatic processes is a highly active field of research

and a variety of methods have been developed to treat such phenomena.20–33

A. Exact nonadiabatic dynamics using the split-operator method

In the absence of the electromagnetic field, the molecular state evolves as

jwðtÞi ¼ exp ð�iĤ0t=�hÞjwð0Þi: (29)

Note that this “free” evolution can be useful even when the dynamics is induced by electromag-

netic field, on condition that the field is weak, and one may employ the first-order time-dependent

perturbation theory (i.e., when the linear response theory is valid). When the electromagnetic field

is present and cannot be treated perturbatively, the exact evolution of the molecular state is given

by

jwðtÞi ¼ T exp �i

ðt

0

Ĥðt0Þdt0=�h

� �
jwð0Þi; (30)

where T denotes the time-ordering operator.34

There are various ways to implement these two formal solutions. Particularly appealing are

so-called geometric integrators, which preserve the Lie group structure of the exact quantum

evolution, such as its unitarity, time-reversibility, and symplecticity.35
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An example of a geometric integrator is the split-operator algorithm,36,37 which, in general,

only applies in the diabatic basis since it requires the Hamiltonian to be separable into a sum of

two terms, one of which depends only on the momenta, and the other only on the coordinates.

This is satisfied by the molecular Hamiltonian Ĥ0 in the diabatic representation [Eq. (20)], but

not by Ĥ0 in the adiabatic representation [Eq. (22)], as the latter contains the products of the

nonadiabatic couplings, which are functions of nuclear coordinates, with nuclear momenta. The

basic idea is to first decompose the full evolution into a number of small time steps, since then,

for small enough time step t, the evolution of the molecular state can be approximated to the

second order as36

exp ð�iĤ0t=�hÞ ¼ exp ð�iT̂t=2�hÞ expð�iV̂0t=�hÞ expð�iT̂t=2�hÞ þ Oðt3Þ; (31)

in the absence of the electromagnetic field, and as38

exp �i

ðt

0

Ĥðt0Þdt0=�h

� �
¼ exp ð�iT̂t=2�hÞ exp ð�iV̂ðt=2Þt=�hÞexp ð�iT̂t=2�hÞ þ Oðt3Þ; (32)

when the field is present. Note that in Eq. (32), the full potential energy V̂ðtÞ :¼ V̂0 þ V̂intðtÞ is

evaluated at the midpoint t/2. The last two expressions suggest that the quantum state can be

easily evolved alternately, either with the kinetic energy T̂, which is done trivially in the

momentum representation, where exp ð�iT̂t=�hÞ is diagonal, or with the potential energy [V̂0 or

V̂ðtÞ], which, in turn, is almost trivial in the coordinate representation. Note that in the case of

nonadiabatic dynamics, there is a small modification to the standard, adiabatic split-operator

algorithm: while the propagation is diagonal in either coordinate or momentum representation,

one must perform an exponential of an S� S matrix V(Q, t) at each nuclear coordinate Q, in

order to account for the transitions between electronic states. Curiously, the most expensive

part of the propagation turns out to be the switching between the coordinate and momentum

representations with the fast Fourier transform algorithm. While we have implemented these

integrators with an arbitrary order of accuracy in the time step,39,40 here, for simplicity, we

have restricted the presentation to the standard, second-order algorithms.

B. Semiclassical methods

1. Ehrenfest dynamics

An alternative possibility to include the effects of several electronic states within a semi-

classical approach is based on an ansatz for the total wavefunction of

Wðr;R; tÞ ¼ Uðr; tÞvðR; tÞ exp � i

�h

ðt

t0

Eelðt0Þdt0

" #
; (33)

EelðtÞ ¼
ð ð

U	ðr; tÞv	ðR; tÞĤelðr;RÞvðR; tÞUðr; tÞ dR dr: (34)

This single-configuration ansatz gives rise to Ehrenfest dynamics.9 In contrast to the BO formal-

ism, the time-dependent electronic wavefunction U(r; t) exhibits no dependence on the nuclear

coordinates at all, not even parametrically. Instead, an additional exponential term, the phase
term is introduced. By inserting this ansatz into the TDSE, the evolution of the nuclear and

electronic wavefunctions is given by the Time-Dependent Self-Consistent Field (TDSCF)

equations41

i�h
@

@t
Uðr; tÞ ¼ T̂el þ

ð
dR v	ðRÞV̂ðr;RÞvðRÞ

� �
Uðr; tÞ; (35)

i�h
@

@t
vðR; tÞ ¼ T̂N þ

ð
dr U	ðr; tÞĤelðr;RÞUðr; tÞ

� �
vðR; tÞ; (36)
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where V̂ ¼ V̂ee þ V̂eN þ V̂NN. The nuclei evolve in a time-dependent mean field of the elec-

tronic states, and vice versa. As described above for the Born-Oppenheimer ansatz, the limit of

classical nuclei can be recovered by inserting the polar representation of the nuclear wavefunc-

tion, (15), into the time-derivative of Eq. (36) and taking the limit �h! 0.9 The resulting equa-

tion is isomorphic to the Hamilton-Jacobi equation and may be further recast to yield a

Newton-like equation for the nuclei

�FaðtÞ ¼ rRa

ð
dr U	ðr; tÞĤelðr;RÞUðr; tÞ: (37)

According to (37), the classical nuclei evolve on a single PES due to U(r, t). The corresponding

equation for the electronic degrees of freedom is obtained by writing vðR; tÞ ¼
P

a dðRðtÞ
�RaðtÞÞ; it is simply the time-dependent Schr€odinger equation for U, with a (re)introduced

parametric dependence on R,

i�h
@Uðr; RðtÞ; tÞ

@t
¼ Ĥelðr;RÞUðr; RðtÞ; tÞ: (38)

Therefore, the method lends itself to be combined with the time-dependent density functional

theory (TD-DFT),42 where U in (37) can be expanded in terms of time-dependent Kohn-Sham

non-interacting Slater determinants Uðr; tÞ ¼ detjw1ðr; tÞ;…;wNðr; tÞj, and Fa is derived using

the Hellmann-Feynman theorem. Equations (37) and (38) have to be solved simultaneously,

which can be carried out on-the-fly, e.g., by using a Runge-Kutta integrator.42

Due to the averaged nature of U(r, t), Ehrenfest dynamics is a suitable choice whenever

the classical trajectories due to different electronic states do not differ considerably; such as

when the relaxation of the electronic degrees of freedom is fast with respect to the nuclear

motion. Otherwise, e.g., for molecular dissociations, the mean-field approximation may intro-

duce large errors: After leaving regions of strong non-adiabaticity, the nuclei are unable to col-

lapse on either of the PES, making their dynamics potentially unphysical.9 Ehrenfest dynamics

is therefore typically limited to ultrafast or instantaneous processes.

2. Trajectory surface hopping (TSH)

Trajectory Surface Hopping (TSH)43 offers another possibility of including nonadiabatic

effects by independently propagating a swarm of particles on different, single electronic states,

and allowing them to “hop” onto a different state according to some predefined hopping proba-

bility. As in the case of Ehrenfest dynamics, this propagation can be carried out on-the-fly.

Given a set of initial nuclear coordinates and velocities, trajectories are propagated on a sin-

gle electronic state according to the Born-Oppenheimer scheme. Subsequently, the probability for

a jump is calculated. In a first approximation, the Landau-Zener44,45 transition probability may be

used. Originally formulated in a diabatic framework, some simplifications allow for it to be refor-

mulated based on the adiabatic quantities10

PðtÞ � exp � p
2�h

min jDE01ðtÞj2
n o

max
@jDE01ðtÞj

@t

� �
0
BB@

1
CCA: (39)

Here, P is the probability to perform a nonadiabatic transition at an avoided crossing for a two-

state system and DE01 is the adiabatic electronic gap.

A more rigorous approach to the transition probabilities is given by Tully’s “Fewest

Switches” formulation of TSH.46 A set of complex amplitudes {C(t)} is assigned to every tra-

jectory to quantify the degree of nonadiabadicity during the propagation. The complex ampli-

tudes themselves evolve along each trajectory according to

061510-10 Bircher et al. Struct. Dyn. 4, 061510 (2017)



i�h
@CjðtÞ
@t
¼
X1

i

CiðtÞ Eel
i ðRÞdij � i�hrijðR; tÞ

� �
; (40)

where rijðR; tÞ ¼ dijðRÞ � :R and dij(R) is the derivative coupling as defined in Eq. (12). After

integration, the probability of hopping from state j to state i within an infinitesimal time interval

dt is computed

gijðt; tþ dtÞ ¼ 2

ðtþdt

t

ds
�< CiðsÞC	j ðsÞrij
� �
CjðsÞC	j ðsÞ

: (41)

The hop is then accepted or rejected according to a Metropolis criterion by comparing the hop-

ping probability to a random number f 2 [0, 1],X
k
i�1

gjk < f <
X
k
i

gjk: (42)

Total energy conservation is ensured by rescaling the nuclear velocities after an accepted hop.

The trajectory c is now further propagated along the new electronic state i in an adiabatic fash-

ion, until the next hopping attempt.

The terms needed in trajectory surface hopping can be rigorously derived from the linear

response time-dependent density functional theory (LR-TDDFT).47 The sum in Eq. (40) may be

truncated after N adiabatic states, and the (diagonal) electronic eigenvalues Eel
i may be replaced

by a relative term, ~Vij ¼ ½Eel
i � Eel

0 �dij. ~Vij has an analogue in the TDDFT excitation energies

xi, and Eq. (40) may be recast in terms of set of transformed coefficients ~CðtÞ
	 


and the

TDDFT excitation energies {x},

i�h
@ ~CiðtÞ
@t

¼ ~CiðtÞxi � i�h
XN

j

~CjðtÞrijðR; tÞ: (43)

The rij are accessible via finite differences

rijðR; tÞjtþdt=2 ¼
1

2dt

ð
dr U	i ðr; RðtÞÞUjðr; Rðtþ dtÞÞ �

ð
dr U	i ðr; Rðtþ dtÞÞUjðr; RðtÞÞ

� �
: (44)

After integration of Eq. (40), the switching probability is computed according to Eq. (42), using
~Cj rather than Cj and by linearly interpolating rij(s). This approach has been implemented in

combination with a plane-wave pseudo-potential formalism.47,48

The nuclear dynamics in TSH are still governed by a single-state Born-Oppenheimer for-

malism, but the propagation of the complex amplitudes and the calculation of the hopping prob-

ability allow for a transition between states. Since TSH is carried out for a collection {c} of tra-

jectories, this hopping can mimick the spread of the wavepacket in non-adiabatic regions.

However, nuclear quantum effects such as tunneling and the zero-point energy are not

described, due to the classical nature of the individual trajectories.

C. Fully classical methods

1. Multisurface adiabatic reactive molecular dynamics (MS-ARMD)

Following a chemical reaction to determine the reaction pathway and to predict experimental

observables is a key task for computational methods, since most atomistic aspects cannot be

determined experimentally.49 Using quantum methods is usually inexpedient for large systems

for the simple reason that the computational requirements are too high. Hence, alternative

approaches, like Quantum Mechanics/Molecular Mechanics (QM/MM)50 and reactive force fields

(FF) have been developed. The former, however, cannot be utilized to calculate converged
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reaction rates, due to the high computational cost of calculating hundreds of long-time trajecto-

ries. Therefore accurate reactive FF approaches offer the best means for sampling processes of

interest in a statistically convincing approach.

Among other methods, such as the work by Warshel (Empirical Valence Bond (EVB)),51

Westmoreland (RMDff),52 van Duin and Goddard (ReaxFF),53 and Meuwly and co-workers

developed multisurface adiabatic reactive molecular dynamics (MS-ARMD).54–56 This method,

which aims to achieve quantum method accuracy with, in principle, the computational cost of

conventional FF, couples (at least) two non-reactive, empirical FFs by means of a time- or

energy-independent switching function wi. MS-ARMD is a widely applicable technique that can

describe several different reaction pathways and conserves total energy. It was implemented in

the widely used CHARMM program.57

In MS-ARMD adiabatic dynamics takes place on the lowest potential energy surface (PES)

Vmin, as long as the energy of the higher lying surface(s) is not within a specified, user defined

DV of energy. Surface-crossing is achieved by mixing the PESs through energy-dependent

weights. DV acts as energy damping parameter that balances the individual weights with respect

to the energy separation (“gap”) between the PESs. Products of Gaussian and polynomial func-

tions (GAPOs), which depend on the energy difference between two surfaces (DVij), are intro-

duced for the purpose of reproducing the energy barrier from electronic structure calculations.

The global, reactive PES is therefore described by

VMS-ARMDðxÞ ¼
Xn

i¼1

wiðxÞViðxÞ þ
Xn�1

i¼1

Xn

j¼iþ1

wiðxÞ þ wjðxÞ
� �Xnij

k¼1

DVij
GAPO;kðxÞ; (45)

where wi(x) are normalised weights obtained from raw weights wi,0(x), calculated by wi;0ðxÞ
¼ expð�ðViðxÞ � VminÞ=DVÞ; ViðxÞ is the energy of state i, and DVij

GAPO;kðxÞ is the energy of

the GAPO between state i and j. Evaluating energies and forces in MS-ARMD scales linearly

with number of low lying surfaces. The time liming factor in this approach is fitting of a suit-

ably parameterized PES.

IV. ILLUSTRATIONS: EXPERIMENT AND THEORY

A. Nonadiabatic effects in electron dynamics

1. Time-dependent potentials due to external strong laser fields

Ultrafast lasers with a pulse duration of a few femtoseconds (fs¼ 10�15 s) can reach peak

intensities of the order of 1013 up to 1015 W/cm2. In these kind of regimes, the electric field of

the laser pulse can compete with the binding Coulomb potential of an atom (or a molecule),

and lead to ionization phenomena which go beyond the photoelectric effect. These phenomena

allow the study of electron dynamics in their natural time scale of attoseconds (as¼ 10�18 s).58

The first order perturbation theory describing the single photon absorption is insufficient to

describe strong-field ionization. The strong field must be described as an oscillating field induc-

ing temporal changes in the binding potential of the target system.

Therefore, the two key time scales in these phenomena are the periodicity of the laser field,

and the typical response time of a bound electron wave function.59 The most often used laser

source for strong-field experiments is a titanium-sapphire laser60 with a central wavelength

of�800 nm, corresponding to a period of 2.7 fs� 110 au. Most experiments are performed on

noble gases to study the single atom response to strong fields. The typical response time of a

bound electron wave function in an atom can be estimated as 1/Ip au for noble gases.59 Another

time scale to compare is the duration for an electron to rotate once around it is core in the

Bohr’s atomic model, at the Bohr radius a0 distance from the core, which is� 6.3 au� 150 as.

Both the response time as well as the Bohr rotation period are about 2 orders of magnitude

shorter than the laser period. Throughout this section, atomic units “au” (�h ¼ me ¼ e ¼ a0 ¼ 1)

are employed unless specified otherwise.
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2. Concepts

The basis for the theoretical description of strong-field ionization was published by

Keldysh about 50 years ago.2 In strong-field ionization, tree main regimes can be distinguished,

based on their value of the Keldysh parameter2

c :¼
ffiffiffiffiffiffi
2Ip

p
Emax

x; (46)

where Ip is the ionization potential of the target, Emax is the peak electric field strength, and x is

the angular frequency of the applied laser field. For c� 1, the mathematical limit of c ! 0 can

be taken, which corresponds to neglecting the temporal dependence of the field, and describing

the system in a quasistatic picture. For any time of interest, the shape of the combined potential

is frozen, and the reaction of the electron wave function to a static situation is calculated.

Therefore, the limit of c� 1 is the adiabatic approximation of strong-field ionization.59,61,62

In this adiabatic approximation of strong-field ionization, a bound electron can tunnel-

ionize through the potential barrier created by the superposition of the Coulomb field and the

electric field of the laser pulse, see Fig. 2. It is assumed that the temporal change of the poten-

tial is so slow that the bound wave function can always instantaneously adapt to the potential

and always stays in equilibrium, following the general idea of an adiabatic approximation. This

has several consequences, such as the fact that a tunnelling electron wave packet does not gain

any energy, since the oscillation of the electric field is neglected and therefore the wave packet

cannot absorb any photons (or they would have�0 energy due to the c ! 0 limit). Also, in the

quasistatic picture, the tunnelling wave function cannot distinguish between a linearly polarized

laser pulse, or an elliptical or circular laser pulse.

The other extreme limit of the Keldysh parameter is c� 1, and describes the regime of

multiphoton ionization, see Fig. 3. In this case, the field strength is not strong enough anymore

to create a short enough potential barrier to allow tunnel ionization, and the absorption of mul-

tiple photons in order to gain enough energy to escape becomes comparatively more feasible.63

The third main regime is the intermediate c 
 1. In this case, the main ionization mechanism

is still tunnelling through a potential barrier. However, the electron wave packet is not necessar-

ily in equilibrium all the time, it feels the temporal change of the potential, and reacts to the

dynamics of the system. Figure 4 illustrates this nonadiabatic regime of tunnel ionization.

3. Methods for nonadiabatic dynamics

Analytical descriptions of strong-field ionization can be sorted into either the adiabatic or

nonadiabatic framework, depending on whether they take the c ! 0 mathematical limit or not

during the derivation. The most well known nonadiabatic formalism was derived by Perelomov,

Popov, and Terent’ev (PPT) in 1966.64,65 The PPT theory predicts a laser cycle averaged ioni-

zation rate and the photoelectron momentum distribution after the laser pulse has passed. Based

on PPT, many more recent formalisms have been developed, in an effort to reduce the number

of included approximations, for example, Refs. 66–71. Common to all of these are three core

FIG. 2. Quasistatic picture of strong-field tunnel ionization.
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approximations. The dipole approximation states that the spatial dependence of the laser field

can be neglected since the wavelength is much larger than the target size, and the influence of

magnetic fields via Lorentz force is negligible. Within the single active electron approximation,

only the ionization of one electron is considered, and the other bound electrons are assumed to

remain in their ground state. The strong field approximation states that the influence of the ion

Coulomb field is neglected for the dynamics of the wave packet after ionization.

To complement analytical descriptions, different numerical approaches have been devel-

oped. The most commonly used are the numerical solution of the time-dependent Schr€odinger

equation (TDSE) and Classical Trajectory Monte Carlo (CTMC) simulations.72 But also the

time-dependent density functional theory (TDDFT) is sometimes employed, particularly when

the target to be ionized becomes larger.73

The TDSE solution (see, for example, Refs. 74–80) is naturally nonadiabatic, and uses a

pseudopotential to approximate the Coulomb potential. Typically the pseudopotential is for a

single active electron, though efforts have been put into developing methods that can take

account of the correlation between two electrons to some degree.81 However, the computational

effort for TDSE solutions is enormous, because both high spatial resolution and a large spatial

FIG. 4. Nonadiabatic picture of strong-field tunnel ionization: the adiabatic approximation is shown in grey for comparison.

For the nonadiabatic case, we take into account the dynamics of the laser field during the tunneling process, shown here

with the dashed lines of the potential barrier. This allows the electron to gain energy through photon absorption which leads

to a shorter exit radius (Ref. 87, Fig. 3 and Ref. 97) For elliptical polarization, the most probable electron trajectory exhibits

a transverse momentum at the tunnel exit, tangential to the laser field rotation in the polarization plane (shown as a red

arrow).65

FIG. 3. Multiphoton ionization for the case of c� 1.
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box to evaluate the TDSE are necessary, and most often there are no symmetries in the system

to reduce the dimensionality of the calculation.

CTMC simulations make use of analytical descriptions of the tunnel ionization process,

and treat only the propagation of ionized photoelectrons in the continuum numerically.82–85 The

initial conditions are chosen to replicate the probability distribution of the wave function at the

tunnel exit, as calculated by the chosen analytical formalism. Consequently, CTMC simulations

can be located in either the adiabatic or nonadiabatic regime, and suffer from the same approxi-

mations as the analytical descriptions, with the exception that the Coulomb force of the ion can

be included in the classical Newton’s equation of motion. It is also possible to take account of

electron correlation during the propagation.86

4. Tunnel ionization delays measured with the attoclock

Quantum tunnelling is very fundamental and sparked a long-standing debate on the time

duration of this process.87 The attoclock is an angular streaking approach for the extraction of

tunnelling delay time in the context of strong field ionization.88,89 The most recent attoclock

measurements90 sparked a number of developments65,78,81,91–97 and showed that non-adiabatic

effects are significant, but do not contradict finite tunnelling time. Taking into account all non-

adiabatic effects, the values of the extracted tunnelling delay times are comparable to the results

published in Ref. 90 although they are shifted to slightly lower field strengths.

Taking account of nonadiabatic effects in tunnel ionization leads to several changes in the

observable photoelectron momentum spectrum. The probability of ionization is slightly less crit-

ically dependent on the instantaneous field strength, which leads to a broadening in the tempo-

ral distribution of ionization events.67 The predicted momentum distribution widths are larger

in the nonadiabatic framework compared to the adiabatic approximation.64–66,68 The tunnelling

wave packet notices a rotation of the field in case of elliptical or circular polarisation, gaining a

momentum tangential to the rotation of the field until the tunnel exit.65,66,69 This leads to over-

all larger absolute values of photoelectron momenta after the laser pulse has passed.95 Another

effect can be seen in the sketch of Fig. 4, the exit point of the tunnelling wave packet shifts

closer to the atomic core, thanks to some energy gain during the tunnelling process.65,66

Since the peak field strength experienced by the targets must be calibrated a posteriori
from the measured photoelectron momentum distribution (or energy spectrum)79 in strong-field

ionization, experimentally showing the influence of nonadiabatic effects has proven difficult.

Even contradicting conclusions have been reached based on the same experimental data, see,

for example, Refs. 78 and 98 and 95, 99, and 100. The average absolute momentum pmax of

photoelectrons in (highly elliptical or circularly) polarized strong fields is the observable of

choice for the field strength calibration.101 However, this particular observable is affected by

the transverse momentum imparted on the tunnelling wave packed in the nonadiabatic frame-

work, leading to large differences in the calibrated field strength for the identical data (compare

Fig. 5 right), solely depending on the theoretical description that was used in the calibration.

To circumvent this issue, TDSE calculations are the preferred method.79,95 They are more reli-

able for small systems such as hydrogen or helium, because less approximations are necessary

to describe the atomic target with the bound and ionized electron wave function. The com-

monly employed pseudopotentials completely neglect electron correlation, or even just a possi-

ble polarization of the remaining ion. Nevertheless, recently presented studies confirm that non-

adiabatic effects are important to take account of.78,95,102

B. Nonadiabatic effects in combined electron-nuclear dynamics

1. Photodissociation of iodomethane studied with exact nonadiabatic quantum

dynamics

Photodissociation dynamics of iodomethane following the excitation to the A band has

been studied since the discovery of the first laser relying on photodissociation and more

recently by W€orner and co-workers103–106 with time-resolved high-harmonic spectroscopy.
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These methods were originally applied only to the electronic ground state of molecules, yet,

ultrafast dynamics occurs predominantly in excited electronic states, and therefore W€orner

et al. extended the methodology to excited states. First, two synchronized pump pulses are used

to generate an intensity grating that induces a spatial modulation of the excited state’s popula-

tion. Then, using an intense femtosecond probe pulse, an electronic wave packet can be

extracted from one of the valence orbitals and driven back to interfere with the remaining

bound electronic state. If the electron recombines, extreme ultraviolet radiation is emitted. This

phenomenon, known as high-harmonic generation, makes it possible to image a molecular

orbital, probe vibrational dynamics, or observe a chemical reaction in real time.

The observed high-harmonic signal in the iodomethane experiment depends crucially on

the population dynamics. To understand it better, we performed exact nonadiabatic quantum

dynamics simulations of the photodissociation process induced by the pump pulse using

reduced dimensionality models of iodomethane. These models allowed us to study systemati-

cally the importance of nonadiabatic dynamics and of various degrees of freedom in the disso-

ciation process. Up to three active degrees of freedom, represented by the Jacobi coordinates

(R, r, h) (see Fig. 6) were used.107 The one- and two-dimensional models, considered only the

R and (R, r) coordinates, respectively, and all three models were obtained by reducing the full

nine-dimensional diabatic potential energy surfaces provided in Refs. 108 and 109 for the three

electronic states of interest: 1A1;
3Q0þ , and 1Q1. (The discarded coordinates were held fixed at

their equilibrium values.) The nonadiabatic simulations required transition dipole moments cou-

pling the electronic state 1A1 with 3Q0þ , and nonadiabatic couplings coupling the electronic

state 3Q0þ with 1Q1.

The time-dependent Schr€odinger equation with explicit time-dependent potential given by

the electric dipole interaction with the laser field was solved by a generalization of the split-

operator algorithm, which, in its standard form, requires that the Hamiltonian can be split into a

position- and momentum-dependent parts.38,39,110 This is possible in the one- and two-

FIG. 6. Jacobi coordinates used in the three-dimensional model of iodomethane.

FIG. 5. Left: asymptotic photoelectron momentum distribution for elliptically polarized ionizing field (major axis of polari-

zation along x, minor axis along y). Adapted from Ref. 95. Right: prediction of pmax in the adiabatic (blue dashed) or non-

adiabatic (red solid) framework, depending on the peak field strength. Reproduced with permission from Hofmann et al.,
Phys. Rev. A 90, 043406 (2014). Copyright 2014 American Physical Society.
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dimensional models, containing only radial coordinates, which can be separated from the corre-

sponding momenta simply by factoring out the radial dependence from the wavefunction, thus

converting the radial coordinate into a simple Cartesian coordinate. In the three-dimensional

case, a complication occurs due to the non-separable angular kinetic energy operator

Th ¼ �
�h2

2I

1

sin h
@

@h
sin h

@

@h
: (47)

However, as the eigenfunctions (Legendre polynomials) and eigenvalues of this operator are

well-known, instead of the Fourier basis representation using the linear momentum eigenfunc-

tions, one may instead employ a basis representation using Legendre polynomials.

Figure 7 depicts the electronic population dynamics induced by the 50 fs FWHM Gaussian

pump pulse in the four different models. Although the three results which ignore the nonadia-

batic couplings are qualitatively similar, the figure shows that the additional degrees of freedom

decelerate the transfer of population from the ground state. The nonadiabatic couplings, which

are only present in the three-dimensional model, induce a population transfer from the excited

state 3Q0þ to state 1Q1 but, on the time scale of the pulse, do not significantly affect the depop-

ulation of the ground state.

The dissociation dynamics is displayed in Fig. 8, showing the time dependence of expecta-

tion value of the dissociative coordinate R for the full molecular wavepacket, as well as sepa-

rately for the nuclear wavepacket on each electronic state. A small difference between the

results of the two- and three-dimensional models implies that it is only the angular coordinate h
that slightly changes the photodissociation time scale, which is almost unaffected by including

the r coordinate or nonadiabatic couplings. As expected, the dissociative coordinate R plays the

leading role in the photodissociation process.

2. Time-resolved stimulated emission of pyrazine studied with adiabatic

and nonadiabatic semiclassical dynamics

Vibronic spectroscopy belongs among the most valuable tools for observing the nonadia-

batic effects. The effects of nonadiabatic couplings on the linear absorption spectra include line

broadening due to the decay of excited state populations by internal conversion or inter-system

FIG. 7. Population dynamics of iodomethane induced by an excitation with a pump laser pulse shown in the bottom panel.

Time dependence of the populations of three electronic states in the different models: symbols 1D, 2F, and 3D stand for

one-, two-, and three-dimensional models, while the acronyms NoNACs and NACs denote, respectively, models without

and with nonadiabatic couplings.
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crossing, intensity borrowing between coupled electronic states, and energy shifts of spectral

peaks. The non-linear pump-probe schemes, such as time-resolved stimulated emission, in addi-

tion allow to observe some of these effects directly in the time domain.

Nonadiabatic vibronic spectra can be evaluated by a variety of exact quantum, semiclassical,

and mixed quantum-classical approaches, including the Multiconfigurational Time-Dependent

Hartree (MCTDH) method,111 methods employing the hierarchical equations of motion112–114 or

cumulant expansion,115 methods using the semiclassical propagation of Gaussian basis func-

tions,116,117 and methods based on the fewest-switches surface hopping or Ehrenfest dynam-

ics,118–129 on a single-trajectory dynamics130 or on the Fokker-Planck equation,131 among many

others.

Figure 9 shows the time-resolved stimulated emission spectrum of the S2 state of pyrazine

computed using models either with or without nonadiabatic couplings. Comparison of the two

spectra clearly demonstrates that the decay of the signal on the time scale of tens of femtoseconds

may be attributed to nonadiabatic effects, especially to the decay of the S2 population to the S1

state. The spectrum was computed with the MSDR for nonadiabatic spectra132 which is closely

related to the MSDR method for estimating adiabaticity,16 discussed in Sec. II D, but which

instead of fidelity evaluates the dipole-dipole autocorrelation functions semiclassically using the

Wigner phase-space formulation of quantum mechanics. The nonadiabatic trajectories are propa-

gated either with the fewest-switches surface hopping or with the locally mean-field dynamics,

which is an extension of the Ehrenfest dynamics from a single trajectory to an ensemble of

trajectories.16

3. Dissociation dynamics of ethylene

Neutral ethylene and its cation have been intensively studied as model systems of a p-sys-

tem and of a p-radical.133–136

In the pump probe experiment carried out at the attoline of ETH Zurich137 [Fig. 10(a)], infor-

mation on the ethylene cation relaxation dynamics is inferred by recording the delay-dependent

FIG. 8. Dissociation dynamics of iodomethane induced by a pump laser pulse. Time-dependence of the expectation value

of the dissociative coordinate R averaged over the full molecular wavepacket (top panel) and restricted to the vibrational

wavepackets in individual electronic states (bottom three panels).
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ion mass spectra. Attosecond pulse trains, whose spectrum consists of 4 harmonics in the range

of 20–30 eV, were used to ionize ethylene molecules, initially in their electronic ground state.

Insertion of an Sn filter in front of the extreme ultra violet (XUV) beam allows to reduce the

spectrum to the 2 lowest energy harmonics only [Fig. 10(b)]. Due to the photon energies of the

pump, different excited states of the C2Hþ2 cation are populated [Fig. 10(c)], while the possibility

of double ionization to C2Hþþ4 can be ruled out. A probe pulse of photon energy of 1.6 eV, dura-

tion of 25 fs and variable intensity was applied, varying the time delay, to probe the dynamics

through changes in the measured yield of positively charged fragments.

The XUV pump has the effect of bringing the system on the ground or on one of the elec-

tronically excited states of the cation: using tabulated values138,139 for the cross sections of eth-

ylene for monochromatic light, we estimated that 95% of the electronic state population is con-

fined to the cation ground state and the first three excited states described by the spectroscopic

states ~X
2
B3u; ~A

2
B3g; ~B

2
Ag, and ~C

2
B2u [Fig. 10(d)].

FIG. 9. Influence of nonadiabatic dynamics on the time-resolved stimulated emission spectrum of pyrazine. Comparison of

numerically evaluated spectra in which the nonadiabatic couplings were included [panel (a)] or neglected [panel (b)].

(a) Due to nonadiabatic dynamics, the signal decays with an increasing delay time s. (b) In the absence of nonadiabatic cou-

plings, the signal does not decay. Both spectra were computed with the MSDR combined with the fewest-switches surface

hopping dynamics. Reproduced with permission from Zimmermann and Van�ıček, J. Chem. Phys. 141, 134102 (2014).

Copyright 2014 AIP Publishing LLC.
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The following dynamics can be represented as the relaxation of the nuclear wave packet

across different potential energy surfaces (PES) that eventually brings the system to the cationic

ground state or a dissociated state. The final state determines the asymptotic fragment yield,

measured from the ion mass spectra and depicted in Fig. 11(a): the dominant fragmentations

correspond to the loss of one or two hydrogen atoms, leading to the formation of the C2Hþ3 and

C2Hþ2 species. The C-C bond breaking is less frequent and yields of the smaller fragments

(CHþ3 ; CHþ2 ; CHþ) are at least 100 times smaller. Depending on the pump-probe time delay,

the IR probe pulse can alter the way the wave packet relaxes through the various PES, thus

changing the fragment yield.

Figure 11(b) shows the IR-induced change in the ion yields relative to the XUV-only yields

as a function of the pump-probe delay for an IR peak intensity of 2.5� 1012 W/cm2, a delay

step size of 2 fs, and accumulation over 20 000 laser shots per data point. Datapoint fits based

on the sum of a minimal number of exponentially modified Gaussian (EMG) functions140 are

used to extract the delay position of the maximum yield. In all the curves, the characteristic

features, confined within the first 60 fs after excitation, remain stable by changing the IR probe

intensity, as well as filtering out the two highest harmonic in the XUV spectrum, and are hence

representative of the modification to the relaxation dynamics induced by the IR probe.

The maximum yield of the dominant fragmentation channels, C2Hþ3 and C2Hþ2 , correlates

with the depletion of the cationic species, all occurring at 
25fs time-delay. Marked yield

changes are present also in the curves relative to the monocarbon fragments. The presence of a

CHþ3 fragment is interpreted as the fingerprint of ethylene-ethylidene isomerisation and the

position of the CHþ3 fragment yield maximum (
40 fs) can be used to extract an upper bound

of the isomerisation time, previously estimated to be 50 6 25 fs.141 Thanks to our accurate

time-zero calibration, the time resolution and the good statistics of our measurements, consider-

ing the instrument response function we obtain a more precise estimate of 30 6 3 fs.

Trajectory Surface Hopping simulations were performed to gain further insights into the

relaxation dynamics of the ethylene cation. The electronic properties (excitation energies, forces

and couplings among PES) are obtained in the framework of the Linear Response formulation

of the Time-Dependent Density Functional Theory (LR-TDDFT).47,48 TSH simulations were

carried out with the Newton.X package142 interfaced with GAUSSIAN G09. We concentrated

FIG. 10. (a) Sketch of the experimental setup: the high order harmonic radiation is recombined with the fundamental IR

(probe) pulses through a drilled mirror. (b) extreme ultra violet (XUV) excitation spectrum: a tin filter allows us to switch

between the full (solid magenta) and a filtered (dashed orange line) spectrum. (c) Left: cationic states (blue) reachable with

the XUV photon energies.138 Right: initial population of the cationic states.138 (d) D0, D1, D2, and D3 potential energy sur-

faces along the C-H stretch coordinate and the twist angle, calculated at the aLR-TDDFT/PBE0 level of theory with a

6–31** basis set on the ground-state geometry optimised geometries of the cation. The reference zero energy is the ground

state energy of the neutral molecule.
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FIG. 11. (a) Measured ion spectrum resulting from XUV photoionization of ethylene with the pump pulses of Fig. 1(b). (b)

Delay-dependent IR-induced relative charge in the yields. For improved readability, to some curves a vertical offset is

applied.
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our analysis on the four lowest cationic states (D0, D1, D2, and D3), which correspond to the

above-mentioned spectroscopic states ~X
2
B3u and ~A

2
B3g; ~B

2
Ag, and ~C

2
B2u. We use the 6–31G**

basis set on the LR-TDDFT/PBE0 level of theory and 200 TSH trajectories per excited state.

Initial geometries and velocities are obtained from Wigner distributions of the neutral ethylene

ground state.

Calculation of the cationic PES, as a function of the torsional angle s and one C-H stretch

coordinate and of the latter and of the C-C bond distance, evidences the presence of three D1-

D0 Conical Intersections (CIs) that can play a role in which of the possible final states (C2Hþ4
ground state, fragmentation) is reached by the system: a twisted CI (s¼ 90�), a bridged CI, and

a C-H elongated (dCI¼ 1.7 Å). The elongated and the bridged CI have already been suspected

to favour the H136 and the H2
134,135 loss.

Additional information can be extracted from the TSH dynamics. The temporal evolution

of different state populations is shown in Fig. 12. Our relaxation times are consistent with those

found in recent Ab Initio Multiple Spawning (AIMS) calculations initialised on the cation

geometry rather than on the neutral geometry as in the present work. The majority of the initial

population relaxes to the ground state within the first 50 fs after excitation. The averaged popu-

lation on D1 shows a distinct maximum after 
15–20 fs, then decays to the ground state.

The timescale of relaxation to D1 is in a good agreement with the 25 fs delay for the IR-

induced change in the main fragmentation channels. Assuming that the branching into different

channels occurs around the D1-D0 CIs, the IR pulse probes the presence of the nuclear wave

packet around these conical intersections, providing timing information on the relaxation.

Finally, Fig. 13 shows the distributions of C-H stretch coordinates and dihedral angles of

all hopping events for transitions between different PESs together with the initial excitation

geometry. The tail in the D1/D0 C-H histogram peaked at a C-H distance of 
1.7 Å and points

at the C-H elongated CI, reinforcing the assumption that this CI plays a significant role in the

breakup of one C-H bond.

FIG. 12. Calculated population of the four lowest cationic states as a function of the time, after selective excitation to D3,

D2, and D1 [panel (a)] and averaged over all the initial excitations [panel (b)].
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4. Ultrafast relaxation of transition metal complexes in solution:

Intersystem crossing (ISC)

The group of Chergui et al. has been using new methods to probe the nonadiabatic dynam-

ics in molecular systems, predominantly transition metal complexes, and the interplay between

charge, spin, and structural dynamics. The methods consist of ultrafast fluorescence up-

conversion, 2D UV143 and visible spectroscopies,144 X-ray spectroscopies,145 and photoelectron

spectroscopy,146,147 all of which were developed in the context of Molecular Ultrafast Science

and Technology (MUST), coupled with advanced theoretical simulations.

In a series of studies using fluorescence up-conversion, it was shown that in a large class

of organic and inorganic polyatomic molecules, electronic relaxation can proceed at extremely

fast time scales, often faster that the highest frequency vibrational modes of the system.148–153

Although the systems appear promptly in the lowest electronic states (i.e., electronic cooling is

immediate), the energy has been transferred impulsively to low frequency (usually optically

silent) modes.

Focusing on the much studied photoinduced spin cross-over (SCO) DS¼ 2 transition in

Fe(II) complexes, we determined its time scale using 2D UV spectroscopy at a high time reso-

lution and found that it occurs in 50 fs!154 This makes it the shortest time scale for the largest

spin change ever reported. Our studies on this and other complexes show that at ultrashort time

scales, there is no “heavy-atom effect” in intersystem crossing (ISC). Rather, density of states

(DOS) and structural dynamics additionally determine the speed of the ISC.153,155

Indeed, in the case of diplatinum complexes, the DOS is lower and the ISC rate too, but

surprisingly, a strong solvent effect was also observed on the ISC. The reason being that the

singlet (S)-triplet (T) transition is favoured by an intermediate state whose energetics are

strongly solvent dependent.156,157 In some solvents, the acceleration of the ISC is such that a

transfer of vibrational coherence was observed from the S to the T state for the first time. Such

transfers of vibrational coherence have been rationalized by quantum dynamics simulations in

the case of the copper-phenanthroline complex.158,159 These simulations were carried out in

FIG. 13. Hopping geometries for transition between different pairs of states. (a) Maximum C-H distance distributions and

(b) torsion angle distributions.
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relation to previous time-resolved X-ray absorption spectroscopy (XAS) experiments,160 and the

dynamics they unravel have been used as a basis to explore the observation of ultrafast nonadi-

abatic dynamics by X-ray methods.161 Such exploratory simulations have recently been

extended to organic molecules and the soft X-ray regime162,163 and they are related to the

recent work done within MUST by the W€orner and Wolf groups.

Polypyridine complexes of ruthenium(II) have been of major interest within the scientific

community due to their relatively low metal-to-ligand charge-transfer (MLCT) states, which

readily undergo electron transfer to suitable acceptors. The [Ru(bpy)3]2þ photophysical proper-

ties are strongly influenced by the solvent and thus a thorough understanding of its solvation

dynamics is vital to the rationalisation of photochemical behaviour. Moret et al.164 studied the

solvation effects of this cation in the first triplet 3MLCT state, using both a hybrid QM/MM

Car-Parrinello scheme and classical molecular dynamics. The trajectory analysis described

therein revealed that the first solvation sphere consists of chains of approximately 15 H-bonded

water molecules which intercalate between the bpy ligands, inducing a secondary solvation

sphere. Consequently, water residence time within the first solvation shell was computed to be

12.4 ps, which is significantly larger than the value of 4.5 ps computed for bulk water. These

observations support the experimentally observed “tight association” of water molecules to the

[Ru(bpy)3]2þ complex. Furthermore, it was found that the dipole of water molecules can easily

reorientate due to the one-dimensional arrangement of hydrogen bonds, which enables an effi-

cient and fast stabilisation of the 3MLCT state induced by photoexcitation.

The extensive use of group 8 metals as chromophores in light-harvesting dendritic poly-

mers and sensitisation of wide-band gap semiconductors exemplifies the importance of under-

standing the electron dynamics following a photoexcitation. The doorway state to charge sepa-

ration in [Ru(bpy)3]2þ is first its lowest singlet 1MLCT excited state. From here, it is known to

undergo an intersystem crossing (ISC) to a long-lived triplet state (3MLCT) with unity quantum

efficiency. However, despite the enormous importance of this photophysical process, there is

still a lack of understanding on the localisation dynamics of the resulting photoexcited electron

in the ligand system. Moret et al.165 used hybrid QM/MM Car-Parrinello molecular dynamics

to study the solvent-mediated electron localization and dynamics in the long-lived 3MLCT state.

In the gas phase, the unpaired electron is found to be delocalized over all three bipyridine units.

In contrast, the simulations of the water-solvated complex revealed a thermal-relaxation of the

complex and solvent-induced break of the coordination symmetry. This drives a spin-density

localization of the photoexcited electron onto predominantly two of the bipyridine units, con-

trary to the generally accepted idea of localization onto a single ligand. The low-energy barrier

spin density fluctuations among the ligands constituting this pair were determined to show a

characteristic time of approximately 0.5–1.0 ps. This indicates that a simple interligand electron

transfer (ILET) mechanism involving well localized ligand orbitals does not adequately describe

the photoexcitation process.

LR-TDDFT based surface hopping QM/MM simulations166–168 were applied to study the

ultrafast relaxation of the photoexcited singlet 1MLCT state of [Ru(bpy)3]2þ solvated in water.

Previous experiments have shown that after light irradiation, the complex relaxes within 100 fs

from a singlet 1MLCT to the long-lived triplet 3MLCT state, where it can be observed for sev-

eral hundred picoseconds. Indeed, the work summarised above focussed on the dynamics of the

long-lived triplet state, whereas here, the first steps of this photophysical process are of interest,

characterized by the nonadiabatic relaxation of the excited 1MLCT state and its crossing with

the lower lying 3MLCT states. The spin-orbit coupling t elements for the singlet-triplet crossing

were qualitatively estimated based on an analysis of the assignments of the excited states

involved, justified by the quantum yield of the 1MLCT-3MLCT ISC being close to unity. By

performing nonadiabatic dynamics from the first 1MLCT with large oscillator strength, such an

approximation uncovered that several intersystem crossing events can readily occur within

40–50 fs of dynamics, in good agreement with the experiment.

The [Ru(bpy)3]2þ complex (where bpy¼ 2,20-bipyridine or analogous a-diimines) is partic-

ularly redox reactive in solution and readily participates in electron transfer reactions. The sin-

glet ground state of [Ru(bpy)3]2þ is well characterized in this regard, with a well-established
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oxidation potential of 1.26 V vs. the standard hydrogen electrode (SHE). Conversely, the redox

activity of the triplet state was not well understood, and while the oxidization potential had

been estimated to be �0.86 V vs. the SHE, this was under the assumption that structural

changes and reorganisation in transitions between the triplet and singlet states are negligible.

Diamantis et al.,169 computed the redox properties of [Ru(bpy)3]2þ in both its 1MLCT singlet

and 3MLCT triplet states at the DFT/BP86 level. Here, the authors also attempt to quantify the

inaccuracy induced by using a QM/MM model vs. a full QM treatment, as standard QM/MM

approaches do not include polarization of the MM region by the QM region, which would

require a polarizable force field. Indeed, this work found that QM/MM simulations can predict

Helmholtz free energy changes for redox half-reactions that are in good agreement with values

obtained from a full QM treatment. Additionally, the authors found that the entropy change dur-

ing a singlet-triplet transition is 0.27 eV, which disagrees with a previously assumed estimate of

0.03 eV leading to an oxidization potential of �0.62 V for triplet [Ru(bpy)3]2þ.

The [ReX(CO)3(bpy)]nþ family of complexes, where X¼ halide or pseudohalide are nota-

ble examples of metal complexes that exhibit complex electronic structure features—their

valence space is composed of p-electron accepting CO and bpy ligands, with a p-electron

donating (pseudo)halide. The low-lying excited states for these complexes are expected to

exhibit a Re ! bpy and X ! bpy charge transfer (CT) character, which has led to them being

labelled as metal-ligand-to-ligand charge transfer (MLLCT) states. However, direct experimen-

tal evidence of this two-center transfer was previously lacking. In a work by Nahhas et al.,170

static and picosecond X-ray absorption spectroscopy (XAS) was used to probe the electronic

and geometric structure of ground and excited [ReX(CO)3(bpy)]nþ (X¼Etpy; n¼ 1, Cl, or Br;

n¼ 0). Additionally, DFT calculations were performed for the ground and excited states to

reproduce experimental X-ray absorption near edge (XANES) and extended X-ray absorption

fine structure (EXAFS) spectra, with an accurate reproduction of the Re L3-edge. When X¼Br,

the K-edge spectrum shows a strong solvent effect, due to the direct exposure of the Br ligand

to the environment. Additionally, the transient spectra at both the Re L3 and Br K-edges display

a pre-edge feature not observed in the ground state spectrum, and are attributed to electron

depletion from the HOMO following a photoexcitation. These features have very similar

dynamics, which confirms previous predictions that the low-lying states involve charge transfer

from both Re and X ligand, hence, are best described as MLLCT states. In another work,

Penfold et al.171 present a wavelet transform analysis for the x-ray absorption spectra of mole-

cules, which yields a 2D correlation plot in both R- and k-space. This permits the unambiguous

assignment of fine structure oscillations for complex systems. This was applied to both iron

hexacyanide in both its ferric and ferrous form, and the rhenium diimine complex mentioned

previously.

Related work investigating nonadiabatic effects in transition metal complexes can be found

in Refs. 160 and 172–176.

C. Nonadiabatic effects in vibrational dynamics

Also for purely vibrational problems in the electronic ground state, an adiabatic separation

of two sets of vibrational degrees of freedom is frequently applied,176–185 which leads to very

similar equations and pictures as the Born-Oppenheimer approximation for coupled electronic-

vibrational problems. Such an adiabatic separation is most meaningful when considering high-

frequency intramolecular vibrational modes of a molecule vs. low-frequency intermolecular

degrees of freedom. That situation occurs, for example, when two molecules dimerize via

hydrogen bonds or when a particular molecular group is solvated. When both high-frequency

and low frequency degrees of freedom are coupled, an adiabatic separation leads to the picture

of potential energy surfaces of the various vibrational quantum states of the high-frequency

modes as a function of inter-molecular configuration [Fig. 15(a)]. In hydrogen-bonded com-

plexes, the coupling between intra- and intermolecular degrees of freedom is particularly large,

hence, the tuning of those quantum states is large, so that they will likely cross and also form

vibrational conical intersections186,187 (vibrational conical intersections have also been identified
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in other molecular systems184,185). In the electronic case, conical intersections are the hallmark

of ultrafast photophysics and photochemistry.188 One may therefore assume that the same is

true in the vibrational case, i.e., that vibrational conical intersections are responsible for the

often observed very fast (100 fs) vibrational relaxation in hydrogen bonded systems189–191

together with sometimes very complex oscillatory features.192–195 Furthermore, the typical dis-

sociation energy of a hydrogen bond is in the same range as the intramolecular frequency of

the participating OH stretch vibration and speculations about IR induced photochemistry, i.e.,

hydrogen-bond breaking, appeared in literature.176,177,196

These ideas have been made explicit in Ref. 3, where we studied vibrational conical intersec-

tions and the quality of the adiabatic picture for the hydrogen-bonded HCO�2 � H2O complex. That

molecular system has been studied extensively in the gas-phase by Johnson and coworkers, reveal-

ing very peculiar IR spectra of the OH-stretch vibration of water.178,183,197 Figure 14(a) shows the

potential energy surfaces of the two local OH stretch vibrations and the bending vibration of water

as a function of the water rocking mode Q1, which is the inter-molecular degree of freedom that

tunes the energies of the high-frequency vibrational states the most. It can be seen that the two

OH stretch vibrations (shown in red and green) and the first overtone of the HOH bending vibra-

tion (shown in blue) have numerous crossings [note that Fig. 14(a) shows the diabatic potential

energy surfaces], which indeed evolve into conical intersections when considering the full dimen-

sionality of the inter-molecular degrees of freedom of the system.3 Based on these potential energy

surfaces, the vibrational energy relaxation pathways have been calculated after “vertical” excitation

into the OH stretch modes (that carry the oscillator strength), implicitly including all nonadiabatic

couplings (see Fig. 14). Somewhat surprisingly, the build-up of population of the first overtone of

the HOH bending vibration (j0; 0; 2i, shown in blue) is not faster than that of its fundamental

(j0; 0; 1i, shown in magenta), despite the fact that the latter is not connected to the initially

pumped OH stretch modes by any conical intersections. Hence, different to the electronic case,

vibrational conical intersections do not seem to be distinguished pathways of energy flow, sugges-

ting that the adiabatic approximation is in fact relatively poor to start with.

This finding might appear surprising in the light of the fact that the timescale separation of

inter- and intramolecular degrees of freedom in the purely vibrational case is quite similar to

that of vibrational and electronic degrees of freedom in the electronic case; a factor of 10–20 in

both cases. In a very sloppy way, it is often said that it is that timescale separation, which is

the condition for the adiabatic approximation to be good. However, a close inspection of Eqs.

FIG. 14. (a) Diabatic potential energy surfaces of the two local OH stretch vibrations of water (j1; 0; 0i in red and j0; 1; 0i
in green) and the fundamental (j0; 0; 1i in magenta) and the first overtone of the HOH bending vibration (j0; 0; 2i in blue)

as well as the ground state (j0; 0; 0i in black). The inter-molecular structures of the complex in the minima of the j0; 0; 0i
and j1; 0; 0i surfaces are shown. (b) Vibrational relaxation after a “vertical” excitation into the OH stretch modes, using the

same color code as in panel (a) for the various states. For symmetry reasons, the population of state j0; 1; 0i is the same as

that of j1; 0; 0i and is not shown. Adapted with permission from Hamm and Stock J. Chem. Phys. 143, 134308 (2015).

Copyright 2015 AIP Publishing LLC.
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(9) and (14) reveals that it is really the mass difference of the electron and nuclei that renders

the Born-Oppenheimer approximation good, and not the timescale separation per se; the time-

scale separation is only a consequence of the mass difference. In the electronic case, the mass

ratio is mel=mnuc � 10�4–10�5, while the ratio of reduced masses of high- vs. low frequency

modes is only�10�1 in the purely vibrational case. The timescale of a particular degree of free-

dom, in turn, scales as
ffiffiffiffiffiffiffiffiffi
m=k

p
(assuming a harmonic picture with k being a force constant). In

the electronic case with a mass ratio of � 10�4–10�5, the potentials are such that they actually

reduce the timescale separation from what would expected from a simple
ffiffiffiffi
m
p

dependence. In

contrast in the vibrational case, both the relatively small mass ratio and the potentials act in

concert—intermolecular forces are weaker than intramolecular forces—to reveal about the same

timescale separation as in the electronic case.

D. Nonadiabatic effects in ion-atom collisions

The collision of N2
þ ions with Ar atoms is a prototypical system to study ion-atom colli-

sions and charge transfer reactions. It might also be an example of a system where nonadiabatic

effects are important in order to understand the underlying dynamics. Previous experiments by

Schlemmer et al.198 on this system have uncovered an unusual behaviour regarding the rota-

tional relaxation of N2
þ ions. Since the (2

þ-Ar) complex has a large binding energy of 1.109

eV,199 collisions at low temperatures should proceed via a long-lived bound state. Since this

usually leads to statistical mixing of all accessible product channels, a quick redistribution of

rotational states can be expected. However, Schlemmer et al. found a very low rate coefficient

of kJ (90 K)¼ (1.4 6 0.4)� 1011 cm3s�1 for rotational relaxation, which implies that the con-

trary is true. Assuming that collisions occur at the Langevin rate kL¼ 7.4� 10�10 cm3s�1 , this

implies that the rotational state of N2
þ ions is conserved for about 49 out of 50 collisions with

Ar atoms (according to the Langevin model, a collision complex is formed if the collision

energy is sufficient to overcome the rotational barrier).198

Schlemmer et al. proposed that this unexpected result could either be explained as the con-

sequence of some hidden constants of motion leading to approximate selection rules, or by the

presence of additional barriers in the (N2
þ-Ar) potential energy surface (PES). They remark

that “detailed ab initio calculations and quantum mechanical treatment of the collision dynam-

ics at meV energies are required to conclusively answer the question.”198

Meuwly and co-workers200,201 constructed a state of the art (N2
þ-Ar) PES based on ab ini-

tio energies computed at the UCCSD(T)-F12a/aug-cc-VTZ level of theory using reproducing

kernel Hilbert space (RKHS) theory.202,203 The RKHS method has the appealing quality that it

exactly reproduces the given data, therefore allowing energy evaluations at practically ab initio

quality.200 In order to assess the importance of multireference effects, additional calculations at

the CASSCF/MRCIþQ level of theory were performed and it was concluded that UCCSD(T)-

F12a/aug-cc-VTZ is a sufficiently high level of theory.201 Quantum close-coupling calcula-

tions201 as well as quasi-classical trajectory (QCT) calculations201 were performed on the

RKHS-PES using conditions similar to those in the experiment by Schlemmer et al.198 The rate

coefficients for rotational relaxation obtained by the quantum and QCT calculations agree

favourably and range between 5.34� 10�10 cm3s�1 and 6.96� 10�10 cm3s�1.201 These rates

are in line with the expected quick redistribution of rotational states and suggest that more than

70% of collisions lead to a change of the rotational quantum state.

Due to the high quality of the PES and the agreement of quasi-classical and quantum

results, it is unlikely that the discrepancy to the experimentally observed rate is due to deficien-

cies of the applied computational methods. However, it is possible that the Born-Oppenheimer

approximation is not valid for the (N2
þ-Ar) complex and nonadiabatic effects are important in

the dynamics. This assumption is supported by the observation that the lowest excited elec-

tronic state of (N2
þ-Ar) is only energetically separated by about 700 cm�1 from the ground

state in the long range part of the N2
þþAr interaction (Fig. 15). In fact, the separation of the

electronic states is a function of the vibrational motion that N2
þ undergoes and therefore sug-

gests that a coupling between nuclear and electronic degrees of freedom might exist.201
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V. SUMMARY AND OUTLOOK

In this review, we have given an overview of a palette of nonadiabatic phenomena that

range from the nonadiabatic electron dynamics observed in time-dependent external fields, to

nonadiabatic processes in coupled electron-nuclear dynamics, to a generalization of the nonadi-

abatic concept to vibrational mode coupling. Although the examples we give originate from

very different fields, they share the intrinsic nature of nonadiabaticity induced by a time-

dependent change in systems with relatively slow degrees of freedom. As such, several of the

theoretical approaches that are discussed herein are general and can be applied to nonadiabatic

phenomena of different types or even motivate an extension of these methods to processes

(such as vibrational mode coupling) for which they are not routinely applied.
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39M. Wehrle, M. �Sulc, and J. Van�ıček, “Time-resolved electronic spectra with efficient quantum dynamics methods,”

Chimia 65, 334–338 (2011).
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122A. Humeniuk, M. Wohlgemuth, T. Suzuki, and R. Mitrić, “Time-resolved photoelectron imaging spectra from non-
adiabatic molecular dynamics simulations,” J. Chem. Phys. 139, 134104 (2013).

123R. Tempelaar, C. P. van der Vegte, J. Knoester, and T. L. C. Jansen, “Surface hopping modeling of two-dimensional
spectra,” J. Chem. Phys. 138, 164106 (2013).

124R. Tempelaar, F. C. Spano, J. Knoester, and T. L. C. Jansen, “Mapping the evolution of spatial exciton coherence
through time-resolved fluorescence,” J. Phys. Chem. Lett. 5, 1505–1510 (2014).

125K. E. Dorfman, B. P. Fingerhut, and S. Mukamel, “Broadband infrared and Raman probes of excited-state vibrational
molecular dynamics: Simulation protocols based on loop diagrams,” Phys. Chem. Chem. Phys. 15, 12348–12359
(2013).

126B. P. Fingerhut, K. E. Dorfman, and S. Mukamel, “Probing the conical intersection dynamics of the rna base uracil by
UV-pump stimulated-Raman-probe signals; ab initio simulations,” J. Chem. Theory Comput. 10, 1172–1188 (2014).

127A. S. Petit and J. E. Subotnik, “How to calculate linear absorption spectra with lifetime broadening using fewest
switches surface hopping trajectories: A simple generalization of ground-state Kubo theory,” J. Chem. Phys. 141,
014107 (2014).

128A. S. Petit and J. E. Subotnik, “Calculating time-resolved differential absorbance spectra for ultrafast pump-probe
experiments with surface hopping trajectories,” J. Chem. Phys. 141, 154108 (2014).

129A. S. Petit and J. E. Subotnik, “Appraisal of surface hopping as a tool for modeling condensed phase linear absorption
spectra,” J. Chem. Theory Comput. 11, 4328–4341 (2015).

130A. Nenov, A. Giussani, B. P. Fingerhut, I. Rivalta, E. Dumont, S. Mukamel, and M. Garavelli, “Spectral lineshapes in
nonlinear electronic spectroscopy,” Phys. Chem. Chem. Phys. 17, 30925–30936 (2015).

131Y. Tanimura and S. Mukamel, “Multistate quantum Fokker-Planck approach to nonadiabatic wave packet dynamics in
pump-probe spectroscopy,” J. Chem. Phys. 101, 3049–3061 (1994).
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136C. Sannen, G. Raşeev, C. Galloy, G. Fauville, and J. C. Lorquet, “Unimolecular decay paths of electronically excited
species. II. The C2H4

þ ion,” J. Chem. Phys. 74, 2402–2411 (1981).
137R. Locher, M. Lucchini, J. Herrmann, M. Sabbar, M. Weger, A. Ludwig, L. Castiglioni, M. Greif, M. Hengsberger, L.

Gallmann, and U. Keller, “Versatile attosecond beamline in a two-foci configuration for simultaneous time-resolved
measurements,” Rev. Sci. Instrum. 85, 013113 (2014).

138T. Ibuki, G. Cooper, and C. E. Brion, “Absolute dipole oscillator strengths for photoabsorption and the molecular and
dissociative photoionization of ethylene,” Chem. Phys. 129, 295–309 (1989).

139J. Berkowity, Atomic and Molecular Photoabsorption (Academic Press, London, 2015), pp. 442–458.
140Y. Kalambet, Y. Kozmin, K. Mikhailova, I. Nagaev, and P. Tikhonov, “Reconstruction of chromatographic peaks using

the exponentially modified Gaussian function,” J. Chemometrics 25, 352–356 (2011).
141J. van Tilborg, T. K. Allison, T. W. Wright, M. P. Hertlein, R. W. Falcone, Y. Liu, H. Merdji, and A. Belkacem,

“Femtosecond isomerization dynamics in the ethylene cation measured in an EUV-pump NIR-probe configuration,”
J. Phys. B: At., Mol. Opt. Phys. 42, 081002 (2009).

142M. Barbatti, M. Ruckenbauer, F. Plasser, J. Pittner, G. Granucci, M. Persico, and H. Lischka, “Newton-X: A surface-
hopping program for nonadiabatic molecular dynamics,” Wiley Interdiscip. Rev.: Comput. Mol. Sci. 4, 26–33 (2014).

143G. Aub€ock, C. Consani, F. van Mourik, and M. Chergui, “Ultrabroadband femtosecond two-dimensional ultraviolet tran-
sient absorption,” Opt. Lett. 37, 2337–2339 (2012).

144A. A. Haddad, A. Chauvet, J. Ojeda, C. Arrell, F. van Mourik, G. Aub€ock, and M. Chergui, “Set-up for broadband
Fourier-transform multidimensional electronic spectroscopy,” Opt. Lett. 40, 312–315 (2015).

145M. Chergui, “Time-resolved x-ray spectroscopies of chemical systems: New perspectives,” Struct. Dyn. 3, 031001
(2016).

146C. A. Arrell, J. Ojeda, M. Sabbar, W. A. Okell, T. Witting, T. Siegel, Z. Diveki, S. Hutchinson, L. Gallmann, U. Keller,
F. van Mourik, R. T. Chapman, C. Cacho, N. Rodrigues, I. C. Turcu, J. W. Tisch, E. Springate, J. P. Marangos, and M.
Chergui, “A simple electron time-of-flight spectrometer for ultrafast vacuum ultraviolet photoelectron spectroscopy of
liquid solutions,” Rev. Sci. Instrum. 85, 103117 (2014).

147J. Ojeda, C. A. Arrell, J. Grilj, F. Frassetto, L. Mewes, H. Zhang, F. van Mourik, L. Poletto, and M. Chergui,
“Harmonium: A pulse preserving source of monochromatic extreme ultraviolet (30-110 eV) radiation for ultrafast photo-
electron spectroscopy of liquids,” Struct. Dyn. 3, 023602 (2016).

148O. Br€am, F. Messina, A. M. El-Zohry, A. Cannizzo, and M. Chergui, “Polychromatic femtosecond fluorescence studies
of metal–polypyridine complexes in solution,” Chem. Phys. 393, 51–57 (2012).

149O. Br€am, C. Consani, A. Cannizzo, and M. Chergui, “Femtosecond UV studies of the electronic relaxation processes in
cytochrome c,” J. Phys. Chem. B 115, 13723–13730 (2011).

150O. Br€am, F. Messina, E. Baranoff, A. Cannizzo, M. K. Nazeeruddin, and M. Chergui, “Ultrafast relaxation dynamics of
osmium–polypyridine complexes in solution,” J. Phys. Chem. C 117, 15958–15966 (2013).

151F. Messina, E. Pomarico, M. Silatani, E. Baranoff, and M. Chergui, “Ligand-centred fluorescence and electronic relaxa-
tion cascade at vibrational time scales in transition-metal complexes,” J. Phys. Chem. Lett. 6, 4475–4480 (2015).

152E. Pomarico, M. Silatani, F. Messina, O. Braem, A. Cannizzo, E. Barranoff, J. H. Klein, C. Lambert, and M. Chergui,
“Dual luminescence, interligand decay, and nonradiative electronic relaxation of cyclometalated iridium complexes in
solution,” J. Phys. Chem. C 120, 16459–16469 (2016).

061510-32 Bircher et al. Struct. Dyn. 4, 061510 (2017)

https://doi.org/10.1021/jp311668r
https://doi.org/10.1063/1.4820238
https://doi.org/10.1063/1.4801519
https://doi.org/10.1021/jz500488u
https://doi.org/10.1039/c3cp51117k
https://doi.org/10.1021/ct401012u
https://doi.org/10.1063/1.4884945
https://doi.org/10.1063/1.4897258
https://doi.org/10.1021/acs.jctc.5b00510
https://doi.org/10.1039/C5CP01167A
https://doi.org/10.1063/1.467618
https://doi.org/10.1063/1.4896735
https://doi.org/10.1016/0301-0104(83)85091-5
https://doi.org/10.1021/jz500352x
https://doi.org/10.1021/jz500352x
https://doi.org/10.1016/S0009-2614(98)01115-4
https://doi.org/10.1063/1.441361
https://doi.org/10.1063/1.4862656
https://doi.org/10.1016/0301-0104(89)85002-5
https://doi.org/10.1002/cem.1343
https://doi.org/10.1088/0953-4075/42/8/081002
https://doi.org/10.1002/wcms.1158
https://doi.org/10.1364/OL.37.002337
https://doi.org/10.1364/OL.40.000312
https://doi.org/10.1063/1.4953104
https://doi.org/10.1063/1.4899062
https://doi.org/10.1063/1.4933008
https://doi.org/10.1016/j.chemphys.2011.11.022
https://doi.org/10.1021/jp207615u
https://doi.org/10.1021/jp405362e
https://doi.org/10.1021/acs.jpclett.5b02146
https://doi.org/10.1021/acs.jpcc.6b04896


153M. Chergui, “Ultrafast photophysics of transition metal complexes,” Acc. Chem. Res. 48, 801–808 (2015).
154G. Aub€ock and M. Chergui, “Sub-50-fs photoinduced spin crossover in [Fe(bpy)3]2þ,” Nat. Chem. 7, 629–633 (2015).
155M. Chergui, “On the interplay between charge, spin and structural dynamics in transition metal complexes,” Dalton

Trans. 41, 13022–13029 (2012).
156R. Monni, G. Capano, G. Aub€ock, H. Gray, I. Tavernelli, A. Vleck, and M. Chergui (unpublished).
157R. Monni, G. Aub€ock, D. Kinschel, K. Aziz-Lange, H. Gray, A. Vlček, and M. Chergui, Chem. Phys. Lett. 683,
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