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Abstract. With the rapidly increasing size of digitized and born-digital
multimedia collections in archives, museums and private collections, man-
ually curating collections becomes a nearly impossible task without dis-
regarding large parts of the collection. In this paper, we propose the
use of Self-Organizing Maps (SOMs) to automatically generate coherent
image galleries that allow intuitive, user-driven exploration of large mul-
timedia collections in virtual reality (VR). We extend the open-source
VR museum VIRTUE to support such exhibitions and apply it on differ-
ent collections using various image features. A successful pilot test took
place at the Basel Historical Museum with more than 300 participants.
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1 Introduction

Digital multimedia collections have been growing rapidly over the past decades,
both due to the increasing availability and affordability of devices for digital
capture, and the growing efforts to digitize existing multimedia collections, es-
pecially in the cultural heritage domain. While the size and number of such
digital collections is increasing at a rapid pace, methods to organize, manage
and explore such collections struggle to keep up with the size and diversity of
these data. Especially in the context of museums and archives, manually curating
such collections for exhibitions or presentations becomes infeasible very quickly
with growing size. Moreover, such digital collections are often far too large to be
viewed by a person within reasonable time, much less to be displayed within the
physical space available to a museum or archive, leading to only a small subset
of the collection being shown and some artifacts never being included at all.

To allow large multimedia collections to be displayed even in small physical
spaces, a number of digital-only exhibition solutions have been developed, some,
such as the VIRTUE [4] virtual museum, in virtual reality (VR). In this work,
we extend the VIRTUE project with the functionality to automatically and
interactively generate galleries of coherent images using Self-Organizing Maps
(SOMs) [7] for exploration in VR. In May 2022, the VIRTUE system presented
here was successfully trialed by the general public in a large-scale deployment at
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the Basel Historical Museum1 at the Basel Museum Night2. Furthermore, it was
featured at Fantasy Basel 20213, one of Europe’s largest conventions for popular
culture. The contribution of this paper is twofold: first, we show how SOMs can
be leveraged to automatically create thematic exhibition rooms and second, we
report on a practical deployment of the system in a real museum.

2 Related Work

Virtual museums and even museums in VR, such as [5] and the open-source VR
museum VIRTUE [4] on which our approach is based, have been developed and
investigated for many years. Recent advances in machine learning have allowed
for the extraction of content-based semantic feature representations. While there
is no existing work on the application of such methods in the realm of virtual
museums, such methods have already been used in the context of archives and
museums. One such application is described in [1]. This work uses a semantic
feature extraction to cluster images and visualize them through a scatterplot
and an image path through the feature space.

3 System Architecture

The open-source system VIRTUE4 [4], consists of a VR-frontend, Virtual Real-
ity Exhibition Presenter (VREP), an admin frontend, Virtual Reality Exhibition
Manager User Interface (VREM-UI) and the backend, Virtual Reality Exhibi-
tion Manager (VREM). In order to support content-based automatic exhibition
generation, we rely on the open-source content-based multimedia retrieval sys-
tem vitrivr [8]. More specifically, we employ its retrieval engine Cineast [3] and
the storage layer Cottontail DB [2].

As illustrated in Figure 1, Cineast and Cottontail DB expand the existing
backend. VIRTUE’s frontend VREP and its backend VREM communicate over
a REST API provided by VREM using Javalin5. The REST API of VREM,
likewise the one of Cineast, provide OpenAPI specifications in order to easily
generate corresponding clients. Connections to the storage layers of VREM and
Cineast are provided over a dedicated MongoDB Java Driver and gRPC respec-
tively. VREP receives exhibition information from VREM and builds the VR
experience on the fly. Previously, VIRTUE only supported static exhibitions,
which had to be manually created by users using VREM-UI. In this work, we
expand the capabilities of VIRTUE to support dynamically generated exhibi-
tions as well. Storage and management of exhibitions is performed in VREM, as
well as the interface to Cineast for dynamically generated exhibitions using the
means outlined in the following sections.
1 https://www.hmb.ch/en/
2 https://museumsnacht.ch/en/
3 https://www.fantasybasel.ch/en
4 https://github.com/VIRTUE-DBIS
5 https://github.com/tipsy/javalin
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Fig. 1. The architecture of VIRTUE including the extension allowing automatic im-
age gallery generation. Notable interfaces are the two OpenAPI powered REST APIs
provided by Cineast and VREM. While the former enables automatic exhibition gen-
eration the latter is required in order to display the generated exhibition in VR.

4 Automatic Collection Generation

VIRTUE allows the automatic generation of subsets from an image collection
in the form of virtual museum rooms with images being represented by framed
exhibits. Much like in an actual museum, the images are not randomly chosen
and arranged, but placed in a coherent fashion based on the parameters and
features chosen by the user. In order to dynamically generate exhibitions and
exhibition rooms, VIRTUE relies on features previously extracted by Cineast
and a simple form of the Self-Organizing Map (SOM) algorithm [7].

4.1 Self-Organizing Maps

The SOM, as described by [7], is a type of unsupervised artificial neural network
used for dimensionality reduction while maintaining the topological structure of
the training data. When trained, it can be used for clustering and data visualiza-
tion, with samples assigned to nodes in close proximity on the grid being closer
in their original vector space than samples assigned to distant nodes. Every node
of a SOM grid contains a weight vector of the same dimensionality as the input
data, in our case a feature vector of an image. We denote these weights for the
i-th node ni in the grid with mi. The grid is presented with one sample x at
each distinct time step t during the training phase and nodes compete for each
sample. The winning node holds the weight vector with the smallest Euclidean
distance to the sample. Its index c in the grid can thus be determined as follows:

c = argmin
i

∥x(t)−mi(t)∥ (1)

Once the winning node has been declared, the weights of all nodes are up-
dated prior to the next time step t+1 by adjusting a node’s weight by a fraction
of its difference to the sample. The respective fraction is determined by a neigh-
borhood function hci, which assigns a scalar to node ni based on its distance
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to the winning node nc on the grid. The further away a node ni is from the
winning node nc, the smaller the value returned by hci is. Nodes with larger
distances that are not in the neighborhood of the winning node are thus affected
less by the current sample and may not have their weight updated at all. Using
the neighborhood function, the weights of each node can the be updated prior
to the next iteration t+ 1:

mi(t+ 1) = mi(t) + hci(t) [x(t)−mi(t)] (2)

The number of iterations required for convergence depends on the feature
vectors, the grid size, and the neighborhood function at hand. When trained, the
map can be used for classification and clustering by letting the nodes compete
and assigning the sample to the winning node, similar to the process in the
training phase. The grid topology of the SOM is chosen based on the desired
dimensionality reduction of the input data.

4.2 From SOM to Exhibition

VIRTUE currently generates quadratic and rectangular rooms, consisting of four
walls, a floor, and a ceiling. The pictures featured in each room are, by default,
arranged in a single row on each wall. To obtain a clustering that is coher-
ent within this room architecture, we arrive at an evenly spaced, circular, one
dimensional grid projected onto a cylinder, which defines the topology of the
SOM to be trained to cluster and arrange the image collection. To respect these
constraints, a two-dimensional toroidal grid that wraps on the vertical axis, es-
sentially representing a bottom- and top-less cylinder, is used by choosing an
appropriate neighborhood function. When trained, all images in the collection
are clustered on the grid, such that each image is assigned to the closest grid
node. For each node the closest image is chosen as representative image for the
respective cluster and is displayed in the generated exhibition room. Ultimately,
in doing so, the coherent representation of the collection is established, as close
images are topically related while images across the exhibition room are only
related in so far, as they belong to the same collection.

To illustrate this approach, Figure 2 shows a SOM trained on a simple color
feature from a collection of beach images6 generated using the method presented
in [6]. This 1× 16 grid was trained with a wrapping neighborhood function and
shows the layout of the 16 nodes and their representative images on the walls in
a single exhibition room. As all images that were used in the generation process
have been assigned to one of the nodes and are thus represented by a node’s
representative image, additional SOMs can be recursively generated for each
node. This results in users being able to select one of the images in the room
and generate a sub-room with images that were also assigned to this node to
further explore the collection.

6 https://thisbeachdoesnotexist.com/
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Fig. 2. An example of a 1 × 16 SOM grid trained on color features of beach images
and mapped to the exhibition room with four images per wall. Images close to each
other exhibit similar color regions and a smooth transition around the room occurs,
e.g., with the beach and forest being on the left side on the eastern wall and slowly
shifting over to the right side on the Southern and Western wall.

4.3 Features

We have tested our method on a number of different combinations of image
collection and feature vector. The features we have found to work best for the
purpose of automatic coherent collection generation are an average color grid
feature and a deep learning based semantic image content feature.

The average color grid feature consists of a vector containing the average color
values sampled from an image in an 8 × 8 grid. Despite being rather simple, it
results in visually coherent exhibitions (cf. Figure 2), especially for collections
of images containing diverse and saturated colors. This feature is not suitable to
generate coherent exhibitions for all collections, in particular collections of cul-
tural heritage collections (e.g., the ones from the Swiss Society for Folk Studies7
used in our evaluations), where images only have muted color or no color at all.

As a deep learning based semantic image feature, we use the visual-text co-
embedding originally developed for multimedia retrieval, which is described in
more detail in [9]. Trained to embed images and associated text descriptions into
a common vector space such that semantically similar inputs are close together,
this feature extracts a semantic representation from the content of an image. Us-
ing this feature, the generated exhibitions exhibit a coherence based on semantic
image content, which lends itself well also to gray scale image collections and
those with muted colors. As seen in Figure 3, this feature allows for a clustering
more focused on the semantic content of the images and, as a result, allows users
to explore the collection based on thematic rather than purely visual similarity.
7 https://archiv.sgv-sstp.ch
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Fig. 3. A generated room for the SGV_10 collection of digitized cultural heritage
images provided by the Swiss Society for Folk Studies. Portraits, pictures of multiple
people and images featuring landscapes are coherently grouped together.

5 Discussion and Conclusion

In this paper, we proposed the use of SOMs to automatically generate coher-
ent image galleries in VR, that allow for hierarchical exploration of an image
collection, and extended the open-source VR museum VIRTUE to support dy-
namically generated coherent image galleries. Using a simple color feature and
a semantic image feature based on deep learning, the approach has been ap-
plied to two converse image collections featuring thousands of images. With
the topology-preserving nature of the SOM, visually and semantically coherent
exhibition rooms were generated in both cases.

The implementation was tested with two image collections, one consisting of
10’000 computer generated images and the other consisting of 6’461 digitized
cultural heritage photographs. Our experiments show that while exhibitions can
be pre-generated using this method, our implementation is powerful enough to
be used for real-time generation, even for large collections. At the Basel Museum
Night 2022, we successfully presented the virtual museum to the general public
in the premises of a real museum, the Basel Historical Museum, with digitized
artworks from this museum. During the event, more than 300 participants had
the chance to explore the SOM-generated thematic exhibition rooms.

While our findings are very promising, further research is necessary to develop
better methods to generate dynamic and interactive exhibitions from large image
corpora and to make them appropriately accessible in VR. Further work is needed
especially for personalizing generated exhibitions based on user preferences.
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