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ABSTRACT

The photodissociation dynamics of N+3 excited from its (linear) 3Σ−g /(bent) 3A′′ ground to the first excited singlet and triplet states is investi-
gated. Three-dimensional potential energy surfaces for the 1A′, 1A′′, and 3A′ electronic states, correlating with the 1Δg and 3Πu states in linear
geometry, for N+3 are constructed using high-level electronic structure calculations and represented as reproducing kernels. The reference
ab initio energies are calculated at the MRCI+Q/aug-cc-pVTZ level of theory. For following the photodissociation dynamics in the excited
states, rotational and vibrational distributions P(v′) and P( j′) for the N2 product are determined from vertically excited ground state distri-
butions. Due to the different shapes of the ground state 3A′′ potential energy surface and the excited states, appreciable angular momentum
j′ ∼ 60 is generated in diatomic fragments. The lifetimes in the excited states extend to at least 50 ps. Notably, results from sampling initial
conditions from a thermal ensemble and from the Wigner distribution of the ground state wavefunction are comparable.

© 2022 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0085081

INTRODUCTION

Many important processes occurring in the Earth’s atmosphere
involve nitrogen-containing species as it is the most abundant ele-
ment in the medium. Among these are charge transfer processes
such as N(4S) + N+2 (X2Σ+g ) ↔ N+(3P) + N2(X1Σ+g ) that proceed
via the formation of the N+3 radical cation. An early study utilized
the complete active space self-consistent field (CASSCF) approach
and multireference configuration interaction (MRCI) method to
calculate vertical excitation energies and specify the collinear dis-
sociation paths of the electronically excited states of the N+3 ion.1
Given its importance in a variety of atmospheric reactions, the
photodissociation dynamics of the N+3 ion warrants a detailed
investigation.

Reactions involving N+3 are relevant in air plasmas at elevated
temperatures. Under such conditions, N+3 can serve as an N+ donor
to species, such as NO, O2, SO2, N2O, CO2, or CO.2–5 Thus, decom-
position of N+3 into N+ + N2 is of particular relevance in view of
the general reaction scheme N+3 + M → NM+ + N2 with subse-
quent decomposition of NM+. Species of particular importance that
are formed through N+ transfer reactions are NCO+ (N+3 + CO

→ NCO+ + N2) and NCO+2 (N+3 + CO2 → NCO+2 + N2).2 Further-
more, N+3 and N+4 have been suggested to be the most abundant
nitrogen-containing ions in the lower atmosphere of Titan where
N+3 drives several reactions involving CH4, C2H2, or C2H4 through
N+ atom transfer.6

Photodissociation reactions are induced by the absorption of
one or more photons by a chemical species, which then dissociates to
form products. In a typical photolytic reaction, a reactant ABC with
internal energy Eint absorbs a photon with energy hν to form a tran-
sient activated complex [ABC]∗, which can undergo several types of
primary photochemical processes followed by secondary processes.
One possible outcome is the subsequent dissociation of [ABC]∗ into
A + [BC]∗ where the product BC molecule is formed in a variety of
excited quantum states whose population depends on the available
energy and the dynamical details of the dissociation process

ABC hν→ [ABC]∗ → A + [BC]∗. (1)

A dynamics study for a chemical reaction usually begins with the
generation of an accurate potential energy surface (PES) for the
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species. For the system of interest, one- and two-dimensional sec-
tions through the three-dimensional PESs for the ground and elec-
tronically excited states have been previously determined at different
levels of theory.1,7,8 In addition, one- and three-dimensional PESs
for cyclic-N+3 were determined,9–11 and the vibrational levels of up
to ∼2 eV were computed.10,11 Finally, ab initio MD simulations for
the vibrational spectra of linear and cyclic N+3 have been carried
out.12 These studies were concerned with the lower vibrational states
on the ground state PES. However, a full-dimensional PES for the
electronic ground state has only become available recently.13

The construction of high-dimensional PESs is a challenging
problem for which machine learning-based approaches, such as
neural networks or kernel-based methods, have found wide appli-
cability in recent times.14–17 One such method, rooted in the theory
of reproducing kernel Hilbert spaces (RKHSs),18 is suitable for
obtaining reliable PESs. For this, a training set of data is gener-
ated using electronic structure calculations, which is then used to
“train” the algorithm to produce a continuous surface by interpo-
lating smoothly between the data points. Here, this “training set”
constitutes the total electronic energy evaluated at various configura-
tions using high-level electronic structure calculations. This method
was utilized in previous work for the construction of an accurate PES
for the ground state of N+3 at the multi reference configuration inter-
action (MRCI) level of theory.13 A similar methodology has been
followed for the construction of high quality PESs for other triatomic
species, such as the [CNO] system,19 N−3 ,20 and NO2.21 In the current
work, the focus is on those excited states of the N+3 cation, that are
expected to be accessible during photoexcitation. Photodissociation
reactions of the N+3 ion involve transitions between the 3Σ−g (3A′′

in bent geometry) ground state and energetically accessible excited
states. The 1A′, 1A′′, and 3A′ excited states of N+3 are expected to play
a role in dynamical processes owing to their energetic proximity to
the ground state (3Σ−g ).

The present work is structured as follows. First, the methods are
presented. Next, the quality of the PESs is discussed and the results
from the dynamics simulations for photoexcitation to the 3A′ and
the two singlet states are reported. Next, simulations starting from
sampling the Wigner distribution of the ground state wavefunction
are compared with the more conventional thermal initial conditions.
Finally, the results are discussed and conclusions are drawn.

METHODS

First, the methods for generating and representing the potential
energy surfaces are summarized. Following this, the quasi-classical
trajectory (QCT) and quantum simulations for studying
N+3 → N2 + N+ photodissociation are described.

The N+3 potential energy surfaces

The three-dimensional PESs for the 1A′, 1A′′, and 3A′ states of
N+3 were computed at the multireference configuration interaction
singles and doubles (MRCISD)22,23/aug-cc-pVTZ24 level of theory
with the Davidson quadruples correction25 (MRCISD+Q) based on
a CASSCF26–29 reference wavefunction. In addition, the 2D PES at
rNN = 2.25 a0 (see below) for the 23A′′ state was determined. All
electronic structure calculations were carried out using the Mol-
pro 2019.1 program.30,31 The active space included the full valence

space, which amounts to 14 electrons in 12 valence orbitals, i.e.,
CASSCF(14,12). State-averaged (SA) calculations were carried out
using eight states in total, including the two lowest states of each
symmetry, i.e., 11A′ and 21A′, 11A′′ and 21A′′, 13A′ and 23A′, and
13A′′ and 23A′′ symmetries.

For the electronic structure calculations, the grid was defined
in Jacobi coordinates (R, r, θ), whereby r is the separation between
nitrogens N1 and N2, R is the distance between N3 and the center of
mass of N1 and N2, and θ is the angle between r⃗ and R⃗; see Fig. 2.
The grid includes distances r ∈ [1.55, 4.00] a0, R ∈ [1.5, 10.0] a0, and
θ ∈ [0, 180○] from a seven-point Legendre quadrature. The products
of the photodissociation reaction of N+3 are N2 and N+. Thus, the
energy of the system for E(R→∞, r) is the sum of the energies of
the dissociation products. In the following, the “zero” of energy is set
to this value according to V(R, r, θ) = E(R, r, θ) − E(R→∞, r).

For the dynamics simulations, the energies on the grid are
most conveniently represented in a way that allows for evaluation
of energies and analytical gradients for arbitrary conformations.
Here, a reproducing kernel Hilbert space (RKHS) representation is
employed.14,18 According to the representer theorem,32 a function
f (x) for which values f (xi) are given for arguments x can always be
approximated as a linear combination,

f (x) ≈ f̃ (x) =
N

∑
i=1

αiK(x, xi). (2)

Here, K(x, x′) is a kernel function and αi are the coefficients
to be determined from matrix inversion. If the inner product
⟨ϕ(x), ϕ(x′)⟩ can be written as K(x, x′), the function is called a
reproducing kernel of a Hilbert space H.33

Here, reciprocal power decay kernel polynomials are used for
the radial coordinates. For the R-coordinate kernel functions (k[n,m])
with smoothness n = 2 and asymptotic decay m = 4,

k[2,4](x, x′) = 2
15

1
x5>
− 2

21
x<
x6>

(3)

are employed, while n = 2 and m = 6 are used for the r dimension,

k[2,6](x, x′) = 1
14

1
x7>
− 1

18
x<
x8>

. (4)

In both expressions, x> and x< are the larger and smaller values of
x and x′, respectively. Such a kernel smoothly decays to zero, giving
the correct long-range behavior for atom–diatom-type interactions.
For the angle θ, a Taylor spline kernel is used,

k[2](z, z′) = 1 + z<z> + 2z2
<z> −

2
3

z3
<. (5)

Here, z> and z< are the larger and smaller values of z and z′,
respectively, and z is defined as

z = 1 − cos θ
2

, (6)

with z ∈ [0, 1]. A combination of the three one-dimensional kernels
leads to

K(x, x′) = k[2,4](R, R′)k[2,6](r, r′)k[2](z, z′), (7)
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where x, x′ are (R, r, z) and (R′, r′, z′), respectively. The coefficients
αi and the RKHS representation of the PES are evaluated by using a
computationally efficient toolkit.14

The global reactive PES for each excited electronic state is
constructed by smoothly connecting the three PESs for the three
symmetry-equivalent reaction channels using a switching function,

V(r) =
3

∑
j=1

ωj(rj)Vj(r), (8)

where the switching function ωj has the following exponential form:

ωi(r) =
e−(ri/ρj)2

∑3
j=1 e−(rj/ρj)2 . (9)

Such a mixing using normalized weights is akin to that used in
multi-surface reactive MD.34,35 The mixing parameters ρj for each
channel are obtained using least-squares fitting. For the 3A′′ ground
state of N+3 , the switching parameters are ρ = (0.65, 0.65, 0.65) a0.13

The root mean squared error between the two sets of data is
∼0.8 kcal/mol (0.034 eV) over the entire range of reference energies
considered. Similarly, reactive PESs were constructed for the 1A′,
1A′′, and 3A′ excited states. For the 1A′ state, the switching parame-
ters are ρ = (1.0, 1.0, 1.0) a0 with an root mean square error (RMSE)
of ∼0.6 kcal/mol (0.026 eV). For the 1A′′ state, the switching para-
meter was ρ = (1.03, 1.03, 1.03) a0 with an RMSE of ∼0.6 kcal/mol
(0.026 eV), and for the 3A′ state, a switching parameter of ρ =
(0.75, 0.75, 0.75) a0 yielded an RMSE of ∼0.06 kcal/mol (0.003 eV)
for the global reactive PES.

Quasi-classical trajectory simulations

The QCT simulations used in the present work have been
extensively described in the literature.19,36–38 Here, Hamilton’s equa-
tions of motion are solved using a fourth-order Runge–Kutta
numerical method. The time step was Δt = 0.05 fs, which guaran-
tees conservation of the total energy and angular momentum, and
the mass of the nitrogen atom was mN = 14.003 074 amu.

For the photodissociation simulations, structures in the vicin-
ity of the 3A′′ ground state PES and velocities were generated by
drawing from a Maxwell–Boltzmann distribution at temperatures

between 500 and 3000 K. At every temperature, 500 000 initial con-
ditions were generated and propagated on the ground state PES, and
the final positions and velocities were saved. The temperatures were
chosen such as to bracket the zero point energy on the 3A′′ ground
state PES, which is at 1421 cm−1, corresponding to ∼2000 K. For a
view of the ensemble of structures, see Fig. S1. Following this, the
entire population is projected vertically to the excited state PESs.
Trajectories on the excited state PESs are run until dissociation into
products occurs, which is defined as R > 20 a0 or for a maximum of
50 ps. Configurations initially located around the ground state min-
ima land in the vicinity of a potential well when projected onto the
3A′ PES. Subsequent trajectories are initially confined in the region
around the minima before dissociating into products. Examples
for photodissociating trajectories from initial velocities generated at
1000 K on the 3A′ PES are shown in Fig. S2.

The product ro-vibrational states are determined following
semiclassical quantization. Since the ro-vibrational states of the
product diatom are continuous numbers, the states need to be
assigned to integer quantum numbers for which a Gaussian binning
(GB) scheme was used. For this, Gaussian weights centered around
the integer values with a full width at half maximum of 0.1 were
used.38–40 It is noted that using histogram binning (HB) was found
to give comparable results for a similar system.19

Bound vibrational states for electronically excited
states of N+3

The vibrational energy levels supported by the singlet excited
state PESs are computed using the DVR3D suite of codes.41 For this,
the nuclear time-independent Schrödinger equation is solved over
a discrete grid in Jacobi coordinates (R, r, θ). In this method, the
three internal coordinates are treated in a discrete variable represen-
tation (DVR). The angular coordinate is represented as a 56-point
DVR based on the Gauss–Legendre quadrature, and the radial coor-
dinates utilize a DVR based on Gauss–Laguerre quadratures with
72 points along R and 48 points along r. The angular basis func-
tions are Legendre polynomials, and the radial basis functions are
Laguerre polynomials. For the 3A′ PES, the states predissociate due
to the double-well structure of the surface; see Fig. 1.

For the radial degrees of freedom, a DVR41 based on
Morse-oscillator-like functions was used. The optimized Morse

FIG. 1. One-dimensional sections of the three-dimensional PESs of the ground and excited states of N3
+. All cuts are taken at r = 2.25 a0, and the values of the angle θ

are indicated at the top of each plot. For linear N3
+
(θ = 0), the ground state (3A′′) correlates with the 3Σ−g state, the two 1A states (1A′ and 1A′′, degenerate in linear

geometry) correlate with the 1Σ+g state, and 3A′ and 23A′′ correlate with the 3Πu state.
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parameters for the grid in r for the 1A′ state are re = 2.50 a0,
De = 0.32 Eh, and ωe = 0.006 Eh and Re = 3.4 a0, De = 0.15 Eh, and
ωe = 0.0015 Eh for R. With these parameters, the r grid for 1A′

extends from 1.49 to 3.46 a0, while the R grid ranges from 1.20
to 5.51 a0. The corresponding Morse parameters for the 1A′′

state are re = 2.45 a0, De = 0.32 Eh, and ωe = 0.0065 Eh along r and
Re = 3.5 a0, De = 0.15 Eh, and ωe = 0.0015 Eh for R. The r grid is from
1.48 to 3.36 a0, while the R grid spans 1.30–5.61 a0. For the determi-
nation of the rotational levels, the body-fixed z axis is oriented along
R. The corresponding vibrational wavefunctions obtained as ampli-
tudes over a discrete grid in Jacobi coordinates are transformed to
symmetric (RN1N2 + RN2N3)/

√
2, asymmetric (RN1N2 − RN2N3)/

√
2,

and bending coordinates∠N1N2N3 using a Gaussian kernel-based
interpolation method. Here, the triatomic is denoted as N1–N2–N3.
This transformation allows for the approximate assignment of the
wavefunctions using quantum numbers obtained by counting the
nodal planes along each coordinate.

RESULTS

The potential energy surfaces of the excited states

In the following, the quality and topology of the excited state
PESs determined in the present work are described. The 13A′′

ground state PES, correlating with the 3Σ−g state in linear geometry
and dissociating to N+(3P) + N2(X1Σ+g ), was already discussed in
earlier work.13 Next, up in energy are the 1A′ and 1A′′ states (see the
left panel of Fig. 1), which are degenerate for θ = 0, correlate with
the 1Δg state, and dissociate to N+(1D) + N2(X1Σ+g ). Upon bend-
ing away from the linear structure, the degeneracy is lifted and two
states—1A′ and 1A′′—emerge, as is shown in the middle and right
panels of Fig. 1. The overall shapes of the two PESs for the 1A states
follow that of the 3A′′ ground state PES.

At yet higher energy and most relevant for the photodissocia-
tion dynamics considered later are the 3A′ and 23A′′ states, which

FIG. 2. Two-dimensional contour plots
for the PESs of the 13A′′ ground state
(3Σ−g for linear N3

+, lower left panel), the
two 1A states (1A′, middle left panel and
1A′′, middle right panel) corresponding
to the 1Δg state in the linear structure,
and the two 3A states (3A′, upper left
panel and 23A′′, upper right panel) cor-
relating with the 3Πu state. In all panels,
the N1–N2 diatomic separation is fixed
at r = 2.25 a0. The asymptote for the
triplet states is EN2

+ EN+(3P), and for
the singlet states, it is EN2

+ EN+(1D). All
energies are reported in eV. The bottom
right panel shows the Jacobi coordinates
(R, r , θ) used for describing the three-
dimensional PESs for N3

+. The vector r⃗
is the N1–N2 separation, R⃗ is the separa-
tion between N3 and the center of mass
of N1–N2, and θ is the angle between the
two distance vectors.
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correlate with the 3Πu state in linear geometry. Both states disso-
ciate to N+(3P) + N2(X1Σ+g ), i.e., they have the same asymptote as
the 13A′′ (3Σ−g ) ground state. The 3A′ state has a double minimum
PES with a first minimum at R = 3.365 a0, which is higher in energy
than the corresponding N2(1Σ+g ) + N+(3P) asymptote by 0.328 eV
and separated from it by a barrier of 2.351 eV in the linear configu-
ration; see Fig. 1. This double-well structure of the PES disappears
upon bending of the N+3 molecule and leads to a repulsive PES
for a T-shaped structure; see the right-hand panel of Fig. 1. Thus,
3Πu ← 3Σ−g excitation of linear N+3 from the ground to the excited
state is expected to lead to pronounced angular dynamics also
because the structure with θ = 45○ in the region of the excitation
(R ∈ [3, . . . , 4] a0) is lower in energy than for the linear conforma-
tion; see the middle panel of Fig. 1. For the 23A′′ state, the 1D cuts
resemble the 3A′ state for the linear and θ = 45○ geometries. For the
T-shaped conformation, there is a local minimum at R = 2.384 a0.
For R > 3 a0, the 3A′ and 23A′′ states overlap again. Because the
geometry of the 3A′′ ground state is linear, photoexcitation to the
triplet states is expected to primarily populate regions around θ = 0.

The vertical excitation energies for the 1Δg ←3Σ−g and the
3Πu ← 3Σ−g transitions have been determined or estimated from
experiments.42 For the 1Δg ←3Σ−g transition, the excitation energy
estimated from photoelectron spectroscopy is 1.13 eV, and for the
3Πu ← 3Σ−g transition, a laser spectroscopy study yielded an excita-
tion energy of 4.54 eV.43 From the present calculations and for the
linear configuration with r = 2.25 a0, these two excitation energies
are 1.13 and 4.35 eV, respectively; see Fig. 1. These results agree
favorably with experiments. Earlier MRCI calculations reported
transition energies of 1.30 and 4.48 eV and 1.13 and 4.28 eV when
Davidson corrections are included.1

The RKHS representations for the four electronically excited
states are provided in Fig. 2. The minimum energy structure of the
3A′′ ground state (Fig. 2, bottom left) is 3.99 eV below the N2(1Σ+g )
+N+(3P) limit with a barrier of 2.28 eV for interconversion between
the two equivalent linear minima. The 3A′ state (Fig. 2, upper
left) has minima at θ = 49.8○(130.8○), 0.493 eV above the N2(1Σ+g )
+ N+(3P) dissociation limit, and local minima at θ = 0○(180○),
0.328 eV above the same asymptote. It also contains local maxima
at θ = 0○(180○) with height 2.351 eV above the same asymptote.
For the 23A′′ state, a two-dimensional PES at fixed N1–N2 separa-
tion rNN = 2.25 a0 was determined on the same (R, θ) grid as for
all other states. The RKHS representation is illustrated in the upper
right panel of Fig. 2. For the linear geometry θ = 0○, the 3A′ and 23A′′

PESs are degenerate and associated with the 3Πu state (see Fig. 1),
with a slight difference around R ∼ 4 a0. For nonlinear geometries,
the two states split as was already found in earlier electronic structure
calculations.8 Overall, the topography of the 3A′ and 23A′′ states,
which both derive from the 3Πu state of linear N+3 , is similar except
for a local minimum in the T-shaped geometry for the 23A′′ state.
This minimum is separated by a barrier of ∼1.6 eV from the mini-
mum at θ ∼ 45○. As the 3A′ and 23A′′ PESs are similar for θ ≲ 45○

and photoexcitation from the ground state primarily populates this
region of the PES, the photodissociation dynamics on the 3A′ and
23A′′ surfaces are expected to be comparable. Sampling of the local
minimum around θ ∼ 90○ on the 23A′′ state following photoexcita-
tion is unlikely as this local, T-shaped minimum is separated by a
barrier exceeding 1 eV from the region with θ ≤ 45○.

The 1A′ and 1A′′ states derive from the 1Δg state of linear, cen-
trosymmetric N+3 . The 1A′ state (Fig. 2, middle left) has two minima,
a local one at θ = 0○(180○), 4.824 eV below the N2(1Σ+g ) + N+(1D)
asymptote, and the global one at θ = 90○, which is 5.090 eV below
the same asymptote. The barrier between the two minima is 2.425 eV
above the respective asymptote. The 1A′′ state (Fig. 2, middle right)
features a minimum at linear positions 4.824 eV below the N2(1Σ+g )
+N+(1D) asymptote. The barrier between the two symmetrical min-
ima is 2.229 eV above the respective asymptote. The locations and
energies of all the critical points are summarized in Table I.

As a verification for the quality of the RKHS representation,
electronic energies at additional grid points, which are not part of
the training set, are evaluated from ab initio calculations and evalu-
ation of the RKHS. The correlation between the reference MRCI+Q
energies and their representation as a RKHS is given in Fig. 3. For
the 1A′ state, energies at 400 additional grid points are calculated
and a correlation coefficient of 0.999 69 is obtained, demonstrating
the high accuracy of the RKHS-represented PESs. Similarly, valida-
tion sets of 530 and 315 grid points for the 1A′′ and 3A′ states yield
correlation coefficients of 0.999 98 and 0.999 78, respectively.

The crossing seams between the two singlet electronic states,
which are degenerate in the linear configuration, are reported in
Fig. S3. The geometries at which the two states cross were stored
whenever the energy difference between the 1A′ and 1A′′ states
was smaller than 10−5 eV for a given geometry. Crossing seams are
shown for three different values of the angle θ. Thus, for the excited
vibrational states, there is a possibility of nonadiabatic transitions
between the 1A′ and 1A′′ states.

TABLE I. Minima and transition states for the three-dimensional ground and excited
PESs of N+3 considered in the present work. The PESs are represented in Jacobi
coordinates. All interatomic distances are in bohr (a0), and angles are in degree.
Energies are reported in eV with respect to the N + N + N+(3P) asymptote for the
triplet states and the N + N + N+(1D) asymptote for the singlet states. The electronic
states are labeled for both D∞h and Cs symmetries. Results for the 23A′′ state are
not reported because only a two-dimensional PES was determined.

R r θ E

3Σ−g /3A′′
MIN1 3.38 2.25 0.0 −13.05
MIN2 3.38 2.25 180.0 −13.05
TS1 3.37 2.14 90.0 −10.90

1Δg/1A′

MIN1 2.18 2.51 90.0 −14.10
MIN2 3.38 2.25 0.0 −13.83
MIN3 3.38 2.25 180.0 −13.83
TS1 2.84 2.34 61.0 −11.35
TS2 2.84 2.34 119.0 −11.35

1Δg/1A′′
MIN1 3.38 2.25 0.0 −13.83
MIN2 3.38 2.25 180.0 −13.83
TS1 2.97 2.18 90.0 −11.27

3Πu/3A′

MIN1 3.01 2.41 49.2 −9.50
MIN2 3.01 2.41 130.8 −9.50
MIN3 3.36 2.24 0.0 −8.69
MIN4 3.36 2.24 180.0 −8.69
TS1 3.36 2.32 21.0 −8.51
TS2 3.36 2.32 159.0 −8.51
TS3 5.06 2.09 90.0 −9.56
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FIG. 3. Correlation between ab initio and RKHS energies for the 1A′ (a), 1A′′ (b), and 3A′ (c) excited states of N3
+. The respective correlation coefficients for the three PES

are R2
= 0.999 69 for 1A′, R2

= 0.999 98 for 1A′′, and R2
= 0.999 78 for the 3A′ state.

3Πu ←
3Σ−g photodissociation dynamics

The photodissociation dynamics on the excited 3A′ state is
studied by evaluating the vibrational and rotational state distribu-
tions of the products. The product final state distributions from
initial conditions generated at the different temperatures are shown
in Fig. 4. Vertical photoexcitation of a thermalized ensemble of
molecules from the ground electronic state predominantly leads to
N2 photofragments in their ground vibrational state v′ = 0. As tem-
perature increases, higher v′ values become populated gradually
with v′max = 4. In Fig. 4, the final rotational distributions at all tem-
peratures are also shown. Only the results for the most populated
v′ = 0 state are presented. The excited state population is distributed
over a wide range of rotational states with the peak of the distribu-
tion shifting to higher values as temperature increases. Examples for
photodissociating trajectories at 1000 K on the 3A′ PES are shown
in Fig. S2. Configurations initially located around the ground state
minima land in the vicinity of a potential well when projected onto
the 3A′ PES. Several of these trajectories are confined in the region
around the minima for a few vibrational periods before dissociating
into products. Several trajectories also arrive at the potential barrier
near θ ∼ 0○ and undergo dissociation immediately. Note that only
trajectories resulting from initial conditions with θ = 0○ to 90○ are
shown in Fig. 4. Trajectories initialized from θ = 90○ to 180○ follow
similar dynamical paths on account of the symmetry of the PES. The
distribution of lifetimes P(τ) of the N+3 complex in Fig. 4 indicates
that a large fraction of the trajectories leads to photodissociation
within 5 ps after excitation. However, there are also a number of
trajectories with considerably longer lifetimes. Figure S4 shows one
such trajectory at 1000 K with a lifetime of 17 ps.

Up to this point, the entire ground state population was
projected onto the excited state PES and the dynamics was fol-
lowed. In other words, it was assumed that the resonance condition,
hν = Ephoton = Ees − Egs = ΔV , is always fulfilled. Here, hν is the
energy of the incoming photon and Egs and Ees are the energies of
the molecule in the ground and excited states, respectively. However,
experimentally, typically only a fraction of the population is pro-
moted from the lower to the upper state. Such processes constitute
a subset of the trajectories discussed so far and are discussed next.
An examination of the PESs corresponding to θ ≈ 0○ in Fig. 1 reveals

that the difference in energies between the respective minima on
the 3A′ and 3A′′ states is ΔV ≈ 4 eV, indicating that with initial
conditions in the vicinity of the ground state minimum, molecules
would require ∼4 eV energy for the transition to the excited state.
Hence, the following different cases are considered: (1) ΔV > 0.15 Eh
(≈4 eV), (2) ΔV < 0.15 Eh, and (3) ΔV = 0.15 ± 0.025 Eh. The results
for the ensuing dynamics from trajectories sampled from initial
conditions at 2000 K are shown in Fig. 4 (right-hand column).
The respective distributions when all trajectories are photoexcited
are also shown on the same graphs for comparison. The energy
difference for case (1) corresponds to a photon wavelength of
λ < 310 nm.

If only the low-energy part of the distribution is promoted to
the excited state (ΔV < 0.15 Eh), the population of the vibrationally
excited state in the product state is slightly smaller than for the other
three cases. Conversely, excitation with ΔV > 0.15 Eh leads to a max-
imum value j′max, which is somewhat lower than for the remaining
cases. The most pronounced differences arise for the lifetimes on
the excited state, which depend on what fraction of the ground state
distribution is excited. For high-energy excitation (ΔV > 0.15 Eh),
lifetimes are strongly clustered on the picosecond time scales
with a maximum lifetime of 20 ps. For near-resonant excitation
(ΔV = 0.15 ± 0.025 Eh), lifetimes on the several 10 ps time scale are
more probable, extending out to 50 ps. Excitation of the low-energy
part of the ensemble (green) leads to a higher probability for longer
lifetimes, but the shape of the distribution is similar to that for
exciting the entire ground state population (blue).

1Δg ←
3Σ−g photodissociation dynamics

Formally, the 3A′ → 1A′ and 3A′ → 1A′′ transitions involve a
change of multiplicity and are forbidden and, therefore, less prob-
able. Nevertheless, it is of interest to consider how the final state
distributions depend on the different topographies of the underlying
PESs by comparing final state distributions from transitions to the
3A′′, 1A′, and 1A′′ states, respectively; see Fig. 2.

For the linear geometry, the 1A′ and 1A′′ PESs are degenerate.
As shown in the middle row of Fig. 2, the most notable difference
between the two singlet states is the presence of a potential well
near θ = 90○ for the 1A′ state. Thus, a trajectory starting with θ ≈ 0○
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FIG. 4. Photodissociation dynamics on
the 3A′ PES. Left column: product vibra-
tional (top) and rotational (middle) state
distributions and lifetime distributions
(bottom) from simulations started with
velocities from Maxwell–Boltzmann dis-
tributions at different temperatures on
the ground state PES and vertical exci-
tation to the excited state. Right col-
umn: product vibrational and rotational
state distributions and lifetime distribu-
tions from simulations started with veloc-
ities from Maxwell–Boltzmann distribu-
tions at 2000 K on the ground state PES.
The analysis is carried out for different
criteria for ΔV = Ves − Vgs as specified
in the legend and in the text. For com-
parison, the product state distributions
when all initial conformations undergo
photoexcitation are shown in blue. In all
cases, the resulting trajectories are prop-
agated for a maximum time of 50 ps or
until dissociation, whichever is earlier.

or 180○ on the 1A′′ state remains confined in the neighborhood of
the potential wells until sufficient energy has accumulated along the
dissociative coordinate(s) to decompose, whereas a trajectory with
similar initial conditions but propagating on the 1A′ state PES may
potentially travel toward θ = 90○ on account of the presence of a
minimum at this position. However, the barrier to reach this min-
imum is ∼2.75 eV (see Table I), which is too high to be overcome
at the conditions studied here. Nevertheless, away from the global
minimum, the shapes of the two singlet PESs differ somewhat.

The final state vibrational distributions from dynamics on the
1A′ PES are dominated by a population of v′ = 0 with a maximum
population of v′ = 1 at higher temperatures only reaching ∼10%;
see the left column of Fig. 5. For the rotational state distributions
P( j′) corresponding to v′ = 0, the maxima occur between j′ = 10
and j′ = 13 depending on temperature. Short lifetimes (∼1 ps) on
the excited state PES before dissociation are about one order of
magnitude more probable than lifetimes of ∼50 ps at 1000 K. This
changes to a difference of 2 orders of magnitudes at 3000 K with
short lifetimes becoming much more probable.

For photodissociation from the 1A′′ state (Fig. 5, right column),
an excitation of v′ = 1 reaches up to 20% for higher temperatures.

This is a clear difference compared with vibrational products dis-
sociating from the 1A′ state. For the rotational distributions corre-
sponding to v′ = 0, the maxima also shift progressively to higher
j′ values with increasing temperature, but the maxima occur at
somewhat higher rotational quantum numbers compared with dis-
sociation by populating the 1A′ state. Finally, for the 1A′′ state at
T ∼ 1000 K, short lifetimes are about one order of magnitude more
probable than long lifetimes. Short lifetimes become even more
probable as temperature increases. These aspects are similar for
dynamics on the 1A′ state.

Overall, photodissociation on the two singlet states follows
comparable patterns although details in the final state rotational
distributions indicate that the anisotropy of the 1A′′ state PES dif-
fers somewhat from that of the 1A′ PES; see the middle row of
Fig. 2. Conversely, photodissociation from the 3A′ state leads to
more pronounced population of vibrationally excited states v′ > 0,
in particular at higher temperatures, and the rotational distributions
P( j′; v′ = 0) appear broader with the maxima of the distributions
shifted to higher values of j′ compared with photodissociation from
the two singlet states. This can be related to the flatter PES along the
angular coordinate in the 3A′ state compared with the two singlet
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FIG. 5. Photodissociation dynamics for
the singlet excited state PESs of N3

+.
Product vibrational and rotational state
distributions and lifetime distributions at
different temperatures for photodissoci-
ation of N3

+ on the 1A′ (left column)
and 1A′′ (right column) excited states.
Thermalized initial conditions are gener-
ated on the ground state at the respec-
tive temperatures and propagated on
the excited state PES. In all cases,
the resulting trajectories are propagated
for a maximum time of 50 ps or until
dissociation, whichever is earlier.

states, which leads to sampling of larger angular distortions and to
increased torque upon photodissociation.

DISCUSSION AND CONCLUSION

So far, the photodissociation dynamics of the N+3 ion in the
lowest singlet and triplet excited states was followed based on QCT
simulations. Consistent with the shape differences between the 3Σ−g
ground state PES and the three electronically excited PESs, high
rotational excitations in j′ after photodissociation are found. To fur-
ther corroborate this finding, simulations starting from sampling
the Wigner distribution44,45 of the 3Σ−g ground state wavefunction
were also carried out. The Wigner function fW(Γ) related to a
three-dimensional wavefunction in Jacobi coordinates Ψ(R, r, θ) is
given as

fW(Γ) = (πh̵)−3 ∫ dsRdsrdsθ e2i(PsR+psr+Psθ)/h̵

×Ψ∗(R + sR, r + sr , θ + sθ) ×Ψ(R − sR, r − sr , θ − sθ) (10)

with Γ = (R, r, θ, P, p, Pθ). Initial conditions for photodissociation
are generated by sampling the probability distribution fW(Γ) in
Eq. (10) using Metropolis Monte Carlo importance sampling. Here,
Ψ(R, r, θ) is the ground state wavefunction for the 3A′′ PES. The col-
lection of initial conditions generated on the ground state PES in this
manner represents the quantum wavepacket, which is then projected
onto the excited state as before, and the dynamics is followed from
QCT simulations.

The resulting final state distributions are shown in Fig. 6. The
quantum ground state is 1421 cm−1 above the minimum energy of
the PES, corresponding to 2000 K. Final state distributions from
classical trajectories sampled from the Wigner distribution closely
follow those from classical simulations with initial conditions at low
temperature (500 K). Since “temperature” is not a meaningful phys-
ical quantity for such small systems,46 T is rather more a label to
distinguish how initial conditions were generated for ensembles,
which are increasingly energized. Given this, it is encouraging to
see that final state distributions from classical trajectories starting
from two very different strategies to generate initial conditions are
consistent with one another.
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FIG. 6. Photodissociation dynamics for
the 3A′ excited state of N3

+ with trajecto-
ries started from configurations obtained
by sampling the Wigner distribution
(blue) corresponding to the quantum
ground state on the 3Σ−g state and from
QCT simulations at 500 K (orange) and
2000 K (green), respectively. Final vibra-
tional (left) and rotational (right) state
distributions are shown. The results are
for vertical excitation from the ground to
the 3Πu/3A′ excited state.

To corroborate the pronounced coupling of the intermolecu-
lar modes, it is also useful to consider the lower quantum bound
states for the different PESs. For this, the three-dimensional time-
independent Schrödinger equation was solved for the lowest bound
vibrational states on the two lowest singlet electronically excited
PESs, neglecting Renner–Teller coupling. The zero point vibra-
tional energies for the 1A′ and 1A′′ PESs are 1809 and 1707 cm−1,
respectively. Fundamentals are at 1019 and 1281 cm−1 for the v3
antisymmetric stretch, at 1496 and 1241 cm−1 for the v1 symmetric
stretch, and at 1041 and 814 cm−1 for the v2 bending vibration. This
compares with fundamentals at 1096, 774, and 395 cm−1 for the
v1, v3, and v2 vibrations on the 3Σ−g ground state PES. The higher
vibrational states (combination bands and overtones) are approxi-
mately assigned using vibrational quantum numbers based on node
counting; the results are reported in Table II. It must be noted that
the assignments are rather approximate due to the anharmonicities
and strong couplings prevalent among the vibrational levels of the
excited states. This can also be seen for the representative wavefunc-
tions for lower energy levels of the 1A′ and 1A′′ states shown in
Figs. S5 and S6, respectively. Similar calculations for the triplet

TABLE II. Lower bound states (in cm−1 above the ground state) for the singlet elec-
tronically excited states of N3

+. The bound states are assigned to vibrational quantum
numbers v1 (symmetric stretch), v2 (bend), and v3 (antisymmetric stretch) by node
counting; see Figs. S5 and S6, for example. The labels are only approximate due to
strong coupling. The angular momentum quantum number is l.

v1v
l
2v3

1A′ v1v
l
2v3

1A′′

0 00 1 1018.8 0 11 0 813.6
0 11 0 1040.9 1 00 0 1241.2
1 00 0 1496.1 0 00 1 1281.1
0 00 2 2033.1 0 20 0 1627.4
0 11 1 2048.9 1 11 0 2064.1
0 20 0 2063.3 0 11 1 2068.3
1 11 0 2490.8 0 00 2 2435.7
1 00 1 2492.7 0 31 0 2446.8
2 11 1 2512.8 2 00 0 2455.3
2 20 0 2825.9 1 00 1 2601.5
2 00 0 2979.7 0 20 1 2853.4
0 00 3 3041.1 1 20 0 2885.1
1 00 3 3481.9 2 11 0 3242.4

state 3A′ were not performed as it predissociates and requires full
scattering calculations, which are outside the scope of the present
work.

The current work investigates the photodissociation dynamics
of the N+3 ion for the three lowest electronically excited states. For
this, an ensemble of initial conditions is generated on the ground
state PES and projected onto each of the excited states. For the 3A′

PES, it is found that P(v′) essentially does not depend on how the
excitation takes place. Excitation of the entire ground state popula-
tion gives a similar P(v′) compared with near-resonant excitation
or when only the high-energy part of the ground state distribution
is excited. This is somewhat different for P( j′) for which excitation
of the high-energy population yields slightly lower j′max compared
with the other three excitation schemes. Using initial conditions
sampled from the Wigner distribution of the ground state wave-
function to initiate the dynamics on the 3A′ excited state leads to
comparable final state distributions P(v′) and P( j′) as do simu-
lations started from initial conditions generated at 500 K. Product
state distributions for the 23A′′ state are expected to be similar to
those from excitation to the 3A′ state due to the similar shape of the
PES for θ ≤ 45○. Even for larger bending angles, the two PESs are
quite similar except for a high-lying T-shaped minimum for short
R-separations, which is, however, energetically inaccessible.

Interpretation of experiments for the charge and atom transfer
reactions for N+ colliding with the ground state N2 based on state
correlation diagrams suggested that the 3Σ− and 3Π states of N+3
do not interact.47 Furthermore, a comparison of experiments with
14N+2 and 15N14N+ indicated that up to an energy of 6 eV above
the ground state, N+3 behaves adiabatically. This is also consistent
with computations for cyclic N+3 .48 Finally, spin–orbit effects were
expected to be small.47 On the other hand, it was speculated47 that
nonadiabatic coupling was strong between the 3Π ground state and
higher-lying 3Π states not considered in the present work. These
qualitative arguments suggest that for a first characterization of the
photodissociation dynamics of N+3 involving the lowest electroni-
cally excited states, including nonadiabatic and spin–orbit effects,
is not mandatory. It is, however, anticipated that including cou-
plings between neighboring PESs in the dynamics simulations will
lead to changes in the branching ratios of the photoproducts. This
has, for example, been found for the [CNO] reaction system for
which the ratio kCO/(kCO + kCN) of the rates for CO and CN produc-
tion agrees with the experiment within error bars from simulations,
including nonadiabatic transitions, whereas neglecting them under-
estimates the ratio by about a factor of two for temperatures of up
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to 1000 K.19 For higher temperatures, the influence of nonadiabatic
effects decreases, though.

In conclusion, the present work reports testable results for
experiments from classical and semiclassical dynamics on accu-
rate high-level potential energy surfaces for this important ion. It
is hoped that the predictions spur experimental efforts to better
characterize the photodissociation dynamics of N+3 . This will be of
particular relevance to atmospheric and interstellar chemistry.

SUPPLEMENTARY MATERIAL

See the supplementary material for the initial conditions on
the ground state PES, individual photodissociating trajectories, the
crossing seams between the singlet PES, and wavefunctions for the
fundamentals on the two singlet PESs.
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