
International Review of Financial Analysis 79 (2022) 101951

A
1
(

Contents lists available at ScienceDirect

International Review of Financial Analysis

journal homepage: www.elsevier.com/locate/irfa

The pricing of volatility risk in the US equity market✩

Lukas Hitz, Ismail H. Mustafi, Heinz Zimmermann ∗

WWZ (Wirtschaftswissenschaftliches Zentrum), Department of Business and Economics, University of Basel, Switzerland

A R T I C L E I N F O

JEL classification:
G12
C52
E44

Keywords:
Pricing of volatility risk
Cross sectional asset pricing
Macroeconomic vs. fundamental risk factors
Evaluation of portfolio sort technique

A B S T R A C T

We analyze whether the pricing of volatility risk depends on the asset pricing framework applied in the tests,
the specified volatility proxies, and the portfolio sorts used for spanning the asset universe. For this purpose,
we compare the results using a macroeconomic and fundamental based asset pricing model using three proxies
of volatility and uncertainty, using size/value sorted and industry sector portfolios. Our results reveal that the
marginal pricing effect of the VIX volatility factor is strong and statistically significant throughout the models
and specifications, while the effect of an EGARCH-based volatility factor is mixed, mostly smaller but with the
correct sign. In most cases, the EGARCH factor does not impair the pricing effect of the VIX. The portfolio sorts
have a substantial impact on the volatility premiums in both model frameworks. The size of the volatility risk
premium is more uniform across the models if the industry sector portfolio sort is used. Finally, the size/value
portfolio sort generates larger volatility risk premiums for both models.
1. Introduction

Volatility risk is a common source of variation among asset returns
and plays an important role in investment decisions. Many investors
seek to follow low-volatility or volatility-insensitive strategies in times
of market turmoil, or try to enhance investment returns by taking
tactical bets on volatility. In contrast, volatility risk is only occasionally
included in asset pricing models. While there is little controversy in
the empirical literature that aggregate stock market volatility is a
priced risk factor in the cross section of portfolio returns, the research
results can be hardly compared. Apart from the asset pricing frame-
work, the various studies mainly differ in the specification of the test
asset universe and the measurement of volatility. Most papers use a
single volatility (or uncertainty) measure without addressing multiple
measures. Representative studies and their main findings are briefly
discussed in Section 2.

The main contribution of this paper is to analyze the impact of
model selection, variable specification, and portfolio sorts on the pric-
ing of aggregate stock market volatility. Almost all papers such as
Adrian and Rosenberg (2008), Ang, Hodrick, Xing, and Zhang (2006)
or Brooks, Li, and Miffre (2009) estimate a variant of the Fama–
French (FF) multifactor pricing model using returns from standard
portfolio sorts (e.g. book-to-market, size) in addition to volatility-based
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participants of the Engelberg finance seminar 2019 and Marco Haase, Daniel Hoechle, Matthias Huss, Tim Kröncke and Sarah Lein. The comments by two
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∗ Correspondence to: Peter Merian Weg 6, 4002 Basel, Switzerland.
E-mail address: heinz.zimmermann@unibas.ch (H. Zimmermann).

sorts. This is surprising, because it is well known that the sorting-
procedure of portfolio returns has a strong impact on the identified
risk premiums; the papers of Ernstberger, Haupt, and Vogler (2011)
and Ferson, Sarkissian, and Simin (1999) are revealing. Moreover, the
sensitivity of equities to changes in aggregate volatility actually fits
better to the logic of macroeconomic factor pricing models than to
FF-style models with factors representing spread returns derived from
firm fundamentals. Therefore, the results from the widely used Fama–
French three factor model (FF3) are contrasted to those of (a slightly
modified version of) the macroeconomic Chen–Roll–Ross model (CRR).
Both models are estimated using the well-known 25 size/value-sorted
Fama–French portfolios and, alternatively, 48 sector portfolios, both
covering the US stock market.

In a first step, volatility risk is proxied by the innovations of the VIX
volatility index which is the most popular measure used in the litera-
ture. Second, in order to get a more precise picture about the nature of
volatility risk, we extend our models by adding a short-term, EGARCH-
based measure of stock market volatility and a non-stock market related
variable measuring monetary policy uncertainty (MPU). This variable
is used to disentangle short-term stock market variance from monetary
uncertainty. Finally, the robustness of our results is tested by including
some additional variables that measure aggregate uncertainty in our
model: an index for macroeconomic uncertainty; a proxy for cyclical
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aggregate risk aversion; and an index measuring long-run interest rate
volatility (MOVE). Robustness is further tested with respect to subperi-
ods, alternative proxies for some of the macroeconomic variables, and
alternative estimation procedures.

In a nutshell, the contribution of our paper is threefold: we analyze
the pricing of volatility risk (a) in the context of two economically
distinct asset pricing frameworks - a ‘‘fundamental based’’ FF model
with traded factors, and a version of the macroeconomic CRR model
with non-traded risk factors; (b) by spanning the asset universe by 25
size/value-sorted FF portfolios as well as 48 sector portfolios; and (c)
using multiple aggregate volatility proxies.

We find that the marginal pricing effect of the VIX volatility factor
always has the expected sign and is statistically significant in the FF as
well as in the CRR model frameworks. The effect of the EGARCH-based
volatility factor is mixed but exhibits the expected sign throughout the
models as well. In most cases, the EGARCH factor does not impair the
pricing effect of the VIX. If regressions are run by GLS, the EGARCH-
premium becomes more important if the size/value sorted portfolios
are used. Monetary policy uncertainty exhibits only a few significant
pricing effects, almost all of them in the CRR model using the size/value
portfolio sort. Overall, the portfolio sorts have a substantial impact on
the volatility premiums in both model frameworks. The volatility risk
premiums are more uniform across the models if the asset span is sorted
by industry sector portfolios, but size/value sorted portfolios generate
larger volatility risk premiums (in absolute terms) for both models. The
cross-sectional estimation technique, OLS vs. GLS, has also an effect
on the results. The pricing effects of the VIX- and EGARCH-volatility
factors are highly robust against the inclusion of additional uncertainty
factors. From these factors, only interest rate volatility (MOVE) exerts
a marginal pricing impact in the cross-section of returns.

The rest of the paper is structured as follows: Section 2 gives a
brief overview on the literature to which this paper refers. Section 3
describes our models and the test methodology. Our factors and their
specification can be found in Section 4, and Section 5 contains the
empirical results. Section 6 summarizes our findings.

2. Selective literature review

The major reference for our paper is the study of Ang et al. (2006).
The authors analyze the impact of stocks’ sensitivity to shocks in
aggregate volatility and the size of idiosyncratic volatility on average
returns using the FF3-factor model and extensions. They find that
both variables are significantly priced in the cross-section of returns.
Portfolio sorts are based on VIX-factor betas and idiosyncratic volatility.
The estimated volatility premium is roughly −0.1% per month (see
their Table V) and statistically significant across all models. The ex-
post spread of volatility betas between the top and bottom quintile
portfolios is 8.07 − (−5.06) = 13.13, which explains a sizeable volatility-
isk related average return premium of 13.13 × (−0.080) = −1.05% per

month between the portfolios.
Subsequent papers extend this research in various ways, in particu-

lar with respect to the economic nature of the volatility factors: Adrian
and Rosenberg (2008) analyze two aspects of volatility risk, a short-
run skewness related component as an indicator of the tightness of
financial constraints, and a long-run business cycle related part. Both
factors are included in a FF3-factor model and estimated with size and
value (BE/ME) sorted portfolios. Both volatility factors are statistically
significant and coexist. The average monthly premium of the short-
run factor across all portfolios is −0.17%, and −0.23% for the long-run
omponent. They find that the value-growth spread of the portfolios is
uch more related to the short-term volatility factor than to the long-

un component. Cremers, Halling, and Weinbaum (2015) test for the
ricing of aggregate jump and volatility risk as orthogonal factors in the
ross-section of stock returns. By estimating a FF3-factor model based
n volatility-beta and jump-beta sorted portfolios, they find that both
isk factors exhibit the expected sign, are both statistically significant
2

and do not subsume each other. For a one standard deviation shock,
jump risk exhibits a slightly larger impact than volatility risk. Brooks
et al. (2009) find strong pricing effects of asymmetric GARCH-volatility
in the cross-section of 100 size and value (BE/ME) sorted portfolios
using various pricing models, the CAPM, FF3-factor and CRR-style
macroeconomic factor model. They do however not provide a system-
atic comparison of the valuation framework or alternative portfolio
sorts. They attribute their findings to either a missing risk factor in
traditional models or from the test portfolios’ differing sensitivities
to idiosyncratic risk. This hypothesis is tested in a follow-up paper
in Miffre, Brooks, and Li (2013). A different theoretical framework
than in the other papers is used by Campbell, Giglio, Polk, and Turley
(2018): They estimate an intertemporal, Merton–Campbell-style asset
pricing model with low-frequency risk factors (discount rate, cash flow,
and volatility ‘‘news’’) to the cross-section of size, value and market
risk (beta) sorted portfolios. They find that persistent shocks in equity
volatility, tied to the default spread, are priced in the cross section of
stock returns.

Not only volatility, but uncertainty in a broader sense is tested
by Brogaard and Detzel (2015). The authors find that a widely used
indicator for US economic policy uncertainty (EPU) has substantial
explanatory power for the cross section of 25 size–momentum portfolio
returns using the FF3-factor model augmented by momentum and
liquidity effects. They also find that after controlling for two stock
market volatility factors (historical and implied volatility), only EPU
exhibits a significant risk premium.

A different approach is taken by González-Urteaga and Rubio
(2017): instead of treating volatility as latent (non-traded) risk factor
with a risk premium indirectly estimated from mimicking portfolios
(i.e. slopes of Fama–MacBeth regressions), the authors correctly claim
that volatility risk premiums can be observed from option markets.
They are able to jointly test a return and volatility risk premiums in
the cross section of variance-risk-beta and market-beta sorted portfo-
lios. They find that different risk factors drive the stochastic discount
function of return and volatility premiums.

The focus of these papers (including our own) should not be con-
fused with studies that include asset specific volatility as a character-
istic – not a volatility-beta – for explaining cross-sectional anomalies
or as predictor for future (abnormal) returns. For example, Lewellen
(2015) finds that the Fama–MacBeth regression framework provides an
effective way to combine many firm characteristics, including volatility,
into a composite forecast of future returns. Jordan and Riley (2015) find
that past volatility of mutual fund returns loses its predictive power for
future abnormal returns if an LVH factor (spread returns of low minus
high volatility portfolios) is added to a FF4-factor model. However,
these papers do not study the role of volatility as a risk factor for stock
returns. Similarly, several papers analyze the explanatory power of
idiosyncratic volatility on the cross-section of returns, for example Bali
and Cakici (2008). This is one of the few papers, which highlights the
critical role of data frequency, the weighting scheme used to compute
test portfolio returns, and the breakpoints utilized to sort stocks into
quintile portfolios – among other issues – in determining the existence
and significance of the tested cross-sectional relationship.

Overall, with very few exceptions, most of the papers in the exist-
ing literature estimate Fama–French based factor models for analyz-
ing volatility risk, use volatility-based or standard firm-characteristics
based portfolio sorts, and test single volatility measures without ad-
dressing the pricing effects of multiple measures. In this paper, we
compare the pricing of volatility risk in a Fama–French type model with
traded factors with a macroeconomic CRR model with non-traded risk
factors; we test the impact of two distinct, not-volatility based portfolio
sorts; and finally, we analyze the pricing effect of alternative proxies
measuring uncertainty.

3. Models and methodology

In this section, we give an overview of the models and the estima-

tion methodology used in our empirical analysis.
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3.1. Asset pricing models

The objective of this paper is to test whether expected short- and
long-run stock market volatility as well as a proxy for monetary policy
uncertainty are priced risk factors in the cross-section equity returns.
We test these factors in the context of two distinct asset pricing models:
the macroeconomic factor model by Chen, Roll, and Ross (1986) and
the firm characteristic factor model by Fama and French (1993). We
mostly refer to the two papers, respectively to the two models, by CRR
and FF.

In a first step, we test the pricing of uncertainty risk as an extension
of the CRR model. For this purpose, we first try to recreate1 the CRR

odel with new data and a new estimation period (i.e. 1990–2018).
he basic model contains the following factors: industrial production
rowth, change in expected inflation and unexpected inflation, credit
isk premium and the term structure of interest rates. The construction
f the macroeconomic factors is shown in Section 4.1. The findings
f Chen et al. (1986) indicate that all these macro variables are priced
isk factors. Shanken and Weinstein (2006) however find no such
vidence when replicating the paper with the same data and the
ame estimation period (1953–1983). Ferson (2006) suspects that these
ifferences of findings arise due to the usage of different test portfolios.
herefore, we test our results with alternative test portfolios to examine
hether the pricing results differ with respect to the portfolio sorts.

In a second step, we test our factors as an extension to the FF model.
his model is widely used in the empirical asset pricing literature
nd the data are readily available from Kenneth French’ data library2

nd needs no further description. Apart from the market excess return
RPM), we use the standard factors: the spread returns from portfolio
ort related to size (small minus big, SMB), value (high minus low,
ML), momentum (winner minus loser, UMD), profitability (robust
inus weak, RMW) and investment (conservative minus aggressive,
MA). Again, we test our results with alternative test portfolios to check
hether the pricing results differ with respect to the portfolio sorts.

.2. Test methodology

In order to calculate the risk premium of the factors described in
ections 4.1 and 4.2, we apply the two-step methodology of Fama
nd MacBeth (1973), abbreviated in this paper by FMB: the first step
Eq. (1)) is a time-series regression of portfolio excess returns on
he FF factors and the macroeconomic factors in the CRR framework
espectively:

𝑒
𝑖,𝑡 = 𝑎𝑖 +

𝐾
∑

𝑗=1
𝛽𝑖,𝑗𝑓𝑗,𝑡 + 𝑒𝑖,𝑡. (1)

his step gives the estimated factor exposures or loadings of the test
ssets to each factor. FMB use rolling regressions over a 5-year interval.
owever, today most authors (including ourselves) follow the approach

o estimate a single beta over the entire sample period.
The second step is a cross-sectional regression,

𝑒
𝑖,𝑡 = 𝛼𝑖,𝑡 +

𝐾
∑

𝑗=1
𝛽𝑖,𝑗𝜆𝑗,𝑡, (2)

hereby at each time period 𝑡, the portfolio excess returns are regressed
n the betas estimated in the first step. This results in a time series of
isk premium in each point 𝑡, hereby called 𝜆𝑡. After the second step,
MB proceed by taking the average of the estimated 𝜆𝑡

̂𝑗 =
1
𝑇

𝑇
∑

𝑡=1
�̂�𝑗,𝑡, (3)

1 We do not produce an exact replication. However, we recreate the
acroeconomic risk factors in the spirit of CRR.
2 http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/data_library.

tml.
3

p

in order to obtain the market price of risk of the respective factor.
As we test the factors on portfolio returns, i.e. 25 size- and value-
sorted portfolios and 48 industry sector portfolios, we control for
errors-in-variable (EIV). By taking the average of the time varying 𝛼𝑡,

�̂�𝑖 =
1
𝑇

𝑇
∑

𝑡=1
�̂�𝑖,𝑡, (4)

the average pricing errors are calculated.
In order to test whether the estimated risk premiums of the fac-

tors are significantly different from zero we calculate the standard
errors by Newey and West (1987). To check if the pricing errors
are significantly different from zero we calculate the sample errors.
FMB emphasize that the sampling errors for the estimates should be
derived from the (empirical) distribution of the estimates. Therefore,
the standard deviation of the cross-sectional regression estimates are
used by calculating

𝜎2(�̂�𝑖) =
1
𝑇 2

𝑇
∑

𝑡=1
(�̂�𝑖,𝑡 − �̂�)2. (5)

In order to test whether the different asset pricing models still inherit
pricing errors we follow FMB by applying their joint test of alphas:

𝑐𝑜𝑣(�̂�) = 1
𝑇 2

𝑇
∑

𝑡=1
(�̂�𝑡 − �̂�)(�̂�𝑡 − �̂�)′, (6)

using

�̂�𝑐𝑜𝑣(�̂�)−1�̂�′ ∼ 𝜒2
𝑁−𝐾 . (7)

he joint test of alphas follows a 𝜒2-distribution. In other words, this
est examines whether the factors are able to explain the portfolio
quity returns.

To test for robustness we also estimate the risk premiums using
eneralized least squares (GLS) in Section 5.3. Lewellen, Nagel, and
hanken (2010) state that using GLS instead of OLS forces the risk
remiums on a factor, or in the case of non-return factors on a factor’s
imicking portfolio, to be equal to its expected return.

.3. Test portfolios

The portfolios used in the pricing tests are based on U.S. stock
eturns sorted by size and value, and by industry sectors, but not by
olatility. Sorting should not be based on the factors to be tested. We
herefore avoid the critique by Ernstberger et al. (2011), Ferson et al.
1999) and others showing that this implies a bias of the pricing results
owards the characteristic used in the portfolio sort.3 Furthermore, we
xpand both test portfolio sorts with the traded factors of the model
y Carhart (1997) and Fama and French (1993, 2015), as Lewellen
t al. (2010) suggest.

The 48 sector portfolios are constructed by assigning each NYSE,
MEX, and NASDAQ stock to an industry portfolio at the end of June

n year 𝑡. This assignment is based on the stocks SIC code at that time.
enneth French’ data library uses Compustat SIC codes for the fiscal
ear ending in calendar year 𝑡−1. However, when Compustat SIC codes
re not available, they use CRSP SIC codes for June of year 𝑡. The
elevant returns are calculated from July of 𝑡 to June of 𝑡 + 1.4

The returns for the 25 size- and value-sorted portfolios are down-
oaded from Kenneth French’ data library. The portfolios are con-
tructed at the end of each June. They represent a double sort of 5
ortfolios sorted on size, i.e. market equity (ME), and 5 portfolios sorted

3 Ferson et al. (1999) apply an alphabetic sort to stock returns and identify,
oth theoretically and empirically, a positive risk premium related to the
mplied ‘‘alphabet’’ factor.

4 Definition and data obtained from: http://mba.tuck.dartmouth.edu/
ages/faculty/ken.french/data_library.html.

http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/data_library.html
http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/data_library.html
http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/data_library.html
http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/data_library.html
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on value, i.e. the ratio of book equity to market equity (BE/ME). The
size breakpoints for year 𝑡 are the quintiles of the NYSE market equity
t the end of June of 𝑡. BE/ME for June of year 𝑡 is the book equity for
he recent fiscal year end in 𝑡− 1 divided by ME for December of 𝑡− 1.

Again, the BE/ME breakpoints are quintiles of the NYSE. According to
the data library of Kenneth French the portfolios for July of year 𝑡 to
June of 𝑡 + 1 include all NYSE, AMEX, and NASDAQ stocks for which
they have market equity data for December of 𝑡 − 1 and June of 𝑡, and
(positive) book equity data for 𝑡 − 1.5

4. Factor construction and descriptive statistics

In this section, we first characterize the variables included in the
macroeconomic factor model following Chen et al. (1986). While the
factors capture the same economic effects, the construction however
differs in certain cases. The factors from Fama and French (1993) need
no description because the data are well documented in the empirical
literature and on Ken French’s website. Second, we characterize the
factors related to uncertainty, which are the main focus of this paper:
the VIX volatility index, our exponential GARCH model estimate, and
the monetary uncertainty factor by Baker, Bloom, and Davis (2016). For
our robustness tests we include three additional uncertainty factors: the
macroeconomic uncertainty index as developed by Jurado, Ludvigson,
and Ng (2015), the variance risk premium and the MOVE index. These
factors are also briefly discussed in Section 4.2. Third, we show some
descriptive statistics of our pricing factors.

4.1. Macroeconomic factors in the spirit of Chen et al. (1986)

The following variables are used in the specification of the CRR
macroeconomic factor model:

Industrial production (MP, YP)
In order to construct the macroeconomic factor for industrial pro-

duction we calculate the monthly and yearly growth rate of the U.S.
Industrial Production series. The data is obtained from Datastream.
Monthly industrial production growth rates (MP) are computed by

𝑀𝑃𝑡 = log(𝐼𝑃𝑡) − log(𝐼𝑃𝑡−1). (8)

Notice that IP is a flow variable compiled in the middle of the month.
Hence, it reflects last month’s industrial production and lags behind
the rest of the factors. Furthermore, CRR point out that the monthly
growth rate in industrial production is noisy enough and can therefore
be interpreted as innovation of the economy.

To construct the yearly industrial production growth rate (YP) we
follow CRR and take the difference in the logarithm with a lag of 12 as

𝑌 𝑃𝑡 = log(𝐼𝑃𝑡) − log(𝐼𝑃𝑡−12) (9)

displays. CRR use the yearly growth rate in order to capture the risk
of stock market reactions on long-run changes in industrial production.
The time series of MP exhibits an annual seasonal component. How-
ever, in our robustness tests we use a seasonally adjusted industrial
production factor (MP-SA) to analyze the impact of seasonal adjustment
on the price of risk. YP does not contain a seasonal component by
construction.

5 See footnote 4.
4

t

Inflation factors (UI, DEI)
We follow CRR and construct two time series in order to capture

the potential risk premium from inflation risk. In essence, we derive
an unanticipated inflation factor (UI) and a factor that displays the
change in expected inflation (DEI). We calculate the inflation factors
in two ways. In our major (benchmark) major model we use survey
data, whereas in our robustness test we use Treasury Inflation Protected
Securities (TIPS) to calculate the expected inflation.

The variable UI is derived as the difference between the actual
inflation in 𝑡 and the expected inflation in 𝑡 − 1 following

𝐼𝑡 = 𝐼𝑡 − E[𝐼𝑡|𝑡 − 1]. (10)

The actual inflation 𝐼𝑡 is derived as the first difference in the logarithm
of the Consumer Price Index (CPI). Expected inflation is however calcu-
lated differently than in CRR and their reference in Fama and Gibbons
(1984) because their approach leads to unstable results. Our estimate
is based on the monthly Surveys of Consumers by the University of
Michigan, which releases survey data on expected consumer price
changes for the next 12 months. Since we need monthly expectations
in our analysis, we transform the yearly into monthly expectations.

For the construction of the DEI factor, i.e. the first differences of the
monthly survey data, we fit an AR(1) model to the initial survey data
as the partial ACF cuts off after lag 1. We then use the innovations from
the AR(1) process as our DEI factor.

In our robustness test, we alternatively use a market-based proxy
from TIPS by calculating the yield difference as the difference between
the treasury bond yield and the Treasury Inflation Protected Securities
(TIPS) yield:

E[𝐼𝑡] = 𝑇 𝑟𝑒𝑎𝑠𝑢𝑟𝑦𝐵𝑜𝑛𝑑 𝑦𝑖𝑒𝑙𝑑𝑡 − 𝑇 𝐼𝑃𝑆 𝑦𝑖𝑒𝑙𝑑𝑡. (11)

A TIPS is issued by the U.S. Treasury and provides protection against
inflation. While getting interest payments twice a year over 5, 10
and 30 years, the principal of TIPS is linked to the inflation rate as
measured by the CPI.6 We take 5-year maturities of TIPS and U.S.
Treasury bond yields respectively. Since the interest payments are made
every six months until maturity, we assume that the short-term as
well as the long-term expectations are reflected in the TIPS (and the
treasury bond). CRR on the other hand get monthly expectations by
their approach. Therefore, we have to convert the annualized inflation
expectations to monthly data. The DEI-proxy is then computed by

𝐷𝐸𝐼𝑡 = E[𝐼𝑡+1|𝑡] − E[𝐼𝑡|𝑡 − 1]. (12)

he TIPS method is not used in the major (benchmark) model because
he data is only available from 1997 and does not cover our whole
ime period which starts in 1990. According to CRR, DEI may capture
dditional information not present in UI; specifically, ‘‘this would occur
henever inflation forecasts are influenced by economic factors other

han past forecasting errors’’ (p. 388).

isk premia (UPR)
We follow CRR and incorporate a factor to capture the effect of

nanticipated changes in credit risk premia, specified by

𝑃𝑅𝑡 = 𝐶𝐵𝑅𝑡 − 𝐿𝐺𝐵𝑡, (13)

epresenting the difference between corporate bond returns (CBR) and
he long-term government bond return (LGB). The test by Dickey and
uller (1979) (ADF) implies that the UPR series is not stationary. CRR
rgue that UPR should capture the unanticipated change in the degree
f risk aversion while revealing the level of risk implicit in the market’s
ricing of stocks. We take the first difference of the variable as our risk
actor in all our tests.

6 Definition source: https://www.treasurydirect.gov/indiv/products/prod_
ips_glance.htm.

https://www.treasurydirect.gov/indiv/products/prod_tips_glance.htm
https://www.treasurydirect.gov/indiv/products/prod_tips_glance.htm
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We use U.S. government zero coupon bonds with a maturity of
10 years in order to approximate LGB. This time series is obtained from
Datastream. Thereby, we deviate from the government bond portfolio
that is used in the CRR analysis. In order to approximate the corporate
bond return, we use the Merrill Lynch U.S. corporate bond index yield
with a maturity of 7–10 years containing only BBB and lower rated
bonds.

Term structure (UTS)
The slope of the term structure is proxied by the difference between

a long-term and a short-term interest rate,

𝑈𝑇𝑆𝑡 = 𝐿𝐺𝐵𝑡 − 𝑇𝐵1𝑡−1. (14)

We measure UTS as the difference between the long-term government
zero bond with a maturity of 10 years (LGB) and the 1-month treasury
bill (TB1). In order to get a stationary time series we take first differ-
ences of UTS as our risk factor in all our pricing tests. Therefore, UTS
captures the unanticipated excess returns on long-term government
bonds.

TED spread (TED)
The TED is an indicator of global illiquidity in the financial system

and is defined by

𝑇𝐸𝐷𝑡 = 𝐿𝐼𝐵𝑂𝑅3𝑡 − 𝑇𝐵3𝑡. (15)

The TED is calculated by subtracting the 3-month treasury bill (TB3)
from the 3-month LIBOR rate (LIBOR3). According to the ADF test, this
time series is not stationary. Therefore, we take first differences. The
TED spread is a measure of the credit risk of the global banking system
and hence a measure of the liquidity of the financial system. The change
of the TED spread is high during turbulent economic times. A positive
shock indicates higher default probability in the interbank market and
vice versa.

Consumption (CG)
Following CRR, we incorporate a consumption factor which cap-

tures the effects of real consumption growth on stock returns. As in
the CRR model, we exclude durables, however we include service
flows in our consumption factor. We use the consumption expenditures
data from the Bureau of Economic Analysis (NIPA tables) which we
obtained from Datastream. In contrast to CRR we compute the real per-
capita growth rates following the methodology of Kroencke (2017). We
adjust the nominal values for inflation to get real magnitudes using the
personal consumption expenditure index (PCE). In a further step we
divide the real consumption series by the monthly population estimates
of the U.S. to get per-capita magnitudes.7 The consumption data is
seasonally adjusted.

Oil prices (OG)
As in CRR, the macroeconomic risk of commodity-markets is prox-

ied by the first differences in the logarithm of oil prices (OG)

𝑂𝐺𝑡 = log(𝑊 𝑇𝐼𝑡) − log(𝑊 𝑇𝐼𝑡−1). (16)

By doing so we test whether sensitivities of stocks relative to oil prices
are rewarded by a risk premium. Therefore, we use the WTI petroleum
series obtained from Datastream.

7 Data obtained from FRED St. Louis.
5

Stock market index (VW)
CRR point out that most macroeconomic series, through the ap-

plied smoothing and averaging procedures, might not be able to cap-
ture all the relevant information which is available to market partici-
pants.8 Stock prices, however, react very strongly to public information.
CRR argue that market returns will be very noisy relative to inno-
vations in macroeconomic factors and should therefore improve their
results in terms of a stronger relationship between portfolio returns
and changes in macroeconomic factors. To capture this relative pric-
ing influence we incorporate the total return of the value weighted
NYSE/NYSEMKT/Nasdaq/Arca market index (VW). VW is obtained
from CRSP and ‘‘should reflect both the real information in the in-
dustrial production series and the nominal influence of the inflation
variable’’ (Chen et al., 1986, p. 390).

4.2. Factors related to uncertainty

The main objective of this paper is to incorporate different volatil-
ity or uncertainty factors in macroeconomic and firm-characteristic
asset pricing models and test whether these factors are priced and
are able to reduce the pricing errors. The first factor is the VIX, an
index representing implied volatility of equity index options. Second,
we estimate an exponential generalized conditional volatility model
(EGARCH) originating from Nelson (1991). The third factor is the
monetary uncertainty index by Baker et al. (2016). The three factors are
displayed in Fig. 1. We estimate the EGARCH factor for each subperiod
of the analysis separately. Additionally, we include the macroeconomic
uncertainty index by Jurado et al. (2015), the variance risk premium,
i.e. the difference between expected and realized variance, and finally
the MOVE Index into our robustness tests. The three robustness factors
are displayed in Fig. 2.

Implied volatility index (VIX)
The VIX is a market-based estimate of the expected volatility of

the S&P500 index and is calculated from at-the-money index options
traded at the Chicago Board Options Exchange (CBOE). It is calculated
from real-time, midpoint data of the bid/ask spreads of S&P500 index
options (SPX) which are interpolated such that the index represents
the implied volatility for the subsequent 30 days. This data series is
obtained from Bloomberg and is available since January 1990.9

Exponential GARCH (EG)
There is a lot of empirical evidence that GARCH models perform

well in characterizing daily stock return processes. We use daily differ-
ences of implied conditional volatilities as a short-term volatility factor.
Our GARCH model is estimated from daily returns of the CRSP value
weighted total return index using three specifications: GARCH(1,1) as
suggested by Bollerslev (1986), EGARCH(1,1) by Nelson (1991) and
GJR-GARCH(1,1) by Glosten, Jagannathan, and Runkle (1993). Based
on the Akaike (1974) and Schwarz (1978) information criterions (AIC,
BIC) of the fitted model in Table 1, the EGARCH(1,1) model

log(𝜎2𝑡 ) = 𝜔 + 𝛼(|𝑧𝑡−1| − E(|𝑧𝑡−1|)) + 𝛾𝑧𝑡−1 + 𝛽 log(𝜎2𝑡−1), (17)

its the return process best. The parameter 𝑧𝑡 is defined as 𝑧𝑡 ≡ 𝜀𝑡𝜎−1𝑡
nd denotes the standardized innovations. A characteristic of the model
s that it allows for asymmetry in the relationship between return and
olatility. Consistent with the literature we estimate 𝛾 < 0 which
mplies that negative shocks have a stronger impact on future volatility
han positive shocks. In the context of equity returns, this effect is
nown as ‘‘leverage’’ effect although, as pointed out by Bollerslev,

8 Recent evidence of this largely overlooked claim is provided by Kroencke
2017) in the context of recovering non-smoothed consumption data in tests
f the C–CAPM.

9 The details of the computation can be found at http://www.cboe.com/vix.

http://www.cboe.com/vix
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Table 1
Time-series estimation of the Generalized Autoregressive Conditional Heteroscedastic (GARCH) models.

Summary statistics of market return (7’289 Days)

Mean Median SD Skewness Kurtosis

0.036 0.074 1.088 −0.363 11.819

GARCH(1,1): 𝜎2
𝑡 = 𝜔 + 𝛼𝜀2𝑡−1 + 𝛽𝜎2

𝑡−1

𝜔 𝛼 𝛽

Coef. 7.646e−07 0.086 0.911
t-stat 2.544 12.71 141.4

EGARCH(1,1): 𝑙𝑜𝑔(𝜎2
𝑡 ) = 𝜔 + 𝛼(|𝑧𝑡−1| − 𝐸(|𝑧𝑡−1|)) + 𝛾𝑧𝑡−1 + 𝛽𝑙𝑜𝑔(𝜎2

𝑡−1)

𝜔 𝛼 𝛽 𝛾

Coef. −0.147 0.139 0.985 −0.111
t-stat −8.020 12.61 510.9 −14.72

GJR(1,1): 𝜎2
𝑡 = 𝜔 + 𝛼𝜀2𝑡−1 + 𝛾𝜀2𝑡−1𝐼(𝜀𝑡−1 < 0) + 𝛽𝜎2

𝑡−1

𝜔 𝛼 𝛽 𝛾

Coef. 1.784e−06 0.011 0.871 0.212
t-stat 5.060 1.285 102.0 13.55

Model Fit

GARCH EGARCH GJR

Log-likelihood 2.439e+04 2.449e+04 2.446e+04
AIC −4.876e+04 −4.894e+04 −4.889e+04
BIC −4.873e+04 −4.890e+04 −4.885e+04

Residual Analysis

GARCH EGARCH GJR

Ljung–Box Q-statistic of 𝜀2 for
10 lags 19.11 10.55 18.03
(𝑝-value) (0.039) (0.393) (0.055)
20 lags 33.50 16.13 24.29
(𝑝-value) (0.030) (0.709) (0.230)

This table reports the summary statistics of the daily total return series and parameter estimations of the GARCH(1,1), EGARCH(1,1) and the
GJR(1,1) model. Furthermore statistics for the goodness of the model fit are provided as well as statistics for the residual analysis. The used
data is obtained from CRSP. The daily series is used from January 1990 to November 2018.
ussell, and Watson (2010), it has little to do with the actual financial
everage of firms.

Following Ang et al. (2006), the two pricing factors – VIX and
GARCH – are specified as first differences of end-month volatility
orecasts. We interpret the change in the VIX as a change in expected
ong-run volatility (30 days) and the change in the EGARCH volatility
s a change in expected short-run volatility (1 day).10 Another approach
ould be to sum up and average the monthly differences over each
onth as done by Adrian and Rosenberg (2008). However, we choose

o use the first approach. No matter which approach is selected, there is
n obvious loss in information when using monthly volatility forecasts
n fitting asset pricing models.

The two volatility factors as well as their differences are displayed in
ig. 1. The implied volatility has a mean of 5.57% p.m., while the mean
GARCH volatility is 4.34% p.m. Compared to the mean, the median
f both volatilities are roughly 0.5% p.m. lower which points to the
xtreme observations in 1998 (Russian crisis), 2001 (Dot-Com crisis),
008 (Global Financial crisis) and 2011 (Euro crisis); see Fig. 1. The
tandard deviation of the volatility are roughly the same at 2.2% p.m.
he smallest value of the VIX is 2.75% p.m. and for the EGARCH model
t 1.57% p.m. while the maximum value for the VIX and EGARCH is
t 17% p.m.

onetary policy uncertainty (MPU)
Extensive research suggests that volatility risk of the stock market

s related to monetary policy shocks. In order to disentangle monetary
olicy uncertainty from stock market volatility as captured by the VIX
nd our EGARCH factor, an additional risk factor is included in our ex-
ended model which proxies uncertainty about monetary policy (MPU).

10 This is similar to the summation of the daily differences as done in Ang
t al. (2006).
6

Among the large body of research, the papers by Galí and Gambetti
(2015) and Rigobon and Sack (2003) are particularly suggestive. Unlike
previous studies that analyze the impact of monetary shocks on stock
market returns, Rigobon and Sack (2003) examine the response of
FED’s monetary policy to stock market shocks. They find that a 5% rise
(fall) in the S&P500 index makes a 25 basis point tightening (easing)
more likely by 50%. Galí and Gambetti (2015) test the reaction of
bubbly stock prices in response to an exogenous tightening of monetary
policy and an associated increase in interest rates. When allowing for
an endogenous, contemporaneous response of interest rates to stock
prices their findings confirm the previous result in the sense that a 10%
rise in stock prices triggers a 20 basis points rise in the federal funds
rate. These results strongly suggest that stock market volatility should
be complemented by a simultaneous factor measuring monetary policy
uncertainty.

As discussed in Section 2, Brogaard and Detzel (2015) find that
economic policy uncertainty (EPU) has a significant risk premium.
Therefore, we follow their approach and test whether the respective
sub index, the monetary policy uncertainty index by Baker et al. (2016)
shows similar results in the cross section of stock returns. An alternative
choice for capturing the effect of monetary uncertainty would be in a
market-based measure such as implied volatility of 3-months Eurodollar
options.11 However, there are unsolved issues and non-documented,
apparent errors associated with this time series. Therefore, we use the
monetary policy uncertainty index from Baker et al. (2016) as our
proxy. This index is built by counting newspaper articles that satisfy
the E, P, U, M criteria. This means that articles are flagged that contain
the following keywords:

11 This data is, in principle, available from the Chicago Mercantile Exchange
(CME).
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• E: economic, economy
• P: congress, legislation, white house, regulation, federal reserve,

deficit
• U: uncertain, uncertainty
• M: federal reserve, the fed, money supply, open market op-

erations, quantitative easing, monetary policy, fed funds rate,
overnight lending rate, Bernanke, Volker, Greenspan, central
bank, interest rates, fed chairman, fed chair, lender of last resort,
discount window, European Central Bank, ECB, Bank of England,
Bank of Japan, BOJ, Bank of China, Bundesbank, Bank of France,
Bank of Italy.

Baker et al. (2016) also include plurals (e.g. uncertainties) and
ariations (e.g. economics) in their term sets. They use two different
pproaches to construct two versions of the MPU Index. The first
pproach contains hundreds of daily newspapers covered by Access
orld News. The second approach contains a balanced panel of 10
ajor U.S. newspapers such as USA Today, the Miami Herald, the
hicago Tribune, the Washington Post, the Los Angeles Times, the
oston Globe, the San Francisco Chronicle, the Dallas Morning News,
he Houston Chronicle, and the Wall Street Journal. In both versions,
he authors sum the raw counts of articles that matches the respective
erm set and divide it by the sum of all articles published by the same
ewspaper and month. Then Baker et al. (2016) normalize the scaled
requency count to have an average value of 100 from January 1985
hrough December 2010. In our paper, we only use the first version of
he MPU index because the data is updated until recently and makes it
ossible to estimate our models with recent data.

We incorporate MPU by taking the first logarithmic differences of
he index; the time series, levels and log differences, are shown in 1. It
s worth noticing that unlike the VIX and EGARCH volatility measures,
he peaks of the MPU index are not only apparent in market turmoils
nd recessions, but persist e.g. in the aftermath of the Global Financial
risis 2007.

A disadvantage of the MPU index is that this is a simple count
f newspaper articles. Hence, the article’s sentiment is not included.
oreover, this leaves out all other media channels such as television,

adio, business information systems, and social media. One could argue,
or example, that a news piece on Bloomberg TV about the economic
olicy uncertainty in the United States is more important to measure
ncertainty than an article in a Hawaiian newspaper called ‘‘Big Island
eekly’’. Furthermore, it is worth mentioning that business journals

re heavily underweighted in this index compared to ‘‘regular’’ news
ournals. Therefore it might be advantageous to use the news database
‘Factiva’’12 as this database has more business journals included.

acroeconomic uncertainty (MU)
For testing the robustness of our extended model against the in-

lusion of additional uncertainty factors, we first include the macroe-
onomic uncertainty (MU) index developed by Jurado et al. (2015).
he authors provide a new, compound measure of macroeconomic
ncertainty that builds on the idea that "what matters for economic
ecision making is not whether particular economic indicators have
ecome more or less variable or disperse per se, but rather whether
he economy has become more or less predictable" (p. 1178). Thus,
ncertainty is derived from the aggregated forecast errors of a set of
conomic indicators 𝑦𝑗𝑡 ∈ 𝑌𝑡 = (𝑦1𝑡,… , 𝑦𝑁𝑦𝑡). For the 𝑗th variable, the
-period ahead uncertainty is defined by

𝑦
𝑗𝑡(ℎ) ≡

√

E[(𝑦𝑗𝑡+ℎ − E[𝑦𝑗𝑡+ℎ ∣ 𝐼𝑡])2 ∣ 𝐼𝑡], (18)

12 https://professional.dowjones.com/factiva/.
7

and represents the conditional volatility of the purely unforecastable
component of the future value of the series.13 E(⋅ ∣ 𝐼𝑡) stands for the in-
formation 𝐼 given in 𝑡. In order to construct an index of macroeconomic
uncertainty, the authors aggregate the 𝑗 individual prediction errors at
each date using aggregation weights 𝑤𝑗 :

𝑈𝑦
𝑡 (ℎ) ≡ plim𝑁𝑦→∞

𝑁𝑦
∑

𝑗=1
𝑤𝑗𝑈

𝑦
𝑗𝑡(ℎ) ≡ 𝐸𝑤[𝑈

𝑦
𝑗𝑡(ℎ)]. (19)

The individual uncertainties are weighted equally. Throughout the
forecasting procedure the factors are estimated using a static principal
component analysis (PCA). The authors emphasize two features of their
approach (Eqs. (18) and (19)). First, the importance to differentiate
between the uncertainty in a series 𝑦𝑗𝑡 and its conditional volatility after
removing the forecastable component E[𝑦𝑗𝑡+ℎ ∣ 𝐼𝑡]. Second, the distinc-
tion of macroeconomic uncertainty versus the uncertainty reflected in
single series 𝑦𝑗𝑡, because "uncertainty-based theories of the business-
cycle typically require the existence of common (often countercyclical)
variation in uncertainty across large numbers of series" (Jurado et al.,
2015, p. 1179).

Their macroeconomic uncertainty index (MU) is composed from a
data set which contains 132 macroeconomic time series such as: real
output and income, employment and hours, real retail, manufacturing
and trade sales, consumer spending, housing starts, inventories and
inventory sales ratios, orders and unfilled orders, compensation and
labor costs, capacity utilization measures, price indexes, bond and stock
market indexes, and foreign exchange measures.14 We perform an ADF
unit root test and use first differences of the macroeconomic uncertainty
index as proxy for the innovations of the series.

Variance risk premium (VRP)
The second uncertainty factor included in our robustness tests is

a stock market related variance measure referred to as ‘‘variance risk
premium’’ by Bekaert and Hoerova (2014) which is defined by

𝑉 𝑅𝑃𝑡 = 𝑉 𝐼𝑋2
𝑡 − 𝑅𝑉 (22)

𝑡+1 , (20)

where the realized variance 𝑅𝑉 (22) is equal to ∑𝑇=22
𝑡=1 𝑅𝑉𝑡. While the

VIX factor proxies the expected volatility, the variance risk premium
measures the unconditional unexpected variance in the stock market.
This factor makes it possible to disentangle expected from unexpected
changes in volatility risk. Alternatively, the VRP is often interpreted as
a proxy for the economy’s risk aversion as it is the difference between
risk neutral probability measure (VIX) the actual ‘‘physical’’ probability
measure and indicates whether the economy is in a bad state with high
marginal utility of money; see Bekaert and Hoerova (2014). The data
can be retrieved from Heber, Asger, Shephard, and Sheppard (2009).15

Note that this data is only available from January 2000, hence not over
the full sample period.

ICE Bofa US bond market option volatility estimate index (MOVE)
Lastly, in order to discriminate stock market volatility, monetary

policy uncertainty and macroeconomic uncertainty from expected (im-
plied) long run interest rate volatility risk, we use the ICE Bofa US
Bond Market Option Volatility Estimate Index (MOVE). The MOVE
index is a well-recognized indicator of US interest rate volatility and is
widely used in practice; it is often referred to as the ‘‘VIX for Bonds’’.
The MOVE measures the implied yield volatility of a basket of one-
month over-the-counter options on 2-year, 5-year, 10-year and 30-year
Treasuries. The MOVE is provided by the Intercontinental Exchange

13 Jurado et al. (2015) calculate their indices for three forecasting horizons,
1 month, 3 months and twelve months. In this paper, we use their 1 month
period.

14 The full list of variables is displayed in the online appendix of Jurado
et al. (2015) https://www.sydneyludvigson.com/data-and-appendixes.

15
 https://realized.oxford-man.ox.ac.uk/data.

https://professional.dowjones.com/factiva/
https://www.sydneyludvigson.com/data-and-appendixes
https://realized.oxford-man.ox.ac.uk/data
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Table 2
Descriptive statistics for all pricing factors from January 1990 to November 2018.

Summary Statistics for all Factos (347 months)

Uncertainty factors

Mean Median Min Max SD Skewness Kurtosis

𝑉 𝐼𝑋 0.001 −0.043 −4.411 5.918 1.201 0.840 7.895
𝐸𝐺 0.001 −0.089 −7.711 10.239 1.622 0.714 8.837
𝑀𝑃𝑈 −0.219 −0.798 −152.132 176.740 51.544 0.236 3.362
𝑀𝑈 −0.020 −0.125 −5.374 8.084 1.514 0.972 8.797
𝑀𝑂𝑉 𝐸 −0.149 −1.064 −35.086 70.521 13.661 0.839 6.078

Fama–French Factors

Mean Median Min Max SD Skewness Kurtosis

𝑅𝑃𝑀 0.648 1.110 −17.230 11.350 4.208 −0.677 4.300
𝑆𝑀𝐵 0.159 0.080 −14.910 18.310 3.047 0.469 7.655
𝐻𝑀𝐿 0.175 −0.070 −11.100 12.900 2.970 0.227 5.465
𝑈𝑀𝐷 0.523 0.540 −34.390 18.360 4.734 −1.521 14.303
𝑅𝑀𝑊 0.345 0.420 −18.370 13.310 2.611 −0.413 13.734
𝐶𝑀𝐴 0.206 −0.030 −6.880 9.580 2.072 0.582 5.267

Macroeconomic Factors

Mean Median Min Max SD Skewness Kurtosis

𝑀𝑃 0.158 0.053 −5.104 5.469 1.926 0.066 3.390
𝑌 𝑃 1.822 2.637 −17.170 8.588 4.031 −2.087 9.225
𝐷𝐸𝐼 0.008 −0.004 −1.826 1.291 0.303 −0.167 9.843
𝑈𝐼 −0.046 −0.040 −2.172 0.863 0.318 −1.192 9.279
𝑈𝑃𝑅 0.000 −0.005 −1.532 1.844 0.246 −0.010 21.622
𝑈𝑇𝑆 0.001 −0.011 −1.877 1.916 0.493 0.273 4.332
𝑂𝐺 0.243 0.738 −39.117 36.481 9.322 −0.156 4.652
𝐶𝐺 0.116 0.128 −0.809 1.140 0.244 −0.090 5.054
𝑇𝐸𝐷 −0.001 0.000 −0.890 2.030 0.208 3.167 33.682
𝑉 𝑊 0.844 1.295 −18.465 11.403 4.208 −0.728 4.602

This table reports the mean, median, minimal- and maximal values, standard deviation, skewness and kurtosis for the uncertainty factors, 𝑉 𝐼𝑋, EGARCH (𝐸𝐺), monetary policy
uncertainty (𝑀𝑃𝑈), macroeconomic uncertainty (𝑀𝑈), MOVE index (𝑀𝑂𝑉 𝐸), the Fama–French factors, excess market return (𝑅𝑃𝑀), size (𝑆𝑀𝐵), value (𝐻𝑀𝐿), momentum
(𝑈𝑀𝐷), profitability (𝑅𝑀𝑊 ), investment (𝐶𝑀𝐴) and the macroeconomic CRR factors, industrial production (𝑀𝑃, 𝑌 𝑃 ), inflation (𝐷𝐸𝐼,𝑈𝐼), risk premium (𝑈𝑃𝑅), term structure

𝑈𝑇𝑆), oil price (𝑂𝐺), consumption (𝐶𝐺), TED spread (𝑇𝐸𝐷) and value weighted equity return (𝑉 𝑊 ). Construction of the Factors can be found in Sections 4.1 and 4.2.
ICE) and was recently purchased from the Bank of America. The data
eries is obtained from Datastream and we incorporate the MOVE by
aking the first logarithmic differences in order to make the time series
tationary.

.3. Descriptive statistics

Several descriptive statistics of the pricing factors are displayed in
able 2. Note that the factors in the FF framework are traded factors.
ence, their mean can be interpreted as the market price of risk.
oreover, only factors which are available for the full sample period

re displayed in Table 2.
Table 3 shows cross-sectional correlations between the FF factors

nd the uncertainty factors in Panel A, and the correlations between the
acroeconomic factors and the uncertainty factors in Panel B. Panel A

eveals that the correlations between the uncertainty factors VIX and
GARCH (EG) with the market factor, i.e. −0.71 and −0.67, have the
ize known from the empirical literature. The correlation between the
wo volatility factors, VIX and EG, is high, namely 0.74. This indicates
hat they might capture similar effects on the stock market. Panel

reveals similar correlations when using the value weighted return
actor (VW). Overall, except for the positive HML-CMA relationship, the
orrelations between the residual factors are rather small. Again, only
actors which are available for the full sample period are displayed in
able 3.

In Figs. 3–5 we display the marginal factor betas of the VIX- and EG-
actors from the multiple time series regression (1). The majority of the
actor betas is negative, especially those in the CRR model framework.
olatility surprises lead to negative stock returns, even after controlling

or the other factors. However, the factor betas are considerably more
egative in the macroeconomic factor model compared to the FF model.
he betas of the monetary policy uncertainty index are notably smaller
in absolute terms) than the betas of the VIX and EG.
8

5. Empirical results

In this section, the empirical results are presented. We first discuss
our major models which include the basic FF- and CRR-models ex-
panded by the VIX volatility factor (Section 5.1). Next, these models
are expanded by the newly specified uncertainty factors, i.e. EGARCH
volatility (EG) and the monetary policy uncertainty index (MPU) (Sec-
tion 5.2). Finally, we test the robustness of our findings with an
alternative estimation approach using GLS, with additional control
factors, additional uncertainty factors and for different subperiods in
Section 5.3. With the exception of the pricing test for different subperi-
ods, all pricing results are displayed for the 48 industry sector- and 25
size/value sorted portfolios.

5.1. Major models

We start by running the basic model by FF and CRR and expand
both models by the VIX volatility factor. These are our ‘‘major’’ models
in the subsequent discussion. Table 4 displays the estimation results of
the basic models in columns (1), (3), (5), and (7), while the results of
the VIX-expanded major models can be found in columns (2), (4), (6),
and (8).

When looking at the results in Table 4, columns (1) to (4), we
see that the risk premium of the market factor is always statistically
significant; the estimated market risk premiums are between 0.6% to
0.75% per month regardless of the used test portfolios and inclusion
of the VIX. On the one hand, the risk premium of this traded factor is
close to the time series average shown in Table 2. On the other hand,
the risk premiums of the size- and value factors are highly sensitive to
the test portfolios. While the risk premiums of the size- and value factor
are close to the time series average when using the 25 size/value sorted
portfolios, the risk premiums are vastly different when running the tests
with the 48 industry sector portfolios. However, the market price of risk
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Table 3
Correlation matrices of the pricing factors from January 1990 to November 2018.

Correlation of the risk factors

A.Fama/French Factors

𝑅𝑃𝑀 𝑆𝑀𝐵 𝐻𝑀𝐿 𝑈𝑀𝐷 𝑅𝑀𝑊 𝐶𝑀𝐴 𝑉 𝐼𝑋 𝐸𝐺 𝑀𝑃𝑈 𝑀𝑈 𝑀𝑂𝑉 𝐸

𝑅𝑃𝑀 1
𝑆𝑀𝐵 0.21 1
𝐻𝑀𝐿 −0.18 −0.11 1
𝑈𝑀𝐷 −0.24 0.01 −0.19 1
𝑅𝑀𝑊 −0.42 −0.46 0.36 0.08 1
𝐶𝑀𝐴 −0.38 −0.05 0.66 0.03 0.22 1
𝑉 𝐼𝑋 −0.71 −0.16 0.12 0.19 0.28 0.21 1
𝐸𝐺 −0.67 −0.19 0.21 0.16 0.29 0.29 0.74 1
𝑀𝑃𝑈 −0.21 −0.11 0.03 0.04 0.09 0.06 0.17 0.23 1
𝑀𝑈 −0.21 −0.07 0.02 0.18 0.02 0.05 0.28 0.21 0.12 1
𝑀𝑂𝑉 𝐸 −0.29 0.03 0.10 0.04 0.07 0.11 0.39 0.38 0.12 0.17 1

B.Macroeconomic Factors

𝑀𝑃 𝑌 𝑃 𝐷𝐸𝐼 𝑈𝐼 𝑈𝑃𝑅 𝑈𝑇𝑆 𝑂𝐺 𝐶𝐺 𝑇𝐸𝐷 𝑉𝑊 𝑉 𝐼𝑋 𝐸𝐺 𝑀𝑃𝑈 𝑀𝑈 𝑀𝑂𝑉 𝐸

𝑀𝑃 1
𝑌 𝑃 0.15 1
𝐷𝐸𝐼 0.13 0.07 1
𝑈𝐼 0.14 0.08 0.44 1
𝑈𝑃𝑅 0.05 0.17 −0.09 −0.18 1
𝑈𝑇𝑆 0.02 −0.13 0.05 0.09 −0.15 1
𝑂𝐺 0.08 0.04 0.17 0.32 −0.29 −0.02 1
𝐶𝐺 0.09 0.25 −0.08 −0.11 −0.08 −0.13 −0.01 1
𝑇𝐸𝐷 0.06 0.09 0.07 0.06 0.15 −0.11 0.04 0.03 1
𝑉 𝑊 −0.08 0.05 −0.06 0.01 −0.47 0.01 0.15 0.16 −0.15 1
𝑉 𝐼𝑋 0.05 0.06 0.10 0.05 0.41 −0.07 −0.11 0.00 0.18 −0.71 1
𝐸𝐺 0.03 0.06 0.15 0.12 0.32 −0.07 −0.12 −0.05 0.29 −0.67 0.74 1
𝑀𝑃𝑈 0.02 0.03 0.05 0.05 0.13 −0.07 −0.02 −0.05 0.14 −0.20 0.17 0.23 1
𝑀𝑈 −0.07 0.19 0.14 −0.09 0.30 0.06 −0.22 −0.04 0.20 −0.22 0.28 0.21 0.12 1
𝑀𝑂𝑉 𝐸 0.08 0.00 0.01 −0.01 0.12 0.06 0.00 0.07 0.21 −0.30 0.39 0.38 0.12 0.17 1

In Panel A this table reports the correlations between the Fama–French factors, excess market return (𝑅𝑃𝑀), size (𝑆𝑀𝐵), value (𝐻𝑀𝐿), momentum (𝑈𝑀𝐷), profitability (𝑅𝑀𝑊 ),
nvestment (𝐶𝑀𝐴) and the uncertainty factors, 𝑉 𝐼𝑋, EGARCH (𝐸𝐺) and monetary policy uncertainty (𝑀𝑃𝑈). In Panel B the correlations of the macroeconomic CRR factors,
ndustrial production (𝑀𝑃, 𝑌 𝑃 ), inflation (𝐷𝐸𝐼,𝑈𝐼), risk premium (𝑈𝑃𝑅), term structure (𝑈𝑇𝑆), oil price (𝑂𝐺), consumption (𝐶𝐺), TED spread (𝑇𝐸𝐷), value weighted equity

eturn (𝑉 𝑊 ) and the uncertainty factors 𝑉 𝐼𝑋, EGARCH (𝐸𝐺), monetary policy uncertainty (𝑀𝑃𝑈), macroeconomic uncertainty (𝑀𝑈) and the MOVE Index (𝑀𝑂𝑉 𝐸) are displayed.
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f the size- and value factor are not consistently significantly different
rom zero.

From Eqs. (5) to (8) in Table 4 we observe that the risk premiums of
he factors of the basic CRR model are not consistently priced. Again,
he size and significance of the risk premiums change with respect to
he tested portfolios. For example, industrial production (MP) has a
ignificant negative risk premium in Eq. (5) but not in the basic model
hen testing with the 25 size/value sorted portfolios in Eq. (7). We
ill analyze this particular factor in more detail in Section 5.3. Similar

esults emerge for the risk premium factor (UPR). In contrast, the
nflation factors are significantly priced when testing the 25 size/value
orted portfolios, but are no longer significant when testing the 48
ndustry sectors. We conclude that the pricing results of the basic
actors are highly sensitive with respect to the used test portfolios.

The VIX on the other hand is consistently priced with a negative
isk premium between 0.33% to 0.54% per month, and is significant in
oth models. Therefore, the VIX captures a risk dimension which the
wo basic models seem to neglect. In addition, the risk premiums of
he VIX are insensitive with respect to the used test portfolios. When
ooking at the pricing errors, we ascertain that the expansion of the
asic models by the VIX lowers the test statistic of the joint test of
lphas. Nevertheless, the pricing errors remain significantly different
rom zero. The pricing errors for the major models (Eqs. (2), (4), (6),
nd (8) in Table 4) are visualized in Fig. 6.

Summing up, our empirical results suggest the following volatility
atterns: First, in the FF model the portfolio sort seems to have a
ore substantial impact than in the CRR model. Second, the size of

he volatility risk premium is more uniform across the models if the
8 industry sector sort is being used. Third, the size/value portfolio
ort generates larger volatility risk premiums (in absolute terms) for
9

oth models. Whether these patterns persist in the extended models and i
nder alternative model specifications (robustness tests) will be shown
n the subsequent sections.

We conclude from these results that the inclusion of the VIX factor
mproves fundamental-based as well as macroeconomic-based asset
ricing models. This is consistent with observed investor behavior: in
heir attempt to hedge against adverse changes in investment opportu-
ities in the spirit of Merton (1973), risk averse investors overweight
tocks in their portfolios which exhibit high returns in high volatility
tates. Models with volatility as a systematic risk factor can found
n Campbell (1993, 1996) or Chen (2002). This hedging pattern is rein-
orced by the observation of Campbell and Hentschel (1992) and others
hat periods of high volatility coincide with stock market downturns.
herefore, assets with a positive sensitivity to market volatility risk pro-
ide a hedge against market downside risk (Bakshi & Kapadia, 2003).
nvestors are willing to hold these stocks at low or, as our results reveal,
egative risk premiums. Since most stocks exhibit negative volatility
etas, their expected return on volatility risk is mostly positive.

.2. Extended models

In this section, the major models of the previous section (i.e. the
asic FF and CRR models plus VIX) are expanded by two additional
actors of economic uncertainty apart from the VIX, abbreviated by EG
EGARCH-based short-run volatility) and MPU (monetary policy uncer-
ainty). The estimation results in Table 5 indicate that the market factor
s consistently and significantly priced but also insensitive with respect
o the tested portfolios and the added uncertainty factors as well. As
n the previous section, the size- and value factors are not consistently
riced and highly sensitive to the choice of the test portfolios.

Adding the change in expected short-run volatility (EG) to our
odel reveals a negative price of risk in all model specifications but it
s only statistically significant if the 25 size/value sorted test portfolios
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Table 4
FF3 factor- and CRR model expanded by the VIX.

Fama–French 3 Factor Model Chen–Roll–Ross Model

48 industry sectors + 6 25 size/value + 6 48 industry sectors + 6 25 size/value + 6

(1) (2) (3) (4) (5) (6) (7) (8)

𝜆𝑅𝑃𝑀 0.746*** 0.722*** 0.632** 0.598** 𝜆𝑀𝑃 −0.831** −0.366 −0.153 −0.688
[3.143] [3.019] [2.663] [2.499] [-2.515] [-1.144] [-0.275] [-1.543]

𝜆𝑆𝑀𝐵 −0.384* −0.349 0.138 0.169 𝜆𝐷𝐸𝐼 −0.065 0.067 −0.180** −0.104
[-1.778] [-1.584] [0.824] [1.021] [-1.237] [1.092] [-2.293] [-1.297]

𝜆𝐻𝑀𝐿 −0.064 −0.128 0.176 0.119 𝜆𝑈𝐼 −0.07 0.086 −0.246*** −0.124
[-0.298] [-0.614] [0.899] [0.623] [-1.025] [1.291] [-3.317] [-1.169]

𝜆𝑈𝑃𝑅 −0.046* 0.018 −0.037 0.051
[-1.760] [0.615] [-1.143] [1.254]

𝜆𝑈𝑇𝑆 −0.121 −0.102 −0.116 0.087
[-1.603] [-1.335] [-1.195] [0.904]

𝜆𝑉 𝐼𝑋 −0.347** −0.540** 𝜆𝑉 𝐼𝑋 −0.332*** −0.395***
[-2.300] [-2.741] [-3.238] [-3.697]

𝛼-test 229.033 212.762 480.18 479.071 𝛼-test 216.06 188.009 413.832 404.403
𝑝-value 0 0 0 0 𝑝-value 0 0 0 0

The table reports the monthly risk premiums of the FF3 factor- and CRR model with the addition of the VIX (a description of the variables can be found in the caption of
Table 2). Eqs. (1), (3), (5), and (7) serve as the benchmark pricing of the basic FF3 factor- and CRR model for 25 size/value- and 48 industry sector portfolios (+ 6 traded
factors) respectively. Eqs. (2), (4), (6) and (8) display the models with the extension of the VIX. Furthermore for each pricing test the respective test of joint 𝛼’s and its 𝑝-value
are displayed. The 𝑡-statistics by Newey and West (1987) are shown in square brackets and statistical significance is indicated with *𝑝 < 0.10, **𝑝 < 0.05 and ***𝑝 < 0.01. The risk
remiums are displayed in percent. The sample period is defined from January 1990 to November 2018 using monthly data.
able 5
F3 factor model expanded by the three uncertainty factors.

48 industry sector portfolios + 6 25 size/value sorted portfolios + 6

Benchmark Extended models Benchmark Extended models

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)

𝜆𝑅𝑃𝑀 0.722*** 0.738*** 0.747*** 0.740*** 0.722*** 0.724*** 0.598** 0.607** 0.614** 0.598** 0.596** 0.593**
[3.019] [3.088] [3.152] [3.102] [3.021] [3.036] [2.499] [2.533] [2.580] [2.494] [2.486] [2.474]

𝜆𝑆𝑀𝐵 −0.349 −0.412* −0.365 −0.394* −0.333* −0.322 0.169 0.167 0.143 0.167 0.172 0.172
[-1.584] [-1.991] [-1.673] [-1.948] [-1.689] [-1.651] [1.021] [1.016] [0.856] [1.016] [1.046] [1.045]

𝜆𝐻𝑀𝐿 −0.128 −0.081 −0.031 −0.055 −0.131 −0.11 0.119 0.142 0.155 0.132 0.118 0.116
[-0.614] [-0.380] [-0.137] [-0.243] [-0.631] [-0.503] [0.623] [0.747] [0.797] [0.694] [0.622] [0.611]

𝜆𝑉 𝐼𝑋 −0.347** −0.356** −0.344*** −0.540** −0.515** −0.489**
[-2.300] [-2.655] [-2.691] [-2.741] [-2.708] [-2.499]

𝜆𝐸𝐺 −0.323 −0.283 −0.29 −0.261 −0.560** −0.549** −0.515** −0.514**
[-1.232] [-1.115] [-1.091] [-1.008] [-2.362] [-2.321] [-2.230] [-2.227]

𝜆𝑀𝑃𝑈 6.803 3.883 2.853 −22.694* −17.284 −8.708
[0.570] [0.356] [0.266] [-1.902] [-1.535] [-0.825]

𝛼-test 212.762 224.21 227.234 222.428 212.71 210.762 479.071 477.091 480.177 476.965 477.068 476.959
𝑝-value 0 0 0 0 0 0 0 0 0 0 0 0

The table reports the monthly risk premiums of the FF3 factor model with the addition of the 𝑉 𝐼𝑋, EGARCH (𝐸𝐺) and monetary policy uncertainty (𝑀𝑃𝑈) (a description of
the variables can be found in the caption of Table 2). Eqs. (1) and (7) serve as the benchmark pricing of the basic FF3 factor model with the 𝑉 𝐼𝑋 for 25 size/value- and 48
industry sector portfolios (+ 6 traded factors) respectively. Eqs. (2) to (6) and (8) to (12) display the models with the separate and combined extensions including 𝐸𝐺 and 𝑀𝑃𝑈 .
Furthermore for each pricing test the respective test of joint 𝛼’s and its 𝑝-value are displayed. The 𝑡-statistics by Newey and West (1987) are shown in square brackets and statistical
significance is indicated with *𝑝 < 0.10, **𝑝 < 0.05 and ***𝑝 < 0.01. The risk premiums are displayed in percent. The sample period is defined from January 1990 to November
2018 using monthly data.
are used. Here, the EG factor exhibits a negative risk premium between
0.51% and 0.56% p.m. Eqs. (11) and (12) reveal that the short-run (EG)
and long-run (VIX) volatility factors are both significantly priced with
the magnitude of approximately −0.5% p.m. if simultaneously included
in the model. This is an important finding and indicates that investors
perceive expected short-run- and long-run volatility as separate risk
factors.

With the exception of Eq. (9) in Table 5, changes in monetary
policy uncertainty as measured by the changes of the MPU-index are
not significantly priced.16 As in the previous Section 5.1 the VIX has
a consistent negative market price of risk but also insensitive to addi-
tional uncertainty factors and the used test portfolios. The pricing errors

16 Unsurprisingly the risk premium is rather high as the changes of the MPU-
ndex are large, therefore the estimated betas are small in regression step one
nd hence the lambdas are accordingly large.
10
do not drop considerably when adding EG and MPU. The test values
of the joint alpha test are considerably lower in the pricing tests for
the 48 industry sector portfolios compared to the 25 size/value sorted
portfolios.

In Table 6 the marginal explanatory effects of the two uncertainty
factors (EG and MPU) are tested in the macroeconomic-based CRR
model setting. When testing the 48 industry sector portfolios the basic
CRR risk factors are not consistently priced. However, in Eq. (3) indus-
trial production (MP) and term structure (UTS) inherit a negative risk
premium when no volatility factor (EG and VIX) is included. The test
with the 25 size/value sorted portfolios shows rather different results.
Even though the CRR-factors are still not consistently priced, we see
more cases with significantly priced factors. For example, in Eqs. (8)
through (10) the inflation factors, change in expected inflation and
unexpected inflation (DEI and UI) exhibit a significantly priced negative

premium. The risk factor UPR is significantly priced in Eqs. (11) and
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Table 6
CRR model expanded by the three uncertainty factors.

48 industry sector portfolios + 6 25 size/value sorted portfolios + 6

Benchmark Extended models Benchmark Extended models

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)

𝜆𝑀𝑃 −0.366 −0.49 −0.830** −0.489 −0.36 −0.346 −0.688 −0.36 −1.172** −1.059** −0.023 −0.352
[-1.144] [-1.522] [-2.513] [-1.516] [-1.128] [-1.086] [-1.543] [-0.768] [-2.527] [-2.649] [-0.043] [-0.695]

𝜆𝐷𝐸𝐼 0.067 0.065 −0.057 0.065 0.057 0.06 −0.104 −0.160** −0.152* −0.175** −0.12 −0.132
[1.092] [1.052] [-1.090] [1.089] [0.934] [1.004] [-1.297] [-2.109] [-1.948] [-2.282] [-1.523] [-1.636]

𝜆𝑈𝐼 0.086 0.015 −0.041 0.015 0.098 0.096 −0.124 −0.217* −0.181** −0.209* −0.117 −0.13
[1.291] [0.224] [-0.647] [0.227] [1.642] [1.619] [-1.169] [-1.821] [-2.387] [-1.780] [-1.121] [-1.213]

𝜆𝑈𝑃𝑅 0.018 0.013 −0.027 0.013 0.015 0.013 0.051 −0.018 0.043 0.03 0.074** 0.078**
[0.615] [0.410] [-1.067] [0.406] [0.471] [0.404] [1.254] [-0.351] [1.246] [0.697] [2.165] [2.247]

𝜆𝑈𝑇𝑆 −0.102 −0.094 −0.162** −0.093 −0.106 −0.096 0.087 −0.069 0.001 −0.042 0.12 0.1
[-1.335] [-1.222] [-2.390] [-1.436] [-1.396] [-1.485] [0.904] [-0.656] [0.007] [-0.404] [1.259] [1.041]

𝜆𝑉 𝐼𝑋 −0.332*** −0.359*** −0.367*** −0.395*** −0.672*** −0.563***
[-3.238] [-3.212] [-3.414] [-3.697] [-3.990] [-3.358]

𝜆𝐸𝐺 −0.440*** −0.440*** −0.169 −0.172 −0.414** −0.318* −0.099 −0.113
[-2.817] [-2.967] [-1.004] [-1.043] [-2.655] [-1.950] [-0.461] [-0.525]

𝜆𝑀𝑃𝑈 −16.246 −1.78 3.699 −54.678*** −62.185*** −23.985*
[-1.351] [-0.161] [0.338] [-4.145] [-3.367] [-1.816]

𝛼-test 188.009 202.5 216.053 202.226 187.328 186.678 404.403 397.751 404.473 395.518 396.844 393.446
𝑝-value 0 0 0 0 0 0 0 0 0 0 0 0

The table reports the monthly risk premiums of the CRR model with the addition of the 𝑉 𝐼𝑋, EGARCH (𝐸𝐺) and monetary policy uncertainty (𝑀𝑃𝑈) (a description of the
variables can be found in the caption of Table 2). Eqs. (1) and (7) serve as the benchmark pricing of the basic CRR model with the 𝑉 𝐼𝑋 for 25 size/value- and 48 industry sector
portfolios (+ 6 traded factors) respectively. Eqs. (2) to (6) and (8) to (12) display the models with the separate and combined extension including 𝐸𝐺 and 𝑀𝑃𝑈 . Furthermore for
each pricing test the respective test of joint 𝛼’s and its 𝑝-value are displayed. The 𝑡-statistics by Newey and West (1987) are shown in square brackets and statistical significance
is indicated with *𝑝 < 0.10, **𝑝 < 0.05 and ***𝑝 < 0.01. The risk premiums are displayed in percent. The sample period is defined from January 1990 to November 2018 using
monthly data.
Table 7
FF3 factor model expanded by the three uncertainty factors estimated with GLS.

48 industry sector portfolios + 6 25 size/value sorted portfolios + 6

Benchmark Extended models Benchmark Extended models

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)

𝜆𝑅𝑃𝑀 0.497** 0.500** 0.502** 0.501** 0.497** 0.497** 0.571** 0.571** 0.572** 0.572** 0.572** 0.572**
[2.116] [2.131] [2.139] [2.132] [2.116] [2.117] [2.433] [2.438] [2.440] [2.439] [2.438] [2.440]

𝜆𝑆𝑀𝐵 0.007 0.011 0.013 0.011 0.007 0.008 0.081 0.082 0.082 0.082 0.082 0.082
[0.045] [0.068] [0.078] [0.069] [0.045] [0.046] [0.502] [0.506] [0.509] [0.509] [0.507] [0.509]

𝜆𝐻𝑀𝐿 0.023 0.027 0.029 0.027 0.023 0.023 0.097 0.098 0.098 0.098 0.098 0.098
[0.127] [0.147] [0.156] [0.148] [0.127] [0.128] [0.528] [0.532] [0.534] [0.534] [0.532] [0.534]

𝜆𝑉 𝐼𝑋 −0.463*** −0.465*** −0.460*** −0.232* −0.188 −0.198
[-4.538] [-4.557] [-4.486] [-1.945] [-1.511] [-1.563]

𝜆𝐸𝐺 −0.405*** −0.376** −0.360** −0.329** −0.378** −0.381** −0.381** −0.382**
[-2.949] [-2.646] [-2.649] [-2.353] [-2.566] [-2.588] [-2.578] [-2.590]

𝜆𝑀𝑃𝑈 8.899 7.449 8.676 −1.87 0.356 0.187
[1.185] [0.980] [1.144] [-0.230] [0.044] [0.023]

𝛼-test 212.762 224.21 227.234 222.428 212.71 210.762 479.071 477.091 480.177 476.965 477.068 476.959
𝑝-value 0 0 0 0 0 0 0 0 0 0 0 0

The table reports the monthly risk premiums of the FF3 factor model with the addition of the 𝑉 𝐼𝑋, EGARCH (𝐸𝐺) and monetary policy uncertainty (𝑀𝑃𝑈) (a description of
the variables can be found in the caption of Table 2). Eqs. (1) and (7) serve as the benchmark pricing of the basic FF3 factor model with the 𝑉 𝐼𝑋 for 25 size/value- and 48
industry sector portfolios (+ 6 traded factors) respectively. Eqs. (2) to (6) and (8) to (12) display the models with the separate and combined extensions including 𝐸𝐺 and 𝑀𝑃𝑈 .
Furthermore for each pricing test the respective test of joint 𝛼’s and its 𝑝-value are displayed. The 𝑡-statistics by Newey and West (1987) are shown in square brackets and statistical
significance is indicated with *𝑝 < 0.10, **𝑝 < 0.05 and ***𝑝 < 0.01. The risk premiums are displayed in percent. The sample period is defined from January 1990 to November
2018 using monthly data.
(12) when including both volatility factors simultaneously. Further-
more, the factor for industrial production is priced significantly at the
5% significance level in Eqs. (9) and (10). Hence we conclude that the
specification of the test portfolios plays a pivotal role in estimating the
extended CRR models.

The pricing results of the uncertainty factors in Table 6 can be
summarized as follows: the long-run volatility factor VIX has a con-
sistent significant negative risk premium in all equations. In contrast,
the short-run volatility (EG) is only significant when the VIX is not
included. Again, monetary policy uncertainty (MPU) is not a priced
factor when testing the 48 industry sector portfolios. However, when
using the 25 size/value sorted portfolios, MPU is priced by a significant
negative risk premium.

Overall, the results in Table 6 indicate that the estimated risk
premiums are highly sensitive to the used test portfolios. This finding
11
is in line with many other empirical studies. In contrast to this general
finding, however, the short-run- and long-run volatility factors show
quite a stable pricing pattern. Still, throughout all equations, the pricing
errors in Table 6 are different from zero at all conventional significance
levels. The factor risks seem to be priced much better by the 48
industry sector portfolios than by the 25 size/value sorted portfolios.
Comparing the results from Table 5 to those in Table 6 we find that the
risk premium of the EG factor is not dependent on the test portfolios
selection in the FF model setting. In contrast, in the CRR model the risk
premium of the EG factor is sensitive to the selected test portfolios. As
in Table 5 the VIX is insensitive with respect to the test portfolios.

Regarding the volatility patterns suggested at the end of Section 5.1,
the results in Tables 5 and 6 imply the following insights: First, the
portfolio sort has a substantial impact in both model frameworks and
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Table 8
CRR model expanded by the three uncertainty factors estimated with GLS.

48 industry sector portfolios + 6 25 size/value sorted portfolios + 6

Benchmark Extended models Benchmark Extended models

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)

𝜆𝑀𝑃 −0.437** −0.493** −0.634*** −0.493** −0.449** −0.448** −1.830*** −1.988*** −2.204*** −2.114*** −2.086*** −2.304***
[-2.049] [-2.301] [-3.101] [-2.300] [-2.091] [-2.086] [-5.746] [-6.226] [-6.728] [-6.464] [-6.281] [-6.620]

𝜆𝐷𝐸𝐼 0.014 −0.007 −0.071* −0.008 0.007 0.006 −0.218*** −0.230*** −0.291*** −0.243*** −0.250*** −0.278***
[0.347] [-0.180] [-2.009] [-0.195] [0.179] [0.161] [-3.653] [-4.033] [-5.245] [-4.209] [-4.115] [-4.440]

𝜆𝑈𝐼 0.116*** 0.092** 0.072* 0.092** 0.117*** 0.117*** 0.113* 0.118* 0.054 0.107* 0.108* 0.087
[2.947] [2.418] [1.946] [2.407] [2.984] [2.978] [1.836] [1.986] [1.019] [1.784] [1.758] [1.404]

𝜆𝑈𝑃𝑅 0.034 0.029 0.001 0.027 0.03 0.027 0.047 0.048 0.04 0.053* 0.043 0.047
[1.542] [1.286] [0.043] [1.207] [1.324] [1.198] [1.647] [1.694] [1.387] [1.826] [1.515] [1.618]

𝜆𝑈𝑇𝑆 0.029 0.024 −0.013 0.023 0.024 0.023 0.213*** 0.208*** 0.203*** 0.217*** 0.197*** 0.203***
[0.539] [0.443] [-0.235] [0.429] [0.444] [0.423] [3.196] [3.132] [2.991] [3.196] [2.954] [3.006]

𝜆𝑉 𝐼𝑋 −0.394*** −0.410*** −0.414*** −0.293*** −0.146 −0.082
[-4.617] [-4.685] [-4.723] [-3.373] [-1.382] [-0.757]

𝜆𝐸𝐺 −0.391*** −0.387*** −0.234** −0.225* −0.487*** −0.469*** −0.541*** −0.549***
[-3.410] [-3.320] [-2.081] [-1.960] [-4.546] [-4.473] [-4.255] [-4.291]

𝜆𝑀𝑃𝑈 −0.195 2.177 5.632 −26.428*** −16.433* −21.032**
[-0.026] [0.292] [0.752] [-3.223] [-1.902] [-2.320]

𝛼-test 188.009 202.5 216.053 202.226 187.328 186.678 404.403 397.751 404.473 395.518 396.844 393.446
𝑝-value 0 0 0 0 0 0 0 0 0 0 0 0

The table reports the monthly risk premiums of the CRR model with the addition of the 𝑉 𝐼𝑋, EGARCH (𝐸𝐺) and monetary policy uncertainty (𝑀𝑃𝑈) (a description of the
variables can be found in the caption of Table 2). Eqs. (1) and (7) serve as the benchmark pricing of the basic CRR model with the 𝑉 𝐼𝑋 for 25 size/value- and 48 industry sector
portfolios (+ 6 traded factors) respectively. Eqs. (2) to (6) and (8) to (12) display the models with the separate and combined extension including 𝐸𝐺 and 𝑀𝑃𝑈 . Furthermore for
each pricing test the respective test of joint 𝛼’s and its 𝑝-value are displayed. The 𝑡-statistics by Newey and West (1987) are shown in square brackets and statistical significance
is indicated with *𝑝 < 0.10, **𝑝 < 0.05 and ***𝑝 < 0.01. The risk premiums are displayed in percent. The sample period is defined from January 1990 to November 2018 using
monthly data.
not only in the FF model. Therefore, our first observation in Section
Section 5.1 cannot be confirmed. Second, the results underline the
observation of more uniformly priced volatility factors in tests using
the 48 industry sector portfolio sorts. The third observation that the
volatility risk premiums are larger (in absolute terms) when sorting by
size- and value is also supported by the results in this section.

5.3. Robustness

In this section we perform robustness tests of our empirical results
in Sections 5.1 and 5.2 along three dimensions: using an alternative
estimation approach (GLS) (in Tables 7 and 8), for alternative spec-
ifications of the variables (in Tables 9, 10, 12, 13 and 14), and for
alternative sample periods (in Table 11, 12, 13 and 14). For the second
and third robustness tests the extended models from Tables 5 and 6,
i.e. the specifications of Eqs. (5) and (11) with the short-run- and long-
run volatility factors simultaneously included, are used as benchmarks.
We do not further investigate the MPU factor in our robustness tests
(with the exception of the GLS estimation) as this factor is only sig-
nificantly priced in one model framework and only when applying a
specific portfolio sort. Again, the tests are performed with both asset
pricing frameworks (FF and CRR) using the 48 industry sector portfolios
(Table 9) as well as the 25 size/value sorted portfolios (Table 10).

The sample period in the previous sections starts in January 1990
and ends in November 2018. Here, we check the stability of our results,
specifically the size- and significance of the risk premiums, for selected
subperiods. The breakpoints are chosen with regards to their economic
impact on financial markets and statistically evaluated using a Chow
(1960) test. We identify two breakpoints: the start of the Russian crisis
in August 1998 with the devaluing of the rouble by the Russian central
bank, and the start of the Global Financial crisis with the bankruptcy
of Lehman Brothers in September 2008.

For the robustness tests using additional uncertainty factors our
sample period goes from December 1999 to November 2018 because
the realized variance time series by Heber et al. (2009) is only available
for this period. For comparability and consistency of the test results
we therefore estimate all models in this test for the indicated sample
period.
12
Lastly, we also test the robustness of our findings with an alternative
proxy for expected inflation by using a market-based proxy instead of
survey data. A natural choice are TIPS (Treasury Inflation Protected
Securities). However, as TIPS data is only available since the late
1990s, we have to restrict our estimation period from August 1998
to November 2018 with a single breakpoint at the Global Financial
crisis (see Table 14). All calculations involving sub-periods (except
the robustness test with the additional uncertainty factors) are only
performed with the 48 industry sector portfolios.

Estimation with GLS
Tables 7 and 8 display estimation results based on GLS regressions

for the extended FF- and CRR-models. GLS is suggested as an alter-
native to OLS by Lewellen et al. (2010) for different reasons. In our
context, GLS forces the traded factors, which are included in our asset
universe, to be priced perfectly which is not the case for cross-sectional
OLS regressions. This is a natural implication of no-arbitrage pricing.
Moreover, the interpretation of the estimated GLS regression parameter
of a non-traded factor can be easily interpreted as the market price of
risk of a mimicking factor portfolio.

For the FF specification, the results (see Table 7) reveal that the risk
premium of the market factor is smaller than in the OLS model when
using the 48 industry sector portfolios, but remain highly significant as
opposed to both remaining factors. Interestingly, the estimated risk pre-
mia are much closer to the values estimated from the 25 FF size/value
sorted portfolios. The VIX-factor remains statistically significant when
included individually, but its significance vanishes in Eqs. (11) and
(12) when tested jointly with the EG factor using the 25 size/value
sort. Notably, in contrast to the OLS regressions, the short run EGARCH
volatility factor reveals a negative, statistically significant risk premium
across all estimations amounting at some −0.38% p.m. In contrast to
the OLS regressions, the magnitude of the VIX premium is reversed with
regard to the portfolio sort: for the size/value sort, the premium falls to
approximately −0.2% p.m. while the premium using the industry sector
sorts increases to −0.46% p.m.

For the sake of comparability, we also run the CRR models with
GLS (see Table 8). The general observation is that the number of
significant pricing effects for the original CRR factors increases when

applying GLS, but the results still depend on the underlying portfolio
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Table 9
FF3 factor- and CRR model: Robustness, 48 industry sector portfolios.

Fama–French 3 factor model Chen–Roll–Ross model

Extended Robustness Extended Robustness

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)

𝜆𝑅𝑃𝑀 0.722*** 0.762*** 0.689*** 0.724*** 𝜆𝑀𝑃 −0.36 −0.373 −0.354 −0.358 −0.445 −0.405
[3.021] [3.214] [2.872] [3.031] [-1.128] [-1.136] [-1.102] [-1.121] [-1.472] [-1.199]

𝜆𝑆𝑀𝐵 −0.333* −0.302 −0.28 −0.307 𝜆𝐷𝐸𝐼 0.057 0.09 0.069 0.058 0.058 0.044 0.066
[-1.689] [-1.535] [-1.436] [-1.554] [0.934] [1.495] [1.200] [0.968] [0.970] [0.733] [1.148]

𝜆𝐻𝑀𝐿 −0.131 −0.084 −0.324 −0.131 𝜆𝑈𝐼 0.098 0.081 0.110* 0.091 0.092 0.075 0.103*
[-0.631] [-0.405] [-1.667] [-0.633] [1.642] [1.358] [1.966] [1.514] [1.462] [1.462] [1.716]

𝜆𝑈𝑀𝐷 0.33 𝜆𝑈𝑃𝑅 0.015 0.015 0.017 0.018 0.018 0.014 0.012
[1.076] [0.471] [0.468] [0.539] [0.572] [0.554] [0.452] [0.389]

𝜆𝑅𝑀𝑊 0.251 𝜆𝑈𝑇𝑆 −0.106 −0.066 −0.11 −0.097 −0.1 −0.107 −0.1
[1.230] [-1.396] [-0.834] [-1.420] [-1.433] [-1.357] [-1.405] [-1.376]

𝜆𝐶𝑀𝐴 0.038 𝜆𝑀𝑃−𝑆𝐴 −0.134
[0.203] [-1.020]

𝜆𝑌 𝑃 −0.001
[-0.001]

𝜆𝑂𝐺 0.93
[0.910]

𝜆𝐶𝐺 −0.041
[-0.940]

𝜆𝑇𝐸𝐷 −0.031
[-0.845]

𝜆𝑉 𝑊 0.729***
[3.038]

𝜆𝑉 𝐼𝑋 −0.356** −0.329** −0.316** −0.304** 𝜆𝑉 𝐼𝑋 −0.359*** −0.395*** −0.370*** −0.372*** −0.369*** −0.370*** −0.449***
[-2.655] [-2.440] [-2.404] [-2.212] [-3.212] [-3.461] [-3.066] [-3.594] [-3.299] [-3.355] [-2.862]

𝜆𝐸𝐺 −0.29 −0.269 −0.331 −0.266 𝜆𝐸𝐺 −0.169 −0.233 −0.179 −0.171 −0.229 −0.189 −0.289
[-1.091] [-1.018] [-1.260] [-1.027] [-1.004] [-1.409] [-1.088] [-1.035] [-1.326] [-1.150] [-1.354]

𝛼-test 212.71 206.258 207.277 212.136 𝛼-test 187.328 188.269 178.703 179.718 180.836 185.264 182.305
𝑝-value 0 0 0 0 𝑝-value 0 0 0 0 0 0 0

The table reports the monthly risk premiums of the FF3 factor- and CRR model with the 𝑉 𝐼𝑋 and EGARCH (𝐸𝐺) (a description of the variables can be found in the caption of
Table 2) while controlling for additional factors. Eqs. (1) and (5) serve as the benchmark pricing of the basic FF3 factor- and CRR model with the incorporation of the 𝑉 𝐼𝑋 and
𝐸𝐺 for 48 industry sector portfolios (+ 6 traded factors). Eqs. (2) to (4) control for the additional factors, momentum (𝑈𝑀𝐷), profitability (𝑅𝑀𝑊 ) and investment (𝐶𝑀𝐴). Eqs.
(6) to (11) control for the additional factors, i.e. the seasonally adjusted monthly growth rate of industrial production (𝑀𝑃 − 𝑆𝐴), yearly growth rate of industrial production
(𝑌 𝑃 ), oil price (𝑂𝐺), consumption (𝐶𝐺), TED spread (𝑇𝐸𝐷), value weighted equity return (𝑉 𝑊 ). Furthermore for each pricing test the respective test of joint 𝛼’s and its 𝑝-value
are displayed. The 𝑡-statistics by Newey and West (1987) are shown in square brackets and statistical significance is indicated with *𝑝 < 0.10, **𝑝 < 0.05 and ***𝑝 < 0.01. The risk
remiums are displayed in percent. The sample period is defined from January 1990 to November 2018 using monthly data.
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ort: while industrial production (MP) and unexpected inflation (UI) are
ignificantly priced in the 48 industry sector sort, almost all CRR-factors
with the exception of UTS) are priced significantly using 25 size/value
ortfolios. The pricing of the VIX- and EGARCH volatility factors in
he CRR-model is consistent with the FF-model in terms of statistical
ignificance and the size of the premium. The market price of short-
erm volatility risk, however, differs across the estimated equations.
he pricing effect of monetary policy uncertainty (MPU) remains mixed
ith respect to the models and portfolio sorts, and mostly insignificant
s in the OLS case.

The overall conclusion is that the VIX and EG volatility factors
apture different economic effects and should therefore be included as
wo separate factors as well as simultaneously in asset pricing models.

lternative specification of variables
Table 9 displays the risk premiums for alternative specifications

f the FF and CRR model framework using the 48 industry sector
ortfolios. The FF 3-factor model is expanded by the momentum factor
y Carhart (1997) and the profitability- and investment- factor by Fama
nd French (2015). Overall, the additional factors do not have consid-
rable impact on the risk premiums of the volatility factors. The sign
f both volatility factors remains negative and only the VIX premium
s significant. The three additional factors are not significantly priced
nd do not affect the risk premium of the factors of the basic model.

The CRR model is estimated with the following alternative, respec-
ively, additional factors: the year-on-year growth rate of industrial
roduction (YP), the growth rate of oil prices (OG) and consumption
CG), the TED spread and the value weighted equity return (VW).
13

s mentioned in Section 5.1 the industrial production factor (MP)
equires some comments. In contrast to Chen et al. (1986) and Shanken
nd Weinstein (2006) our estimates show a negative sign for the MP
actor, which contradicts intuition and the findings of two referenced
apers as well. However, our MP-variable is not seasonally adjusted.
f we replace the factor by a seasonally adjusted proxy (MP-SA), the
stimated premium in Eq. (6) still exhibits a negative sign, remains
nsignificant and is smaller in absolute magnitude.

From the additional factors included in the CRR model, the value
eighted equity factor VW is significantly priced and has a similar
alue as the market factor in the FF model (see Eqs. (1) to (4)).17

Interestingly, the VIX exhibits an even higher premium as in Eqs. (5)
to (10). Apart from the VW factor, none of the additional factors is
significantly priced and they do not influence the volatility factors. UI
is the only factor which occasionally gets a significant premium with
the additional factors. Otherwise, the newly added factors are neither
significantly priced nor do they have any substantial effect on the size
or significance of the existing premiums in the extended CRR model.

In both asset pricing frameworks the pricing errors are significantly
different from zero. However, they are considerably smaller in the
macroeconomic CRR framework compared to FF.

Testing the same models using the 25 size/value portfolios leads
to some major differences in both model frameworks. The results are
displayed in Table 10. In the FF model, the value- and size factors
are no longer significant in any equation. In Eqs. (1), (2) and (4) the
short-run- and long-run volatility factors are priced simultaneously with

17 Notice, in the FF model we use the excess market return (RPM) and in the
CRR framework we use the raw market return (VW) in following Chen et al.
(1986) as close as possible.
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Table 10
FF3 factor- and CRR model: Robustness, 25 size/value sorted portfolios.

Fama–French 3 factor model Chen–Roll–Ross model

Extended Robustness Extended Robustness

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)

𝜆𝑅𝑃𝑀 0.596** 0.628** 0.607** 0.616** 𝜆𝑀𝑃 −0.023 −0.15 −0.777* −0.699 −0.132 −0.056
[2.486] [2.637] [2.539] [2.576] [-0.043] [-0.273] [-1.780] [-1.504] [-0.252] [-0.107]

𝜆𝑆𝑀𝐵 0.172 0.153 0.216 0.151 𝜆𝐷𝐸𝐼 −0.12 −0.154* −0.161* −0.098 −0.067 −0.143* −0.105
[1.046] [0.934] [1.316] [0.925] [-1.523] [-1.809] [-1.817] [-1.261] [-0.873] [-1.806] [-1.371]

𝜆𝐻𝑀𝐿 0.118 0.148 0.08 0.101 𝜆𝑈𝐼 −0.117 −0.201* −0.200** −0.112 −0.137 −0.190* −0.049
[0.622] [0.778] [0.427] [0.534] [-1.121] [-1.811] [-2.596] [-1.079] [-1.315] [-2.006] [-0.578]

𝜆𝑈𝑀𝐷 0.387 𝜆𝑈𝑃𝑅 0.074** 0.078** 0.062* 0.055 0.070* 0.065* 0.065*
[1.473] [2.165] [2.157] [2.009] [1.588] [2.054] [1.993] [1.837]

𝜆𝑅𝑀𝑊 0.28 𝜆𝑈𝑇𝑆 0.12 0.191 0.151 0.076 0.162 0.135 0.145
[1.624] [1.259] [1.582] [1.435] [0.804] [1.709] [1.390] [1.562]

𝜆𝐶𝑀𝐴 0.215 𝜆𝑀𝑃−𝑆𝐴 0.338*
[1.448] [1.973]

𝜆𝑌 𝑃 0.807
[0.805]

𝜆𝑂𝐺 3.535*
[1.778]

𝜆𝐶𝐺 0.141**
[2.524]

𝜆𝑇𝐸𝐷 −0.090*
[-1.869]

𝜆𝑉 𝑊 0.601**
[2.477]

𝜆𝑉 𝐼𝑋 −0.515** −0.520** −0.205 −0.418* 𝜆𝑉 𝐼𝑋 −0.672*** −0.568*** −0.571** −0.604*** −0.511*** −0.717*** −0.881***
[-2.708] [-2.736] [-1.216] [-2.010] [-3.990] [-3.871] [-2.562] [-3.794] [-3.123] [-4.242] [-3.803]

𝜆𝐸𝐺 −0.515** −0.551** −0.174 −0.532** 𝜆𝐸𝐺 −0.099 −0.262 −0.135 −0.089 0.164 −0.158 −0.301
[-2.230] [-2.396] [-0.827] [-2.321] [-0.461] [-1.400] [-0.570] [-0.414] [0.712] [-0.702] [-1.184]

𝛼-test 477.068 468.585 466.512 472.56 𝛼-test 396.844 424.832 271.012 396.781 376.226 393.692 396.827
𝑝-value 0 0 0 0 𝑝-value 0 0 0 0 0 0 0

The table reports the monthly risk premiums of the FF3 factor- and CRR model with the 𝑉 𝐼𝑋 and EGARCH (𝐸𝐺) (a description of the variables can be found in the caption of
Table 2) while controlling for additional factors. Eqs. (1) and (5) serve as the benchmark pricing of the basic FF3 factor- and CRR model with the incorporation of the 𝑉 𝐼𝑋 and
𝐸𝐺 for 25 size/value sorted portfolios (+ 6 traded factors). Eqs. (2) to (4) control for the additional factors, momentum (𝑈𝑀𝐷), profitability (𝑅𝑀𝑊 ) and investment (𝐶𝑀𝐴).
Eqs. (6) to (11) control for the additional factors, i.e. the seasonally adjusted monthly growth rate of industrial production (𝑀𝑃 −𝑆𝐴), yearly growth rate of industrial production
(𝑌 𝑃 ), oil price (𝑂𝐺), consumption (𝐶𝐺), TED spread (𝑇𝐸𝐷), value weighted equity return (𝑉 𝑊 ). Furthermore for each pricing test the respective test of joint 𝛼’s and its 𝑝-value
are displayed. The 𝑡-statistics by Newey and West (1987) are shown in square brackets and statistical significance is indicated with *𝑝 < 0.10, **𝑝 < 0.05 and ***𝑝 < 0.01. The risk
remiums are displayed in percent. The sample period is defined from January 1990 to November 2018 using monthly data.
able 11
F3 factor- and CRR model: Subperiods, 48 industry sector portfolios.
Panel A

𝜆𝑅𝑃𝑀 𝜆𝑆𝑀𝐵 𝜆𝐻𝑀𝐿 𝜆𝑉 𝐼𝑋 𝜆𝐸𝐺 𝛼-test 𝑝-value

01/1990–11/2018 0.722*** −0.333* −0.131 −0.356** −0.29 212.71 0
[3.021] [-1.689] [-0.631] [-2.655] [-1.091]

01/1990–08/1998 0.784** −0.621* −0.068 −0.516** −0.211 1003.519 0
[2.020] [-1.737] [-0.229] [-2.627] [-1.329]

09/1998–09/2008 0.255 0.214 −0.043 −0.252 −0.692*** 157.534 0
[0.614] [0.581] [-0.096] [-1.650] [-2.696]

10/2008–11/2018 0.999** −0.393 −0.406 −0.299* −0.564 163.352 0
[2.447] [-1.500] [-1.362] [-1.993] [-1.591]

Panel B

𝜆𝑀𝑃 𝜆𝐷𝐸𝐼 𝜆𝑈𝐼 𝜆𝑈𝑃𝑅 𝜆𝑈𝑇𝑆 𝜆𝑉 𝐼𝑋 𝜆𝐸𝐺 𝛼-test 𝑝-value

01/1990–11/2018 −0.36 0.057 0.098 0.015 −0.106 −0.359*** −0.169 187.328 0
[-1.128] [0.934] [1.642] [0.471] [-1.396] [-3.212] [-1.004]

01/1990–08/1998 −0.419 0.034 −0.005 0.019 −0.07 −0.479*** −0.294* 958.227 0
[-1.249] [0.713] [-0.142] [0.782] [-0.566] [-2.921] [-1.857]

09/1998–09/2008 0.673 0.102 0.069 −0.046 0.045 −0.158 −0.292 148.457 0
[1.497] [1.185] [0.716] [-1.539] [0.457] [-1.098] [-1.501]

10/2008–11/2018 −0.133 0.120* 0.172** 0.045 −0.085* −0.413*** −0.24 148.437 0
[-0.470] [1.823] [2.622] [0.801] [-1.904] [-3.217] [-0.825]

The table reports the monthly risk premiums regarding the 48 industry sector portfolios (+ 6 traded factors) for all estimation periods. Panel A reports the risk premium for the
basic FF3 factor model with the incorporation of the 𝑉 𝐼𝑋 and 𝐸𝐺. Panel B reports the risk premium for the CRR model with the incorporation of the 𝑉 𝐼𝑋 and 𝐸𝐺 (a description
of the variables can be found in the caption of Table 2). Furthermore for each pricing test the respective test of joint 𝛼’s and its 𝑝-value are displayed. The 𝑡-statistics by Newey
and West (1987) are shown in square brackets and statistical significance is indicated with *𝑝 < 0.10, **𝑝 < 0.05 and ***𝑝 < 0.01. The risk premiums are displayed in percent.
14
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a magnitude of approximately 0.5% p.m. Again, the pricing results
are highly sensitive to the used test portfolios, with the exception of
VIX and RPM. Eqs. (5) to (11) reveal a similar picture; especially the
factors of the basic model and the additional control factors are priced
more often compared to Table 9. The factor UPR has a significant risk
premium in almost all equations. Furthermore, the inflation factors are
significantly priced in Eqs. (6), (7) and (10) and the robustness factors
OG, CG and TED are now priced as well. Interestingly the seasonally
adjusted industrial production factor (MP-SA) now has the expected
positive market price of risk as in Chen et al. (1986) and Shanken
and Weinstein (2006). The premium of the value weighted equity
return (VW) is still significant but slightly smaller than before. The VIX
premium is also significant with a risk premium of approximately 0.2%
to 0.4% p.m. larger than in the previous table. As noticed earlier, the
pricing errors are considerably higher when using the 25 size/value
portfolios.

We finally use a market-based proxy, TIPS, for constructing the
inflation risk factor. Since TIPS data is only available after 1998, the
results cannot be directly compared with those in the preceding tables.
Therefore, they are presented and discussed separately at the end of
this section.

Revisiting the volatility patterns suggested at the end of Section 5.1,
the results in Tables 9 and 10 lead to the following insights: Again,
the portfolio sort has a substantial impact on both model frameworks
and not just the FF model, which supports our findings in the previous
section. Second, the results support our observation that the volatility
factors are more uniformly priced in the tests using the 48 industry
sector portfolio sorts. Our third hypothesis, that the volatility risk
premiums are larger (in absolute terms) when sorting by size- and
value, is also supported by the results in this section.

Subperiods
The third part of our robustness tests includes the estimation of

the risk premiums in different subperiods. The results for the extended
FF- and CRR models are displayed in Table 11 using the 48 industry
sector portfolios as test assets. Panel A of Table 11 contains the results
using the extended FF model. They reveal that the market factor, which
is highly significant in the full period, is not significantly priced in
the second subperiod (09/1998–09/2008). Moreover, the size factor
is only priced in the first subperiod (and even has a positive sign in
the second subperiod). The short-run and long-run volatility factors
keep their negative sign through all periods. The VIX factor has a
significant risk premium in the first- and third subperiod and is largest
in magnitude in the first subperiod. Notice, in the second subperiod
(09/1998–09/2008), the EG factor contains a significant negative risk
premium.

For the extended CRR model (see Panel B), the results for the sub-
periods are similar to those of the full period. The industrial production
factor (MP) has a positive premium in the second subperiod, but is not
significantly priced. The inflation factors (DEI and UI) are significant
in the last subperiod. With the exception of the second subperiod the
VIX is significantly priced carrying the expected negative risk premium.
The magnitude of the risk premium of the VIX (in absolute terms) is
marginally higher compared to the full period. Interestingly, in the first
subperiod EG and VIX are simultaneously and significantly priced. It
is striking that the pricing error in the first subperiod in both model
frameworks has an extremely high value. In the second and third
subperiod the CRR- and FF pricing errors are smaller than those in the
full period. Overall, the results are unstable in both model frameworks.
This is also true for the volatility factor VIX whose behavior was
stable over most model specifications. Nevertheless, with the exception
of the market factor, the long-run volatility factor (VIX) is the most
consistently priced factor.
15
Fig. 1. Monthly uncertainty factors and aggregated changes in percent.
The figure displays the daily month-end VIX and its changes. Furthermore, it shows the
daily month-end volatility estimated by the EGARCH model and its month-end changes.
Lastly the monetary policy uncertainty index by Baker, Bloom and Davis and its growth
rate are shown. The sample period is defined from January 1990 to November 2018.
The time series are displayed in percent and index points respectively. The gray bars
represent times of recession in the US economy.
Source: The data is obtained from Datastream, CRSP and the economic policy
uncertainty website (http://www.policyuncertainty.com/index.html).

Additional uncertainty factors
Next we take a look whether additional uncertainty factors, i.e.

macroeconomic uncertainty (MU), the variance risk premium (VRP)
and implied interest rate volatility (MOVE) have a marginal pricing
impact in our extended model. Since the variance risk premium is only
applicable from January 2000 we estimated all the models in Tables 12
and 13 from December 1999.18

The results in Tables 12 and 13 show that, although the estimation
time period is different and additional uncertainty factors are included
in the regression, the VIX remains significantly priced with the expected
sign in all model specifications and portfolio sorts. Again, the EGARCH
factor is not priced in all specifications, however, it exhibits a signifi-
cant negative risk premium in the 25 size/value portfolio sort using the
FF-model. Furthermore, the EGARCH factor becomes significant when
adding the MOVE index in Eq. (5) in Table 12 and in Eqs. (9), (10) in
Table 13.

Moving on to the new uncertainty factors, the results reveal that
the coefficients of macroeconomic uncertainty (MU) and the variance
risk premium (VRP) exhibit the expected sign in most cases, but are
not significantly priced regardless of the sort and the model frame-
work. In contrast, the MOVE index is significantly priced in all model
specifications which indicates that changes in expected interest rate
volatility is a priced risk factor after controlling for long- and short-run
stock market volatility risk. The magnitude of the MOVE risk premium
is larger when sorting by size and value. The factors of the basic
CRR model remain inconsistently priced and highly dependent on the
portfolio sort and model specification. Interestingly, the market factor
is only significantly priced at the 10% level when sector portfolios are
used. In the case of the size- and value sorts the market premium is
no longer significant. The pricing errors remain significantly different
from zero in all model specifications of Tables 12 and 13.

The important finding from adding uncertainty factors is that the
estimation results of the major model remain highly robust; this is in
particular true for the VIX- and EG-factors. Interestingly, the addition

18 As the VRP is calculated for month 𝑡 using the realized variance from 𝑡+1,
the estimation period ranges from December 1999 to November 2018.

http://www.policyuncertainty.com/index.html
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Table 12
FF3 factor- and CRR model: Additional uncertainty factors, 48 industry sector portfolios.

Fama–French 3 factor model Chen–Roll–Ross model

Extended Robustness Extended Robustness

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

𝜆𝑅𝑃𝑀 0.528* 0.538* 0.552* 0.534* 0.552* 𝜆𝑀𝑃 −0.024 −0.015 0.057 −0.166 −0.087
[1.722] [1.761] [1.806] [1.741] [1.808] [-0.072] [-0.045] [0.189] [-0.477] [-0.283]

𝜆𝑆𝑀𝐵 −0.082 −0.071 −0.001 −0.14 −0.071 𝜆𝐷𝐸𝐼 0.073 0.078 0.027 0.045 0.024
[-0.306] [-0.267] [-0.003] [-0.516] [-0.284] [1.078] [1.156] [0.474] [0.710] [0.426]

𝜆𝐻𝑀𝐿 0.267 0.3 0.275 0.161 0.19 𝜆𝑈𝐼 0.152** 0.158** 0.131* 0.158** 0.152**
[1.013] [1.122] [1.040] [0.631] [0.738] [2.183] [2.398] [1.763] [2.265] [2.172]

𝜆𝑈𝑃𝑅 −0.025 −0.022 −0.028 −0.027 −0.025
[-0.547] [-0.507] [-0.622] [-0.604] [-0.581]

𝜆𝑈𝑇𝑆 −0.084 −0.079 −0.084 −0.075 −0.068
[-1.294] [-1.288] [-1.293] [-1.154] [-1.131]

𝜆𝑀𝑈 0.074 −0.039 𝜆𝑀𝑈 −0.225 −0.309
[0.254] [-0.138] [-0.752] [-1.015]

𝜆𝑉 𝑅𝑃 −0.001 0 𝜆𝑉 𝑅𝑃 −0.001 0
[-0.883] [-0.189] [-1.242] [-0.392]

𝜆𝑀𝑂𝑉 𝐸 −8.211*** −7.029** 𝜆𝑀𝑂𝑉 𝐸 −8.278*** −7.065**
[-3.201] [-2.595] [-2.752] [-2.597]

𝜆𝑉 𝐼𝑋 −0.339** −0.361** −0.376** −0.381** −0.405*** 𝜆𝑉 𝐼𝑋 −0.335*** −0.334*** −0.265** −0.353*** −0.304**
[-2.233] [-2.502] [-2.590] [-2.558] [-2.862] [-2.962] [-2.959] [-2.231] [-3.101] [-2.593]

𝜆𝐸𝐺 −0.203 −0.277 −0.397 −0.374 −0.498** 𝜆𝐸𝐺 0.183 0.176 0.238 0.06 0.097
[-0.643] [-0.966] [-1.569] [-1.305] [-2.071] [0.875] [0.857] [1.098] [0.290] [0.474]

𝛼-test 102.329 100.376 96.448 102.149 96.223 𝛼-test 86.796 86.788 86.602 86.78 86.593
𝑝-value 0 0 0 0 0 𝑝-value 0 0 0 0 0

The table reports the monthly risk premiums of the FF3 factor- and CRR model with the 𝑉 𝐼𝑋 and EGARCH (𝐸𝐺) (a description of the variables can be found in the caption of
Table 2) while controlling for additional uncertainty factors. Eqs. (1) and (6) serve as the benchmark pricing of the basic FF3 factor- and CRR model with the incorporation of
the 𝑉 𝐼𝑋 and 𝐸𝐺 for 48 industry sector portfolios (+ 6 traded factors). Eqs. (2) to (5) and (7) to (10) respectively control for the additional uncertainty factors, macroeconomic
uncertainty (𝑀𝑈), variance risk premium (𝑉 𝑅𝑃 ) and the MOVE Index (𝑀𝑂𝑉 𝐸). Furthermore for each pricing test the respective test of joint 𝛼’s and its 𝑝-value are displayed.
The 𝑡-statistics by Newey and West (1987) are shown in square brackets and statistical significance is indicated with *𝑝 < 0.10, **𝑝 < 0.05 and ***𝑝 < 0.01. The risk premiums are
displayed in percent. The sample period is defined from December 1999 to November 2018 using monthly data.
Table 13
FF3 factor- and CRR model: Additional uncertainty factors, 25 size/value sorted portfolios.

Fama–French 3 factor model Chen–Roll–Ross model

Extended Robustness Extended Robustness

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

𝜆𝑅𝑃𝑀 0.413 0.418 0.442 0.456 0.494 𝜆𝑀𝑃 0.148 0.096 0.121 −0.46 −0.433
[1.317] [1.342] [1.434] [1.454] [1.602] [0.297] [0.188] [0.241] [-0.905] [-0.883]

𝜆𝑆𝑀𝐵 0.404** 0.399* 0.387* 0.368* 0.344* 𝜆𝐷𝐸𝐼 −0.154 −0.085 −0.164 −0.244** −0.208**
[2.070] [2.042] [1.984] [1.923] [1.800] [-1.522] [-0.933] [-1.568] [-2.256] [-2.097]

𝜆𝐻𝑀𝐿 0.185 0.189 0.206 0.141 0.16 𝜆𝑈𝐼 −0.236* −0.109 −0.280* −0.137 −0.125
[0.797] [0.819] [0.895] [0.614] [0.691] [-1.990] [-1.138] [-2.030] [-1.328] [-1.335]

𝜆𝑈𝑃𝑅 0.015 0.05 0.007 0.026 0.034
[0.355] [1.159] [0.146] [0.596] [0.792]

𝜆𝑈𝑇𝑆 0.092 0.205 −0.003 0.258** 0.215**
[0.987] [1.530] [-0.037] [2.452] [2.085]

𝜆𝑀𝑈 −0.09 −0.081 𝜆𝑀𝑈 −0.863 −0.409
[-0.278] [-0.232] [-1.294] [-0.782]

𝜆𝑉 𝑅𝑃 0 0 𝜆𝑉 𝑅𝑃 −0.001 0
[-0.087] [0.074] [-1.302] [-0.203]

𝜆𝑀𝑂𝑉 𝐸 −11.388*** −11.679*** 𝜆𝑀𝑂𝑉 𝐸 −14.045*** −11.895***
[-2.859] [-2.906] [-3.553] [-3.276]

𝜆𝑉 𝐼𝑋 −0.718*** −0.724*** −0.705*** −0.616*** −0.594*** 𝜆𝑉 𝐼𝑋 −0.492*** −0.479*** −0.243 −0.536*** −0.328**
[-3.532] [-3.572] [-3.489] [-3.320] [-3.229] [-2.953] [-2.976] [-1.713] [-3.096] [-2.293]

𝜆𝐸𝐺 −0.831*** −0.859*** −0.855*** −0.762*** −0.790*** 𝜆𝐸𝐺 −0.165 −0.27 −0.145 −0.519** −0.510**
[-3.059] [-3.237] [-3.162] [-2.827] [-3.008] [-0.693] [-1.362] [-0.589] [-2.484] [-2.452]

𝛼-test 176.694 164.676 159.139 176.251 150.894 𝛼-test 161.316 158.565 151.826 151.419 138.558
𝑝-value 0 0 0 0 0 𝑝-value 0 0 0 0 0

The table reports the monthly risk premiums of the FF3 factor- and CRR model with the 𝑉 𝐼𝑋 and EGARCH (𝐸𝐺) (a description of the variables can be found in the caption of
Table 2) while controlling for additional uncertainty factors. Eqs. (1) and (6) serve as the benchmark pricing of the basic FF3 factor- and CRR model with the incorporation of
the 𝑉 𝐼𝑋 and 𝐸𝐺 for 25 size/value sorted portfolios (+ 6 traded factors). Eqs. (2) to (5) and (7) to (10) respectively control for the additional uncertainty factors, macroeconomic
uncertainty (𝑀𝑈), variance risk premium (𝑉 𝑅𝑃 ) and the MOVE Index (𝑀𝑂𝑉 𝐸). Furthermore for each pricing test the respective test of joint 𝛼’s and its 𝑝-value are displayed.
The 𝑡-statistics by Newey and West (1987) are shown in square brackets and statistical significance is indicated with *𝑝 < 0.10, **𝑝 < 0.05 and ***𝑝 < 0.01. The risk premiums are
displayed in percent. The sample period is defined from December 1999 to November 2018 using monthly data.
of the MOVE factor makes the short-run volatility factor (EG) more
significant. From the three added uncertainty factors, only implied
interest rate volatility as proxied by the MOVE-index exerts a sig-
nificant cross-sectional impact on returns. In view of the observation
16
in Megaritis, Vlastakis, and Triantafyllou (2021) that the MU index has
better forecasting properties for the stock market volatility than implied
volatility as proxied by the VIX, this result may be surprising at first
glance. However, a superior predictor need not represent a superior
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Table 14
CRR model (with TIPS): Subperiods, 48 industry sector portfolios.

Panel A

𝜆𝑀𝑃 𝜆𝐷𝐸𝐼 𝜆𝑈𝐼 𝜆𝑈𝑃𝑅 𝜆𝑈𝑇𝑆 𝜆𝑉 𝐼𝑋 𝜆𝐸𝐺 𝛼-test 𝑝-value

09/1998–11/2018 −0.125 0.053 0.154** −0.015 −0.057 −0.352*** 0.065 95.792 0
[-0.341] [0.861] [2.086] [-0.345] [-1.017] [-3.023] [0.273]

09/1998–09/2008 0.673 0.102 0.069 −0.046 0.045 −0.158 −0.292 148.457 0
[1.497] [1.185] [0.716] [-1.539] [0.457] [-1.098] [-1.501]

10/2008–11/2018 −0.133 0.120* 0.172** 0.045 −0.085* −0.413*** −0.24 148.437 0
[-0.470] [1.823] [2.622] [0.801] [-1.904] [-3.217] [-0.825]

Panel B

𝜆𝑀𝑃 𝜆𝐷𝐸𝐼−𝑇 𝐼𝑃𝑆 𝜆𝑈𝐼−𝑇 𝐼𝑃𝑆 𝜆𝑈𝑃𝑅 𝜆𝑈𝑇𝑆 𝜆𝑉 𝐼𝑋 𝜆𝐸𝐺 𝛼-test 𝑝-value

09/1998–11/2018 −0.144 0.003 0.159** −0.016 −0.056 −0.363*** 0.065 93.933 0
[-0.395] [1.115] [2.378] [-0.378] [-0.796] [-3.182] [0.270]

09/1998–09/2008 0.762 0.003 0.044 −0.044 0.05 −0.171 −0.281 156.937 0
[1.622] [0.779] [0.485] [-1.485] [0.460] [-1.169] [-1.469]

10/2008–11/2018 −0.192 −0.002 0.158** 0.02 −0.07 −0.498*** −0.355 139.061 0
[-0.690] [-0.772] [2.548] [0.365] [-1.583] [-3.540] [-1.178]

The table reports the monthly risk premiums regarding the 48 industry sector portfolios (+ 6 traded factors) from September 1998 to November 2018 and the two respective
subperiods. Panel A reports the risk premium for the basic CRR model with the incorporation of the 𝑉 𝐼𝑋 and 𝐸𝐺. Panel B reports the risk premium for the CRR model with
the incorporation of the 𝑉 𝐼𝑋 and 𝐸𝐺 (a description of the variables can be found in the caption of Table 2). In Panel B the change in expected inflation (𝐷𝐸𝐼 − 𝑇 𝐼𝑃𝑆) and
nexpected inflation (𝑈𝐼 −𝑇 𝐼𝑃𝑆) are calculated with treasury inflation protected securities (TIPS). Furthermore for each pricing test the respective test of joint 𝛼’s and its 𝑝-value
re displayed. The 𝑡-statistics by Newey and West (1987) are shown in square brackets and statistical significance is indicated with *𝑝 < 0.10, **𝑝 < 0.05 and ***𝑝 < 0.01. The risk
remiums are displayed in percent.
Fig. 2. Robustness uncertainty factors and aggregated changes in percent.
The figure displays the macroeconomic uncertainty (MU) index by Jurado et al. (2015)
and its logarithmic changes. Furthermore, it shows the variance risk premium (VRP)
and lastly the MOVE Index its logarithmic changes. The sample period is defined from
January 1990 to November 2018 (With the exception of the VRP, only from December
1999 to November 2018). The gray bars represent times of recession in the US economy.
Source: The data is obtained from Sydney Ludvigsons’ website https://www.
sydneyludvigson.com/data-and-appendixes, from Heber et al. (2009) (https://realized.
oxford-man.ox.ac.uk/data and Datastream.

risk factor in explaining cross-sectional returns. Finally, our results only
indicate that the marginal pricing impact is not significant after the VIX
is included in the model. This seems also to be the case for the variance
risk premium, i.e. the unexpected part of the VIX factor.

TIPS-based inflation proxy
The final part of our robustness tests is related to the inflation

factors in the CRR model. The construction of the TIPS-based factors
is described in Section 4.1. Because the TIPS data is not available until
the late 1990s, the results in Table 14 are based on the restricted time
period from September 1998 to November 2018 and are subdivided
in two subperiods only. Again, for brevity, we only display the results
using the 48 industry sector portfolios.
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Panel A in Table 14 shows the risk premiums for the same model
specification as in Table 11, while Panel B contains the results using the
TIPS-based inflation factors DEI and UI. Interestingly, the unexpected
inflation factor (UI) has essentially the same risk premium in both
models, and this over the full time period and the second subperiod
(approximately 0.15% to 0.17% p.m.). The coefficients are statistically
significant in both models. The change of expected inflation (DEI and
DEI-TIPS) on the other hand provides a quite different picture. Unlike
DEI in the original model, the risk premium on DEI-TIPS is considerably
smaller and not significant in the second subperiod. Furthermore, the
switch of inflation factors has no impact on the pricing of the short-
run- and long-run volatility factors. In both Panels, the VIX exhibits
a significant negative risk premium in the full period and the second
subperiod. The pricing errors do not substantially decrease with the
re-specification of the inflation factors, and they remain significantly
different from zero.

5.4. Practical implications: Industry sector return effects

Apart from the aspect of statistical significance, it is of practical
interest to what extent the inclusion of a systematic volatility factor
affects expected excess returns. In order to shed some light on the net
effect of the addition of the VIX on expected returns, and whether there
is a possible substitution effect with respect to expected returns, we
choose the major model equations (1), (2), (5) and (6) (see Table 4) and
calculate the average expected return for each of the 48 (+ 6) industry
sector portfolios.

Fig. 7 reveals that the effect is rather sensitive to the respective
sectors and therefore not uniformly across sector portfolios. When
comparing the two model frameworks, it is notable that the effect is
predominantly visible in the CRR model (Panel A), where the addition
of the VIX seems to generate a noticeable additional expected return
in a majority of portfolios compared to basic model without the VIX.
Picking out the market portfolio (Mkt in Fig. 7), the addition of the
VIX generates an additional expected return of approximately 1.2% p.a.
However, in the FF3 model (Panel B), the VIX addition does not lead
to clear results. While still the majority of sectors have an additional
expected return with the inclusion of the VIX the differences are by far
not as noticeable in magnitude and in our opinion rather negligible,
whereby the market portfolio even has a slightly smaller expected re-
turn when adding the VIX. A potential reason for this discrepancy might
be that the market factor already captures a large part of the variations

https://www.sydneyludvigson.com/data-and-appendixes
https://www.sydneyludvigson.com/data-and-appendixes
https://realized.oxford-man.ox.ac.uk/data
https://realized.oxford-man.ox.ac.uk/data
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Fig. 3. Scatter plot of the VIX betas and the realized return.
This figure displays the scatter plot of time series beta estimates (𝛽) and realized average excess returns (�̄�𝑒) of the FF3 factor- and CRR model for the 48 industry sector- and
25 size/value sorted portfolios (+ 6 traded factors) respectively. Figure A shows the VIX betas of the FF3 factor model for the 48 industry sector portfolios (+ 6 traded factors).
Figure B shows the VIX betas of the FF3 factor model for the 25 size/value sorted portfolios (+ 6 traded factors). Figure C shows the VIX betas of the CRR model for the 48
industry sector portfolios (+ 6 traded factors). Figure D shows the VIX betas of the CRR model for the 25 size/value sorted portfolios (+ 6 traded factors). In each figure a least
square regression line is fitted in. The sample period is defined from January 1990 to November 2018 using monthly data.
Fig. 4. Scatter plot of the EGARCH betas and the realized return.
This figure displays the scatter plot of time series beta estimates (𝛽) and realized average excess returns (�̄�𝑒) of the FF3 factor- and CRR model for the 48 industry sector- and 25
size/value sorted portfolios (+ 6 traded factors) respectively. Figure A shows the EGARCH betas of the FF3 factor model for the 48 industry sector portfolios (+ 6 traded factors).
Figure B shows the EGARCH betas of the FF3 factor model for the 25 size/value sorted portfolios (+ 6 traded factors). Figure C shows the EGARCH betas of the CRR model for
the 48 industry sector portfolios (+ 6 traded factors). Figure D shows the EGARCH betas of the CRR model for the 25 size/value sorted portfolios (+ 6 traded factors). In each
figure a least square regression line is fitted in. The sample period is defined from January 1990 to November 2018 using monthly data.
in the cross section of portfolio returns. From the VIX sensitivities in
Fig. 3 it is apparent that the VIX-betas are not as uniformly negative
across portfolios in the FF3 model as in the CRR. Moreover, we can
see from Fig. 3 that the relationship is stronger between the VIX-betas
and average expected returns in the CRR model which is indicated by
the steeper least square regression line (subplot C versus subplot A in
Fig. 3).
18
In the following we take a closer look at specific industries. In
the CRR model framework sectors such as ‘agriculture’, ‘food’, ‘soda’,
‘beer’, ‘smoke’, ‘health’, ’medical equipment’, ‘drugs’, ‘steel’ ‘chips’, ’lab
equipment’ ‘retail’, ‘oil’, ‘telcom’ and ‘financials’ carry the largest part
of additional expected return. However, this is not consistently the
case when looking at the FF3 model framework. In this framework
‘agriculture’, ‘soda’, ‘beer’, ‘smoke’, ‘steel’ carry larger parts of the
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Fig. 5. Scatter plot of the monetary policy uncertainty index (MPU) Betas and the realized Return.
This figure displays the scatter plot of time series beta estimates (𝛽) and realized average excess returns (�̄�𝑒) of the FF3 factor- and CRR model for the 48 industry sector- and
25 size/value sorted portfolios (+ 6 traded factors) respectively. Figure A shows the MPU betas of the FF3 factor model for the 48 industry sector portfolios (+ 6 traded factors).
Figure B shows the MPU betas of the FF3 factor model for the 25 size/value sorted portfolios (+ 6 traded factors). Figure C shows the MPU betas of the CRR model for the 48
industry sector portfolios (+ 6 traded factors). Figure D shows the MPU betas of the CRR model for the 25 size/value sorted portfolios (+ 6 traded factors). In each figure a least
square regression line is fitted in. The sample period is defined from January 1990 to November 2018 using monthly data.
Fig. 6. Scatter plot of the estimated and realized portfolio returns.
This figure displays the scatter plot of the estimated ( ̂̄𝑅𝑒 = �̂�𝛽)- and realized (�̄�𝑒) average excess returns of the FF3 factor- and CRR model for the 48 industry sector- and 25
ize/value sorted portfolios (+ 6 traded factors) respectively. Figure A shows the estimated excess returns of the FF3 factor model including the VIX for the 48 industry sector
ortfolios (+ 6 traded factors). Figure B shows the estimated excess returns of the FF3 factor model including the VIX for the 25 size/value sorted portfolios (+ 6 traded factors).
igure C shows the estimated excess returns of the CRR model including the VIX for the 48 industry sector portfolios (+ 6 traded factors). Figure D shows the estimated excess
eturns of the CRR model including the VIX for the 25 size/value sorted portfolios (+ 6 traded factors). Furthermore the root mean squared error is displayed alongside a graph
ith a slope of 1. The sample period is defined from January 1990 to November 2018 using monthly data.
dditional expected return as well, however, the largest contributing
ectors are ‘gold’, ‘mines’ and ‘boxes’, where the first two have exactly
he opposite sign in the CRR model. Moreover, the betas of the specific
ectors are not consistently higher in the same sectors across both
odel frameworks. However, VIX factor loadings across all sectors are

ignificantly higher in the CRR model with an average VIX beta of
19
−1.94 compared to the FF3 model where the average VIX factor loading
is smaller by a factor 10. In the CRR model the highest VIX factor
loadings can be found in the sectors ‘steel’, ‘chips’ and ‘financials’ with
betas smaller than -3. In contrast in the FF3 model the highest VIX
factor loadings can be observed in the sectors ‘gold’, ‘mines’, ‘steel’,
‘soda’ and ‘agriculture’ with betas smaller than −0.6.
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Fig. 7. Expected returns on 48 industry sector portfolios.
Panel A displays the expected excess return ( ̂̄𝑅𝑒 = �̂�𝛽) on all 48 industry sector portfolios (+6 traded factors) estimated using the CRR and the CRR with the addition of the VIX.
Panel B displays the expected excess return ( ̂̄𝑅𝑒 = �̂�𝛽) on all 48 industry sector portfolios (+6 traded factors) estimated using the FF3 and the FF3 with the addition of the VIX.
The bars are indicating the difference between the expected excess returns through the addition of the VIX. The sample period is defined from January 1990 to November 2018
using monthly data.
Table 15
Factor premiums in the CRR model.

Factor specific riskpremiums

Health Steel Autos Gold Banks Mkt

CRR +VIX CRR +VIX CRR +VIX CRR +VIX CRR +VIX CRR +VIX

𝑀𝑃 0.09 0.04 0.06 0.03 0.29 0.13 −0.07 −0.03 0.19 0.09 0.08 0.03
𝐷𝐸𝐼 −0.05 0.10 0.23 −0.15 0.02 0.04 0.28 −0.26 0.05 0.01 0.07 −0.02
𝑈𝐼 0.02 0.03 −0.04 0.15 0.13 −0.09 −0.07 0.11 0.06 −0.02 0.05 −0.01
𝑈𝑃𝑅 0.28 −0.04 0.67 −0.13 0.72 −0.19 0.37 −0.11 0.38 −0.06 0.37 −0.06
𝑈𝑇𝑆 −0.09 −0.07 −0.03 −0.01 −0.02 −0.01 0.22 0.19 0.03 0.04 0.05 0.05
𝑉 𝐼𝑋 0.57 1.16 0.81 0.28 0.76 0.73
∑ 0.25 0.62 0.89 1.05 1.14 0.70 0.73 0.17 0.72 0.81 0.62 0.72

The table reports the expected excess returns (𝛽 ⋅ ̂𝑙𝑎𝑚𝑏𝑑𝑎) of each risk factor in the basic CRR model with and without the VIX for the 6 sectors: Health, Steel, Autos, Gold, Banks,
nd the market portfolio. ∑ shows the total expected return for each equation in the respective sector. The estimation period ranges from January 1990 to November 2018. The
isk premiums are displayed in percent.
i
o
s

f
𝑅
c
o
a
t
r
t

s
n

Some additional insight is provided by the expected return decom-
osition displayed in Table 15 which highlights the contribution of the
arious factors in the basic model, with and without the VIX factor, for
selected industry sectors (’health’, ‘steel’, ‘auto’, ‘gold’, and ‘banks’)

s well as the market portfolio. The key observation across almost
ll industries is actually reflected in the market portfolio (last two
olumns): The credit risk premium (UPR) is virtually fully substituted
if not overcompensated) by the volatility premium. While such an
ffect is economically plausible in principle, its magnitude is surprising.
oreover, the volatility premium dominates all other macroeconomic

remiums. Across the industries, the size of the volatility premium
s fairly different. For example, the size is small in the gold mining
nd processing sector (0.28% p.m.) implying that these stocks are
egarded as a good hedge against volatility risk requiring a small risk
remium. The risk premium is above average for the automobile and
he steel sectors (0.81% and 1.16%) which appear very vulnerable to an
20

g

ncrease in uncertainty risk. Notice that the net effect of the inclusion
f volatility risk can result in a lower expected risk premium for some
ectors (e.g. ‘gold’, ‘autos’).

Megaritis et al. (2021) also analyze industry effects of their volatility
actors. Interestingly, the largest marginal effect of the VIX on the
2 is in the financial sector. The sector marked ‘Fin’ in our industry
lassification is a rather diverse group of firms not classified as banks
r insurance companies. Therefore, the results for the ‘‘bank’’ sector
re more revealing (see second last pair of columns in Table 15); again
he relative size of the VIX-premium is substantial compared to the
emaining CRR factor premiums, but its size is average when compared
o the other sectors and the market portfolio.

Overall, it is apparent that the inclusion of a VIX factor might yield
ubstantially larger expected returns for an investor using a macroeco-
omic factor model, and a lower premium in some sectors (e.g. autos,
old, real estate). In any case, apart from the statistical significance
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of the risk factors, it is worth examining their impact on the size and
structure of expected returns.

6. Conclusion

Is stock market uncertainty priced in the cross-section of stock
returns? There is quite a substantial body of studies showing, based
on various volatility proxies and portfolio sorts, that more sensitive
stocks exhibit a larger premium. The question addressed in this paper
is whether this conclusion is sensitive to the asset pricing framework
used in the tests. For this purpose, we compare the results using a
macroeconomic and fundamental based asset pricing model (abbrevi-
ated by CRR and FF). We use three proxies measuring uncertainty:
the standard (long-run) VIX-factor, a (short-run) EGARCH-based factor,
and a proxy measuring monetary policy uncertainty. Finally, it is well
known that asset pricing tests are very sensitive to the structure of the
underlying asset universe. We apply two distinct portfolio sorts in our
empirical tests, a fundamental based sort and an industry sector based.
Moreover, robustness is tested using alternative specifications of models
and variables.

In such a diverse setting, we cannot expect homogeneous results
across all estimated equations. However, the question is which pricing
results are robust for different model specifications and which are not.

The findings can be summarized briefly as follows: The marginal
pricing effect of the VIX volatility factor is strong and statistically
significant, and has always the expected negative sign. In comparison,
the marginal effect of the EGARCH-based volatility factor is mixed
but exhibits the expected sign throughout the models. The inclusion
of the EGARCH factor does not impair the pricing effect of the VIX.
The size of the VIX-premium is between 0.3% and approximately
0.5% p.m., with values above 0.5% for the CRR model using the
size/value sorted portfolios. The EGARCH-volatility premium is smaller
and more volatile across the models; the typical value is between
0.2% and 0.3% p.m., with most values above 0.5% for the FF model
using the size/value portfolio sort. If regressions are run by GLS, the
EGARCH-premium becomes more important using the size/value sorted
portfolios. Monetary policy uncertainty exhibits only a few significant
pricing effects, almost all of them in the CRR model using the size/value
portfolio sort.

The following pricing patterns can be observed across the models
and specifications: First, our portfolio sorts have a substantial impact
on the volatility premiums in both, the CRR and FF model frameworks.
Second, the size of the volatility risk premiums are more uniform across
the models if the 48 industry sector portfolio sort is used. Third, the
size/value portfolio sort generates larger volatility risk premiums (in
absolute terms) for both models. While the first two general implica-
tions regarding the volatility factors remain the same if GLS is applied,
the third observation is reversed and the EGARCH factor is significantly
priced in more cases.

The pricing effects of the VIX- and EGARCH-volatility factors are
highly robust against the inclusion of additional uncertainty factors
such as an index for macroeconomic uncertainty, a proxy for cyclical
aggregate risk aversion, and an index measuring long-run interest rate
volatility (MOVE). From these variables, only the last factor (MOVE)
exerts a marginal pricing impact in the cross-section of returns. At the
same time, the MOVE factor reinforces the short-run volatility factor
(EG).

The overall insight from this paper is that volatility as measured
by conventional proxies (VIX, EGARCH) matters as a systematic and
priced risk factor irrespective of the pricing framework, test portfolios
and major subperiods. This indicates that volatility risk captures, in
addition to other well-known fundamental or macroeconomic factors,
a major risk-related source of variation between expected returns. The
results also suggest that the performance of volatility-based investment
strategies must be evaluated with benchmarks reflecting exposure to
aggregate volatility risk in order not to misinterpret the size and
attribution of excess returns. This is particularly true for benchmarks
21

which are based on macroeconomic factors.
Declaration of competing interest

The authors declare that they have no known competing finan-
cial interests or personal relationships that could have appeared to
influence the work reported in this paper.

References

Adrian, T., & Rosenberg, J. (2008). Stock returns and volatility: Pricing the short-run
and long-run components of market risk. The Journal of Finance, 63(6), 2997–3030,
URL https://EconPapers.repec.org/RePEc:bla:jfinan:v:63:y:2008:i:6:p:2997-3030.

kaike, H. (1974). A new look at the statistical model identification. IEEE Transac-
tions on Automatic Control, 19(6), 716–723. http://dx.doi.org/10.1109/TAC.1974.
1100705.

Ang, A., Hodrick, R., Xing, Y., & Zhang, X. (2006). The cross-section of volatility and
expected returns. The Journal of Finance, 61(1), 259–299, URL https://EconPapers.
repec.org/RePEc:bla:jfinan:v:61:y:2006:i:1:p:259-299.

Baker, S. R., Bloom, N., & Davis, S. J. (2016). Measuring economic policy uncertainty.
Quarterly Journal of Economics, 131(4), 1593–1636, arXiv:http://oup.prod.sis.lan/
qje/article-pdf/131/4/1593/10263970/qjw024.pdf. URL https://doi.org/10.1093/
qje/qjw024.

Bakshi, G., & Kapadia, N. (2003). Delta-hedged gains and the negative market volatility
risk premium. Review of Financial Studies, 16(2), 527–566, URL https://EconPapers.
repec.org/RePEc:oup:rfinst:v:16:y:2003:i:2:p:527-566.

Bali, T. G., & Cakici, N. (2008). Idiosyncratic volatility and the cross section of
expected returns. Journal of Financial and Quantitative Analysis, 43(1), 29–58.
http://dx.doi.org/10.1017/S002210900000274X.

Bekaert, G., & Hoerova, M. (2014). The VIX, the variance premium and stock market
volatility. Journal of Econometrics, 183(2), 181–192. http://dx.doi.org/10.1016/
j.jeconom.2014.05, URL https://ideas.repec.org/a/eee/econom/v183y2014i2p181-
192.html.

Bollerslev, T. (1986). Generalized autoregressive conditional heteroskedasticity. Jour-
nal of Econometrics, 31(3), 307–327, URL https://EconPapers.repec.org/RePEc:eee:
econom:v:31:y:1986:i:3:p:307-327.

Bollerslev, T., Russell, J., & Watson, M. (2010). Volatility and time series econometrics:
Essays in honor of Robert Engle. Oxford University Press, URL https://EconPapers.
repec.org/RePEc:oxp:obooks:9780199549498,

Brogaard, J., & Detzel, A. (2015). The asset-pricing implications of government
economic policy uncertainty. Management Science, 61(1), 3–18, arXiv:https://doi.
org/10.1287/mnsc.2014.2044. URL https://doi.org/10.1287/mnsc.2014.2044.

Brooks, C., Li, X., & Miffre, J. (2009). Time varying volatility and the cross-section of
equity returns. icma-dp2009-01, Henley Business School, Reading University, URL
https://EconPapers.repec.org/RePEc:rdg:icmadp:icma-dp2009-01.

Campbell, J. (1993). Intertemporal asset pricing without consumption data. American
Economic Review, 83(3), 487–512, URL https://EconPapers.repec.org/RePEc:aea:
aecrev:v:83:y:1993:i:3:p:487-512.

Campbell, J. (1996). Understanding risk and return. Journal of Political Econ-
omy, 104(2), 298–345, URL https://EconPapers.repec.org/RePEc:ucp:jpolec:v:104:
y:1996:i:2:p:298-345.

Campbell, J. Y., Giglio, S., Polk, C., & Turley, R. (2018). An intertemporal CAPM with
stochastic volatility. Journal of Financial Economics, 128, 207–233.

Campbell, J., & Hentschel, L. (1992). No news is good news *1: An asymmetric model of
changing volatility in stock returns. Journal of Financial Economics, 31(3), 281–318,
URL https://EconPapers.repec.org/RePEc:eee:jfinec:v:31:y:1992:i:3:p:281-318.

Carhart, M. (1997). On persistence in mutual fund performance. The Journal of Finance,
52(1), 57–82, URL https://EconPapers.repec.org/RePEc:bla:jfinan:v:52:y:1997:i:1:p:
57-82.

Chen, J. (2002). Intertemporal CAPM and the cross-section of stock returns, SSRN
Working Paper No. 301918.

Chen, N.-F., Roll, R., & Ross, S. (1986). Economic forces and the stock market. Journal
of Business, 59(3), 383–403, URL https://EconPapers.repec.org/RePEc:ucp:jnlbus:v:
59:y:1986:i:3:p:383-403.

Chow, G. C. (1960). Tests of equality between sets of coefficients in two lin-
ear regressions. Econometrica, 28(3), 591–605, URL http://www.jstor.org/stable/
1910133.

Cremers, M., Halling, M., & Weinbaum, D. (2015). Aggregate jump and volatility
risk in the cross-section of stock returns. The Journal of Finance, 70(2), 577–
614, arXiv:https://onlinelibrary.wiley.com/doi/pdf/10.1111/jofi.12220. URL https:
//onlinelibrary.wiley.com/doi/abs/10.1111/jofi.12220.

Dickey, D. A., & Fuller, W. A. (1979). Distribution of the estimators for autoregressive
time series with a unit root. Journal of the American Statistical Association, 74,
427–431, arXiv:https://doi.org/10.1080/01621459.1979.10482531. URL https://
doi.org/10.1080/01621459.1979.10482531.

Ernstberger, J., Haupt, H., & Vogler, O. (2011). The role of sorting portfolios in
asset-pricing models. Applied Financial Economics, 21(18), 1381–1396.

Fama, E., & French, K. (1993). Common risk factors in the returns on stocks and
bonds. Journal of Financial Economics, 33(1), 3–56, URL https://EconPapers.repec.

org/RePEc:eee:jfinec:v:33:y:1993:i:1:p:3-56.

https://EconPapers.repec.org/RePEc:bla:jfinan:v:63:y:2008:i:6:p:2997-3030
http://dx.doi.org/10.1109/TAC.1974.1100705
http://dx.doi.org/10.1109/TAC.1974.1100705
http://dx.doi.org/10.1109/TAC.1974.1100705
https://EconPapers.repec.org/RePEc:bla:jfinan:v:61:y:2006:i:1:p:259-299
https://EconPapers.repec.org/RePEc:bla:jfinan:v:61:y:2006:i:1:p:259-299
https://EconPapers.repec.org/RePEc:bla:jfinan:v:61:y:2006:i:1:p:259-299
http://arxiv.org/abs/http://oup.prod.sis.lan/qje/article-pdf/131/4/1593/10263970/qjw024.pdf
http://arxiv.org/abs/http://oup.prod.sis.lan/qje/article-pdf/131/4/1593/10263970/qjw024.pdf
http://arxiv.org/abs/http://oup.prod.sis.lan/qje/article-pdf/131/4/1593/10263970/qjw024.pdf
https://doi.org/10.1093/qje/qjw024
https://doi.org/10.1093/qje/qjw024
https://doi.org/10.1093/qje/qjw024
https://EconPapers.repec.org/RePEc:oup:rfinst:v:16:y:2003:i:2:p:527-566
https://EconPapers.repec.org/RePEc:oup:rfinst:v:16:y:2003:i:2:p:527-566
https://EconPapers.repec.org/RePEc:oup:rfinst:v:16:y:2003:i:2:p:527-566
http://dx.doi.org/10.1017/S002210900000274X
http://dx.doi.org/10.1016/j.jeconom.2014.05
http://dx.doi.org/10.1016/j.jeconom.2014.05
http://dx.doi.org/10.1016/j.jeconom.2014.05
https://ideas.repec.org/a/eee/econom/v183y2014i2p181-192.html
https://ideas.repec.org/a/eee/econom/v183y2014i2p181-192.html
https://ideas.repec.org/a/eee/econom/v183y2014i2p181-192.html
https://EconPapers.repec.org/RePEc:eee:econom:v:31:y:1986:i:3:p:307-327
https://EconPapers.repec.org/RePEc:eee:econom:v:31:y:1986:i:3:p:307-327
https://EconPapers.repec.org/RePEc:eee:econom:v:31:y:1986:i:3:p:307-327
https://EconPapers.repec.org/RePEc:oxp:obooks:9780199549498
https://EconPapers.repec.org/RePEc:oxp:obooks:9780199549498
https://EconPapers.repec.org/RePEc:oxp:obooks:9780199549498
https://doi.org/10.1287/mnsc.2014.2044
https://doi.org/10.1287/mnsc.2014.2044
https://doi.org/10.1287/mnsc.2014.2044
https://doi.org/10.1287/mnsc.2014.2044
https://EconPapers.repec.org/RePEc:rdg:icmadp:icma-dp2009-01
https://EconPapers.repec.org/RePEc:aea:aecrev:v:83:y:1993:i:3:p:487-512
https://EconPapers.repec.org/RePEc:aea:aecrev:v:83:y:1993:i:3:p:487-512
https://EconPapers.repec.org/RePEc:aea:aecrev:v:83:y:1993:i:3:p:487-512
https://EconPapers.repec.org/RePEc:ucp:jpolec:v:104:y:1996:i:2:p:298-345
https://EconPapers.repec.org/RePEc:ucp:jpolec:v:104:y:1996:i:2:p:298-345
https://EconPapers.repec.org/RePEc:ucp:jpolec:v:104:y:1996:i:2:p:298-345
http://refhub.elsevier.com/S1057-5219(21)00270-2/sb14
http://refhub.elsevier.com/S1057-5219(21)00270-2/sb14
http://refhub.elsevier.com/S1057-5219(21)00270-2/sb14
https://EconPapers.repec.org/RePEc:eee:jfinec:v:31:y:1992:i:3:p:281-318
https://EconPapers.repec.org/RePEc:bla:jfinan:v:52:y:1997:i:1:p:57-82
https://EconPapers.repec.org/RePEc:bla:jfinan:v:52:y:1997:i:1:p:57-82
https://EconPapers.repec.org/RePEc:bla:jfinan:v:52:y:1997:i:1:p:57-82
https://EconPapers.repec.org/RePEc:ucp:jnlbus:v:59:y:1986:i:3:p:383-403
https://EconPapers.repec.org/RePEc:ucp:jnlbus:v:59:y:1986:i:3:p:383-403
https://EconPapers.repec.org/RePEc:ucp:jnlbus:v:59:y:1986:i:3:p:383-403
http://www.jstor.org/stable/1910133
http://www.jstor.org/stable/1910133
http://www.jstor.org/stable/1910133
https://onlinelibrary.wiley.com/doi/pdf/10.1111/jofi.12220
https://onlinelibrary.wiley.com/doi/abs/10.1111/jofi.12220
https://onlinelibrary.wiley.com/doi/abs/10.1111/jofi.12220
https://onlinelibrary.wiley.com/doi/abs/10.1111/jofi.12220
https://doi.org/10.1080/01621459.1979.10482531
https://doi.org/10.1080/01621459.1979.10482531
https://doi.org/10.1080/01621459.1979.10482531
https://doi.org/10.1080/01621459.1979.10482531
http://refhub.elsevier.com/S1057-5219(21)00270-2/sb22
http://refhub.elsevier.com/S1057-5219(21)00270-2/sb22
http://refhub.elsevier.com/S1057-5219(21)00270-2/sb22
https://EconPapers.repec.org/RePEc:eee:jfinec:v:33:y:1993:i:1:p:3-56
https://EconPapers.repec.org/RePEc:eee:jfinec:v:33:y:1993:i:1:p:3-56
https://EconPapers.repec.org/RePEc:eee:jfinec:v:33:y:1993:i:1:p:3-56


International Review of Financial Analysis 79 (2022) 101951L. Hitz et al.

F

F

F

F

G

G

G

H

J

J

Fama, E. F., & French, K. R. (2015). A five-factor asset pricing model. Journal of
Financial Economics, 116(1), 1–22, URL https://EconPapers.repec.org/RePEc:eee:
jfinec:v:116:y:2015:i:1:p:1-22.

ama, E. F., & Gibbons, M. R. (1984). A comparison of inflation forecasts. Journal of
Monetary Economics, 13(3), 327–348, URL https://EconPapers.repec.org/RePEc:eee:
moneco:v:13:y:1984:i:3:p:327-348.

ama, E., & MacBeth, J. D. (1973). Risk, return, and equilibrium: Empirical tests.
Journal of Political Economy, 81(3), 607–636, URL https://EconPapers.repec.org/
RePEc:ucp:jpolec:v:81:y:1973:i:3:p:607-36.

erson, W. E. (2006). Note from the editor Wayne E. Ferson on: Shanken, Jay and Mark
I. Weinstein, Economic forces and the stock market revisited, Journal of Empirical
Finance 13, Issue 2, 2006, 129-144. Journal of Empirical Finance, 13(3), 389–391,
URL https://EconPapers.repec.org/RePEc:eee:empfin:v:13:y:2006:i:3:p:389-391.

erson, W. E., Sarkissian, S., & Simin, T. (1999). The alpha factor asset pricing model:
A parable. Journal of Financial Markets, 2(1), 49–68, URL https://EconPapers.repec.
org/RePEc:eee:finmar:v:2:y:1999:i:1:p:49-68.

alí, J., & Gambetti, L. (2015). The effects of monetary policy on stock market bubbles:
Some evidence. American Economic Journal: Macroeconomics, 7(1), 233–257. http://
dx.doi.org/10.1257/mac.20140003, URL https://www.aeaweb.org/articles?id=10.
1257/mac.20140003.

losten, L. R., Jagannathan, R., & Runkle, D. E. (1993). On the relation between the
expected value and the volatility of the nominal excess return on stocks. The Journal
of Finance, 48(5), 1779–1801, URL https://EconPapers.repec.org/RePEc:bla:jfinan:
v:48:y:1993:i:5:p:1779-1801.

onzález-Urteaga, A., & Rubio, G. (2017). The joint cross-sectional variation of equity
returns and volatilities. Journal of Banking & Finance, 75, 17–34. http://dx.doi.
org/10.1016/j.jbankfin.2016.11.013, URL http://www.sciencedirect.com/science/
article/pii/S0378426616302175.

eber, G., Asger, L., Shephard, N., & Sheppard, K. (2009). Oxford-man institute’s
realized library. Oxford-Man Institute, Version 0.3.

ordan, B. D., & Riley, T. B. (2015). Volatility and mutual fund manager skill. Journal of
Financial Economics, 118(2), 289–298. http://dx.doi.org/10.1016/j.jfineco.2015.06.
012, URL http://www.sciencedirect.com/science/article/pii/S0304405X1500118X.

urado, K., Ludvigson, S., & Ng, S. (2015). Measuring uncertainty. American Economic
Review, 105(3), 1177–1216, URL https://EconPapers.repec.org/RePEc:aea:aecrev:v:
105:y:2015:i:3:p:1177-1216.
22
Kroencke, T. (2017). Asset pricing without garbage. The Journal of Finance, 72(1),
47–98, URL https://EconPapers.repec.org/RePEc:bla:jfinan:v:72:y:2017:i:1:p:47-98.

Lewellen, J. (2015). The cross-section of expected stock returns. Critical Finance Review,
4(1), 1–44. http://dx.doi.org/10.1561/104.00000024, URL https://ideas.repec.org/
a/now/jnlcfr/104.00000024.html.

Lewellen, J., Nagel, S., & Shanken, J. (2010). A skeptical appraisal of asset pricing
tests. Journal of Financial Economics, 96(2), 175–194, URL https://ideas.repec.org/
a/eee/jfinec/v96y2010i2p175-194.html.

Megaritis, A., Vlastakis, N., & Triantafyllou, A. (2021). Stock market volatility
and jumps in times of uncertainty. Journal of International Money and Fi-
nance, 113, http://dx.doi.org/10.1016/j.jimonfin.2021.102355, URL https://www.
sciencedirect.com/science/article/pii/S0261560621000048 Paper No. 102355.

Merton, R. C. (1973). An intertemporal capital asset pricing model. Econometrica, 41(5),
867–887, URL http://www.jstor.org/stable/1913811.

Miffre, J., Brooks, C., & Li, X. (2013). Idiosyncratic volatility and the pricing of
poorly-diversified portfolios. International Review of Financial Analysis, 30, 78–85.

Nelson, D. B. (1991). Conditional heteroskedasticity in asset returns: A new ap-
proach. Econometrica, 59(2), 347–370, URL https://EconPapers.repec.org/RePEc:
ecm:emetrp:v:59:y:1991:i:2:p:347-70.

Newey, W., & West, K. (1987). A simple, positive semi-definite, heteroskedasticity and
autocorrelation consistent covariance matrix. Econometrica, 55(3), 703–708, URL
https://EconPapers.repec.org/RePEc:ecm:emetrp:v:55:y:1987:i:3:p:703-08.

Rigobon, R., & Sack, B. (2003). Measuring the reaction of monetary policy to the stock
market. Quarterly Journal of Economics, 118(2), 639–669, arXiv:https://academic.
oup.com/qje/article-pdf/118/2/639/5364231/118-2-639.pdf. URL https://doi.org/
10.1162/003355303321675473.

Schwarz, G. (1978). Estimating the dimension of a model. The Annals of Statistics, 6(2),
461–464, URL https://doi.org/10.1214/aos/1176344136.

Shanken, J., & Weinstein, M. I. (2006). Economic forces and the stock market revisited.
Journal of Empirical Finance, 13(2), 129–144, URL https://EconPapers.repec.org/
RePEc:eee:empfin:v:13:y:2006:i:2:p:129-144.

https://EconPapers.repec.org/RePEc:eee:jfinec:v:116:y:2015:i:1:p:1-22
https://EconPapers.repec.org/RePEc:eee:jfinec:v:116:y:2015:i:1:p:1-22
https://EconPapers.repec.org/RePEc:eee:jfinec:v:116:y:2015:i:1:p:1-22
https://EconPapers.repec.org/RePEc:eee:moneco:v:13:y:1984:i:3:p:327-348
https://EconPapers.repec.org/RePEc:eee:moneco:v:13:y:1984:i:3:p:327-348
https://EconPapers.repec.org/RePEc:eee:moneco:v:13:y:1984:i:3:p:327-348
https://EconPapers.repec.org/RePEc:ucp:jpolec:v:81:y:1973:i:3:p:607-36
https://EconPapers.repec.org/RePEc:ucp:jpolec:v:81:y:1973:i:3:p:607-36
https://EconPapers.repec.org/RePEc:ucp:jpolec:v:81:y:1973:i:3:p:607-36
https://EconPapers.repec.org/RePEc:eee:empfin:v:13:y:2006:i:3:p:389-391
https://EconPapers.repec.org/RePEc:eee:finmar:v:2:y:1999:i:1:p:49-68
https://EconPapers.repec.org/RePEc:eee:finmar:v:2:y:1999:i:1:p:49-68
https://EconPapers.repec.org/RePEc:eee:finmar:v:2:y:1999:i:1:p:49-68
http://dx.doi.org/10.1257/mac.20140003
http://dx.doi.org/10.1257/mac.20140003
http://dx.doi.org/10.1257/mac.20140003
https://www.aeaweb.org/articles?id=10.1257/mac.20140003
https://www.aeaweb.org/articles?id=10.1257/mac.20140003
https://www.aeaweb.org/articles?id=10.1257/mac.20140003
https://EconPapers.repec.org/RePEc:bla:jfinan:v:48:y:1993:i:5:p:1779-1801
https://EconPapers.repec.org/RePEc:bla:jfinan:v:48:y:1993:i:5:p:1779-1801
https://EconPapers.repec.org/RePEc:bla:jfinan:v:48:y:1993:i:5:p:1779-1801
http://dx.doi.org/10.1016/j.jbankfin.2016.11.013
http://dx.doi.org/10.1016/j.jbankfin.2016.11.013
http://dx.doi.org/10.1016/j.jbankfin.2016.11.013
http://www.sciencedirect.com/science/article/pii/S0378426616302175
http://www.sciencedirect.com/science/article/pii/S0378426616302175
http://www.sciencedirect.com/science/article/pii/S0378426616302175
http://refhub.elsevier.com/S1057-5219(21)00270-2/sb32
http://refhub.elsevier.com/S1057-5219(21)00270-2/sb32
http://refhub.elsevier.com/S1057-5219(21)00270-2/sb32
http://dx.doi.org/10.1016/j.jfineco.2015.06.012
http://dx.doi.org/10.1016/j.jfineco.2015.06.012
http://dx.doi.org/10.1016/j.jfineco.2015.06.012
http://www.sciencedirect.com/science/article/pii/S0304405X1500118X
https://EconPapers.repec.org/RePEc:aea:aecrev:v:105:y:2015:i:3:p:1177-1216
https://EconPapers.repec.org/RePEc:aea:aecrev:v:105:y:2015:i:3:p:1177-1216
https://EconPapers.repec.org/RePEc:aea:aecrev:v:105:y:2015:i:3:p:1177-1216
https://EconPapers.repec.org/RePEc:bla:jfinan:v:72:y:2017:i:1:p:47-98
http://dx.doi.org/10.1561/104.00000024
https://ideas.repec.org/a/now/jnlcfr/104.00000024.html
https://ideas.repec.org/a/now/jnlcfr/104.00000024.html
https://ideas.repec.org/a/now/jnlcfr/104.00000024.html
https://ideas.repec.org/a/eee/jfinec/v96y2010i2p175-194.html
https://ideas.repec.org/a/eee/jfinec/v96y2010i2p175-194.html
https://ideas.repec.org/a/eee/jfinec/v96y2010i2p175-194.html
http://dx.doi.org/10.1016/j.jimonfin.2021.102355
https://www.sciencedirect.com/science/article/pii/S0261560621000048
https://www.sciencedirect.com/science/article/pii/S0261560621000048
https://www.sciencedirect.com/science/article/pii/S0261560621000048
http://www.jstor.org/stable/1913811
http://refhub.elsevier.com/S1057-5219(21)00270-2/sb40
http://refhub.elsevier.com/S1057-5219(21)00270-2/sb40
http://refhub.elsevier.com/S1057-5219(21)00270-2/sb40
https://EconPapers.repec.org/RePEc:ecm:emetrp:v:59:y:1991:i:2:p:347-70
https://EconPapers.repec.org/RePEc:ecm:emetrp:v:59:y:1991:i:2:p:347-70
https://EconPapers.repec.org/RePEc:ecm:emetrp:v:59:y:1991:i:2:p:347-70
https://EconPapers.repec.org/RePEc:ecm:emetrp:v:55:y:1987:i:3:p:703-08
http://arxiv.org/abs/https://academic.oup.com/qje/article-pdf/118/2/639/5364231/118-2-639.pdf
http://arxiv.org/abs/https://academic.oup.com/qje/article-pdf/118/2/639/5364231/118-2-639.pdf
http://arxiv.org/abs/https://academic.oup.com/qje/article-pdf/118/2/639/5364231/118-2-639.pdf
https://doi.org/10.1162/003355303321675473
https://doi.org/10.1162/003355303321675473
https://doi.org/10.1162/003355303321675473
https://doi.org/10.1214/aos/1176344136
https://EconPapers.repec.org/RePEc:eee:empfin:v:13:y:2006:i:2:p:129-144
https://EconPapers.repec.org/RePEc:eee:empfin:v:13:y:2006:i:2:p:129-144
https://EconPapers.repec.org/RePEc:eee:empfin:v:13:y:2006:i:2:p:129-144

	The pricing of volatility risk in the US equity market
	Introduction
	Selective literature review
	Models and methodology
	Asset pricing models
	Test methodology
	Test portfolios

	Factor construction and descriptive statistics
	Macroeconomic factors in the spirit of Chen et al. (1986)
	Industrial Production (MP, YP)
	Inflation Factors (UI, DEI)
	Risk Premia (UPR)
	Term Structure (UTS)
	TED Spread (TED)
	Consumption (CG)
	Oil Prices (OG)
	Stock Market Index (VW)

	Factors related to uncertainty
	Implied Volatility Index (VIX)
	Exponential GARCH (EG)
	Monetary Policy Uncertainty (MPU)
	Macroeconomic Uncertainty (MU)
	Variance Risk Premium (VRP)
	ICE Bofa US Bond Market Option Volatility Estimate Index (MOVE)

	Descriptive statistics

	Empirical results
	Major models
	Extended models
	Robustness
	Estimation with GLS
	Alternative Specification of Variables
	Subperiods
	Additional Uncertainty Factors
	TIPS-based Inflation Proxy

	Practical implications: Industry sector return effects

	Conclusion
	Declaration of competing interest
	References


