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I Synopsis 
 

The ability to learn behaviors that lead to reward is as fundamental for survival as is the 

ability to react to punishment and adapt behavior accordingly. At the neuronal level, 

changes that affect the circuits that support the latter ability are thought to underlie 

many maladaptive behaviors, such as addiction. The basolateral amygdala (BLA) has 

been proposed to play a central role within such circuits, given its importance in aversive 

stimuli-driven associative learning and in encoding values of specific reinforcers in 

instrumental learning. Research in the field of valence encoding in the BLA has 

uncovered the existence of positive and negative valence cell groups, which learn to 

respond to cues that predict appetitive or aversive outcomes, respectively. These 

studies have shown that valence cells can update the value of a cue when it changes 

from predicting one valence to predicting the other, and that the BLA is indeed needed 

to orchestrate the appropriate adaptive behavior. However, it is not known whether 

there exist BLA valence cells that learn to respond to actions with appetitive or aversive 

outcomes, nor if these cells update the value of an action whose outcome changes from 

being a reward to being a punishment. Because integrating new information on the 

outcome of actions is of paramount importance to adaptive behavior, an investigation 

on this matter at the cellular level is fundamental to enhance our understanding of 

maladaptive behaviors. Yet, the study of changes in the value of learned actions differs 

from that of changes in the value of learned cues in that cues can be presented to the 

study subjects regardless of their state, while actions need to be executed by the 

subjects themselves. To address this methodological challenge, we successfully 

established a behavioral paradigm where we suddenly introduce a probabilistic risk of 

punishment to a previously only-rewarded action. We use a head-mounted calcium 

imaging microscope to present the first account on action-encoding BLA projection-

neurons in freely moving animals. Our main findings indicate that: 
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• Largely non-overlapping BLA ensembles encode primary and secondary 

reinforced instrumental actions. 

• The instrumental action reinforcer and punisher are also encoded by largely non-

overlapping BLA ensembles. 

• Punisher encoding BLA ensembles are anatomically clustered, have a response 

magnitude several times larger than action- and reinforcer- encoding ensembles, 

and rapidly adapt their response magnitude and timing (Fig. I A, B). 

•  A larger fraction of BLA cells is recruited to the punisher ensemble than to the 

instrumental actions’ ensembles. 

• Instrumental action BLA ensembles do not reflect the change in action-outcome 

contingency when a probabilistic risk of punishment, instead of reward, is 

introduced (Fig. I B). We did not find other cells that significantly responded to 

the instrumental actions during risk. 

• A fraction of BLA action-encoding cells is also responsive to the punisher (Fig. I 

A), but they do not exhibit changes in activity during the risk period. 

 
Figure I. Summary of main findings. (A) Identified BLA primary (lever-press) and secondary (nose-

poke) actions, reinforcer (licks), and punisher (air-puff) ensembles. A fraction of mixed (air-puff and 

action) responsive cells is also represented. (B) Top: nose-poke, lever-press, licks and air puff. 

Bottom: BLA ensemble activity during the reinforcement (safe), punishment and risk time periods in 

the experimental task.  
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Our findings suggest that BLA action ensembles do not integrate new information on 

potential risks of punishment, but that this information is represented prominently by a 

separate BLA ensemble instead. While this implies the punishment-driven learning is not 

taking place at the individual ‘action cell’ level in the BLA, the existence of action, 

reinforcer and punisher ensembles certainly suggests that the BLA is ideally suited to 

play a key role in circuits mediating risk-taking and, by extension, adaptive behavior. 

Moreover, our findings imply that adaptive behavior may be impaired by deficits in the 

circuits controlling the learning about a potential risk of punishment, rather than by 

failure to integrate punishment information into the circuits that mediate reward-driven 

learning. 
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II Abbreviations  
 
 

AAV Adeno associated virus 
BA Basal amygdala 
BLA Basolateral amygdala 
CEA Central amygdala 
CS Conditioned stimulus 
GECI Genetically encoded calcium indicator 
GRIN Gradient-index 
IL Infralimbic 
LA Lateral amygdala 
LK Lick 
LP Lever press 
Miniscope Miniature microscope 
mPFC Media prefrontal cortex 
NAc Nucleus accumbens 
NP Nose-poke 
PIT Pavlovian to instrumental transfer 
PL Prelimbic 
sPIT Specific PIT (see PIT) 
US Unconditioned stimulus 
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III Preface 
 

Learning and remembering actions that help us procure specific rewards is as important 

to survive as it is to refrain ourselves from these actions when there is a risk of 

punishment instead of reward. For example, learning to find and approach open fields 

provides an advantage to predators and hunters over preys. However, the proper 

reaction to a lightning crashing nearby in an open field is to withdraw from the field. 

Failing to adapt behavior in both cases leads to a decreased chance of survival. In fact, 

many maladaptive behaviors such as addiction and compulsive behaviors are thought to 

be driven by changes in the circuits that modulate punishment behavior (Diagnostic, 

2013; Hu et al., 2019; Lesscher & Vanderschuren, 2012; L. J. Vanderschuren & Ahmed, 

2013). The ability to associate a harmless stimulus (such as the flash of a lightning) with 

its potentially dangerous outcome has been shown to critically rely on the basolateral 

amygdala (BLA), a deep brain nucleus that lies at the heart of a distributed network of 

forebrain regions orchestrating fear learning (Tovote, Fadok, & Luthi, 2015). In addition, 

the BLA also supports reward-seeking behaviors, presumably by providing and updating 

the neural representations of the specific rewards that are predicted by conditioned 

cues (Balleine & Killcross, 2006). Other lines of research (Paton, Belova, Morrison, & 

Salzman, 2006) have shown the existence of BLA valence-specific ensembles that update 

the value of cues: positive valence cells start responding to cues that previously 

predicted an aversive stimulus if they now predict an appetitive one, and the opposite 

is true for negative valence cells. Therefore, given its role in updating the value of cues, 

we hypothesized that the BLA is important for updating the representation of 

instrumental actions. In this sense, the ability to adapt behavior when actions that 

previously lead to reward-only become associated with a risk of punishment should also 

depend on the BLA. Indeed, in rats optogenetic inactivation of the BLA during the 

delivery of a foot-shock punishment reduces the suppression of a previously reinforced 

instrumental action that becomes associated to a risk of punishment (Orsini et al., 2017). 

However, it is unclear whether this is the effect of disrupting the activity BLA cells that 
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update the value of an action or BLA cells that integrate the punishment information to 

drive learning otherwise. In fact, it is not known if instrumental actions leading to 

rewards are represented at the cellular level in the BLA. Given these important gaps in 

our knowledge of the function of the BLA, we decided to investigate the role of the BLA 

in representing instrumental actions and in updating their representation based on 

changes in their outcomes. To do so, we had to overcome methodological challenges in 

order to be able to establish an appropriate behavioral paradigm to study actions whose 

outcome change from reward to punishment in a probabilistic fashion. Additionally, we 

took advantage of the recent technological development of miniature calcium imaging 

microscopes and viral vectors tools. As a result, we provide the first ever dataset of BLA 

activity at the cellular resolution during safe and risky instrumental actions. More 

specifically, we found that largely distinct BLA ensembles encode instrumental actions, 

but that their representations are not updated when the outcome of the action is 

undermined with a risk of punishment, while the behavior does change dramatically. 

Instead, we found that a separate ensemble prominently encodes the punisher. Thus, 

our results suggest that, in regards to the BLA, the deficits underlying maladaptive 

behavior are not related to problems in updating the representation of the actions at 

the cellular level, but rather to problems in encoding the information of the punishment 

and/or relaying this information to other circuits for learning. Further research will be 

needed to elucidate the mechanism by which punishment and reward information 

integrate in the brain. Nonetheless, our research adds to the body of evidence 

suggesting the BLA is a key structure within the circuits that allow this integration to take 

place. 
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1. Introduction 
 

The relevance of the findings hereby presented is better understood within the context 

of the historical development of the body of research that has shed light on amygdala, 

and in particular, BLA function. Therefore, the following sections focus on briefly and by 

no means exhaustively summarizing the timeline and relevance of experiments that 

have revealed the role of the BLA in conditioned fear, appetitive instrumental 

conditioning, and punishment. By the end of this section, it should become clear that a 

description at cellular level of the punishment-induced changes in BLA representations 

provides valuable insights for future research aiming to understand adaptive and by 

extension maladaptive behavior. 

 

1.1 Beginnings  
 

When Heinrich Klüver had his colleague Paul Bucy remove Aurora’s temporal lobes, he 

did so with the intention to later test whether mescaline could exert its hallucinogenic 

effects on a brain without these (H. Klüver & Bucy, 1937; Nahm & Pribram, 1998). Aurora 

had been given to Klüver, known for his monkey-handling skills, because its previous 

owner found her too vicious to use her in experiments. The experiment showed that 

that temporal lobes were not necessary for mescaline to elicit behaviors similar to those 

in patients suffering a temporal-lobe epileptic attack, such as lip smacking. More 

interestingly, however, was the finding that Aurora had become tame. Experiments on 

more Rhesus monkeys revealed a wider spectrum of behavioral changes. These had, 

nonetheless, been described  50 years before by Sanger Brown and Edward Schäfer 

(Brown & Schäfer, 1888), but overlooked because the scientist were focused on finding 

the brain areas responsible for vision and audition. The bilateral anterior temporal 

lobectomy caused increased oral exploration of objects, hypersexuality,  and more 

strikingly, the inability to react accordingly to objects that called for orthogonally 

different behaviors, such as a (fake) snake and food (Heinrich Klüver & Bucy, 1939).  The 
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observed deficits in appropriate escape and approach behaviors spurred half-century of 

research that sought to narrow down the areas responsible for fear and reward related 

behaviors, respectively. In 1956 Lawrence Weiskrantz showed that lesions restricted to 

the amygdala made it difficult for monkeys to recognize the reinforcing properties of 

both positive (food) and negative (electric shocks) stimuli (Weiskrantz, 1956). The wave 

of research that followed Weiskrantz study, however, would be fostered by the use of 

Pavlovian fear conditioning as a standard simple behavior to study the association 

between neutral stimuli (light or auditory cues) and their conditioned reinforcing 

properties (contingent air puffs or foot shocks). Therefore, the field advanced in a 

disproportionate fashion towards elucidating the role of the amygdala within the 

aversive realm of adaptive behavior, and it was not until the early 2000s that the role of 

the amygdala within the appetitive realm began to catch up (A. Beyeler & Dabrowska, 

2020). 

 

1.2 Amygdala and Fear learning 
 

Beyond hallucinations, (ictal) fear has long been a well-documented symptom of 

patients with temporal lobe epilepsies (Jackson & Stewart, 1899; MacLean, 1986). In 

1954, William Feindel and Wilder Penfield showed that electric stimulation of the 

amygdala in such patients evoked fearful emotions (Feindel & Penfield, 1954).  These 

findings, in addition to evidence from animal studies pointing in the same direction (Jose 

M. R. Delgado, Roberts, & Miller, 1954; José M. R. Delgado, Rosvold, & Looney, 1956; 

MacLean & Delgado, 1953), inspired the field to undertake research determined to 

isolate the role of the amygdala in fear behaviors. For that purpose, rodents, specially 

rats, became popular as an animal model and respective behavioral tasks (Fig. 1.1) 

(Miller, 1948) to study fear induced learning and changes in behavior were developed – 

by then Charles Darwin’s idea of the biological study of emotions in animals (Darwin, 

1872) had gained momentum. In particular, chambers equipped with a metallic grid 

floor through which an electric shock could be delivered became widely used in 
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conjunction with neutral (non-aversive nor appetitive) light (D. C. Blanchard & Blanchard, 

1972) or auditory cue (Henke, 1983). In such experiments, the presentation of the cue 

would be followed by a brief mild foot-shock. This Pavlovian fear conditioning was used 

to address questions relating to both the expression and acquisition of fear behaviors. 

In this sense, it came forward as a model to study the memory and learning underlying 

the behavioral changes that the animals display towards a previously neutral cue (the 

conditioned stimulus, CS) that becomes a predictor of a punishment (the unconditioned 

stimulus, US). Rodents’ defensive repertoire against the aversive CS include avoidance 

of CS-related context (when this is possible) and freezing, a state of immobility that is 

accompanied by physiological changes such as increased blood pressure (LeDoux, 

Cicchetti, Xagoraris, & Romanski, 1990), increased muscle tone (M. S. Fanselow, 1994), 

parasympathetically induced bradycardia and pupil dilation (Applegate, Kapp, 

Underwood, & McNall, 1983). Importantly, learning and remembering new threats in 

the environment and being able to deploy the appropriate defensive behavior increases 

chances of survival. The selection mechanism for either freezing or avoidance strategies 

(passive avoidance or flight) has been proposed to depend on threat imminence: the 

ratio between the intensity of the threat and the distance to it (D. C. Blanchard & 

Blanchard, 1988; Michael S. Fanselow & Lester, 1988), with lower ratios evoking freezing 

and higher ones flight.  
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Figure 1.1. An overview of fear conditioning setups.  (A) Miller box (Miller, 1948) displays a shock-

grid and a door with black stripes that animals can open by using the rotary wheel or side-wall bar. 

(B) Contemporary fear conditioning and extinction contexts (Tovote et al., 2015). Learning about the 

tone cue is inferred from freezing levels (inset). 

 

Early studies on avoidance strategies of rats with radiofrequency or electrolytic lesions 

to the amygdala (King, 1958; Robinson, 1963; Horvath, 1963; Ursin, 1965; Pellegrino, 

1968) revealed deficits in the aversive CS driven learning: lesioned animals displayed 

normal fear and motor reactions to the onset of the electric shock, but failed to acquire 

the appropriate escape responses to the CS in anticipation of the shock (Gaston & Freed, 

1969). However, it became clear that under these circumstances it could not be 

necessarily inferred that because the rats failed to execute an escape they also failed to 

acquire an emotional response to the CS (Gaston & Freed, 1969), given that both the 

fear response and the instrumental avoidance response overlapped in time. In 

paradigms that did not involve instrumental learning it was shown that 
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amygdalectomized rats did not discriminate between a context where they had received 

foot-shocks and one where they had not (Gaston & Freed, 1969). Around the same time, 

freezing behavior was being pushed forward as an index of fear (R. J. Blanchard & 

Blanchard, 1969; R. J. Blanchard, Dielman, & Blanchard, 1968), and it was shown that 

rats with amygdala lesions freeze less when exposed to a sedated cat or to a shock prod 

after learning it delivers shocks (D. C. Blanchard & Blanchard, 1972). The amygdala was 

therefore linked to freezing behavior elicited by both conditioned (the prod) and 

unconditioned (the cat) stimuli. In 1983 it was shown that amygdala cells that respond 

when the rat is forcibly restrained, also become responsive to the initially neutral white 

noise that was present when the restraining procedure took place (Henke, 1983). 

Building up on these findings, as well as on anatomical (Johnston, 1923; Meynert, 1868) 

and electrophysiological (Gloor, 1955) characterization of the amygdala, many future 

studies focused on studying subdivisions of the amygdala within the context of auditory 

Pavlovian fear conditioning. Non-selective aspiration or radiofrequency lesions of the 

amygdala fell out of favor because of the extended damage to projection fibers passing 

near and through (Baxter & Murray, 2002) and, instead, more specific fiber-sparing 

excitotoxins (e.g. NMDA) and stereotactic electrolytic lesions as well as substance-

mediated reversible inhibition (GABA agonists, e.g. muscimol) were used (Baxter & 

Murray, 2002). These studies broadly defined the roles of the two principal subnuclei of 

the amygdala in aversive conditioning. On the one hand, basolateral amygdala (BLA), 

which profusely receives thalamic and cortical input on its lateral unit (lateral amygdala, 

LA), was identified as an important relay of sensory information: damage to the BLA 

interferes with Pavlovian fear conditioning (Campeau & Davis, 1995; LeDoux et al., 1990). 

Its basal unit (the basal amygdala, BA), was also found to play an important role in 

contextual fear conditioning: the expression of fear responses in contexts where a 

punishment has been delivered (JJ Kim & Fanselow, 1992). On the other hand, the 

central amygdala came forward as the interface with motor systems: damage to this 

nucleus disrupts expression of conditioned fear responses (Kapp, Frysinger, Gallagher, 

& Haselton, 1979) and damage to the areas the CEA projects to selectively disrupted the 
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expression of individual components of the conditioned fear behavior (LeDoux, Iwata, 

Cicchetti, & Reis, 1988), such as blood pressure (damage to the lateral hypothalamus) 

and freezing (damage to the periaqueductal gray, PAG). 

 

In the last couple of decades, Neuroscience has seen a remarkable rise in technologies: 

genetic (Kuhn, Schwenk, Aguet, & Rajewsky, 1995), pharmacogenetic (Armbruster & 

Roth, 2005), optogenetic (Boyden, Zhang, Bamberg, Nagel, & Deisseroth, 2005) and viral 

(Wall, Wickersham, Cetin, De La Parra, & Callaway, 2010) tools have allowed for 

unprecedented interrogation of specific subpopulations into the cellular and molecular 

levels. As initially most tools became available for mice, this helped to propel them as 

the most used animal model in Systems Neuroscience (Ellenbroek & Youn, 2016). 

Modern system-level studies have taken previous findings a step forward: for example, 

it has been established that the way the LA gates fear learning is by a control element 

consisting of  interneuron subtypes that gate the acquisition of conditioned fear 

responses by disinhibition (Krabbe et al., 2019; Wolff et al., 2014): a motif that has also 

been shown to be a control element in the auditory cortex circuits for fear learning 

(Letzkus et al., 2011). In regards to the previously mentioned role of the BA in contextual 

fear learning, it has been shown that there is a specific hippocampal circuit that projects 

to the BA and is required for contextual fear memory retrieval (Xu et al., 2016). Finally, 

in contrast to what was originally thought, it has been shown that the CEA is not only an 

output nucleus for the expression of conditioned fear responses, but is also involved in 

the learning and consolidation of Pavlovian fear conditioning (Wilensky, Schafe, 

Kristensen, & LeDoux, 2006). More specifically, its lateral (CEl) and medial (CEm) 

subdivisions were found to have differential contributions in conditioned fear 

acquisition and expression (Ciocchi et al., 2010): CEl, required for acquisition, has cells 

that are excited (CElON) and inhibited (CElOFF) by the CS, and CElON are inhibited by CElOFF 

cells, which also form an inhibitory connection with CEm cells, required for expression. 

Moreover, genetic markers have been found for CElOFF cells (Haubensak et al., 2010) as 

well as for cells that control conditioned freezing (cells expressing somatostatin, SOM) 
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or flight (cell expressing corticotropin-releasing factor, CRF), which have been shown to 

form a competitive inhibitory circuit for the selection of these mutually exclusive active 

and passive fear responses (Fadok et al., 2017). Furthermore, a long-range inhibitory 

pathway from the CEA to the ventrolateral PAG that gates freezing has been identified 

(Tovote et al., 2016). Finally, at the molecular level, it has been shown that the infusion 

of glutamate (i.e., NMDAR, AMPAR) receptors antagonists into the BLA can impair the 

acquisition, expression and extinction of conditioned fear, and the infusion of NMDAR 

agonist into the BLA can facilitate extinction (Zimmerman & Maren, 2010). 

 

In summary, vast progress has been made in identifying the control elements of the 

amygdala circuitry mediating conditioned fear, an essential learning and memory 

mechanism that allows an organism to adapt its behavior in ways that are critical for 

survival. In particular, the BLA has come forward as a key structure of the neural network 

that orchestrates the learning of new threats in the environment by receiving sensory 

information and driving defensive behaviors via downstream circuits. However, as will 

be described in the next section, when it comes to the learning and memory of rewards 

instead of punishments, the role of the BLA is less clear.  

 

1.3 BLA and reward  
  

Early studies (Schwartzbaum, 1960; Weiskrantz, 1956) described pronounced changes 

in appetitive behaviors induced by amygdala lesions. However, the overwhelming 

increase in publications on the role of the amygdala in aversive learning, driven in part 

by the wide adoption of fear conditioning paradigms in the 1990s, was not matched by 

an increase in publications referring to the role of the amygdala in appetitive learning 

(Wassum & Izquierdo, 2015). Relatively recently, nonetheless, the role of the amygdala 

in reward learning has been revisited (Baxter & Murray, 2002; Murray, 2007; Wassum & 

Izquierdo, 2015). In particular, the BLA has been implicated in encoding the 

representation of a specific predicted reward (Balleine, Killcross, & Dickinson, 2003; 
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Balleine & Killcross, 2006). Evidence in support of this role comes from experiments on 

instrumental outcome devaluation (Balleine et al., 2003)  and revaluation (Wassum, Cely, 

Balleine, & Maidment, 2011; Wassum, Ostlund, Maidment, & Balleine, 2009), outcome-

specific reinstatement (Ostlund & Balleine, 2008; Ostlund & Balline, 2007), (Cador, 

Robbins, & Everitt, 1989), conditioned cue-induced reinstatement (Fuchs, Weber, Rice, 

& Neisewander, 2002; Meil & See, 1997), CS-potentiated feeding (Holland & Petrovich, 

2005; Holland, Petrovich, & Gallagher, 2002) and specific Pavlovian-instrumental 

transfer (Corbit & Balleine, 2005). 

 

In instrumental outcome devaluation by sensory-specific satiety rats that have been 

trained to press levers to gain food rewards are given free access to one of two different 

rewards and subsequently placed in a context with two levers, each of which yields a 

one of the two rewards. BLA lesions attenuate the devaluation effect, by which control 

subjects work more for the reward they have not been given access to previously 

(Balleine et al., 2003). Interestingly, rats with BLA lesions also exhibit a decreased 

sensitivity to action-outcome degradation and impaired ability to discriminate between 

rewarded and unrewarded actions by using reward-specific properties (Balleine et al., 

2003). Conversely, in instrumental outcome revaluation rats are made hungry, a 

manipulation that increases the incentive value of food as a reward outcome. 

Behaviorally, this translates to an increase in reward-seeking behavior, which can be 

read out of lever presses (Wassum et al., 2011; Wassum et al., 2009). Infusion of μ-opioid 

receptor antagonists into the BLA blocks this increase, suggesting that shifts in 

endogenous opioid transmission in the BLA mediate the encoding of incentive value. 

Importantly, consummatory licking behavior is unchanged, indicating that this BLA μ-

opioid receptor-dependent mechanism is important for the encoding the incentive 

value changes rather than changes in the hedonic value (Wassum & Izquierdo, 2015). 

Evidence from outcome-specific reinstatement, where the delivery of a reward 

selectively motivates the execution of the response it was trained with instead of an 

alternative response that was paired with a different reward, indicates that both pre- 
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and post-training BLA lesions abolish this outcome-specific motivated behavior, 

suggesting that the BLA may play an important role in the memory and/or expression of 

specific reward representations (Ostlund & Balleine, 2008; Ostlund & Balline, 2007).  On 

the other hand, in conditioned reinforcement, animals learn perform a novel action to 

gain exposure not to a reward but to a conditioned reinforcer cue (e.g., a tone or a light) 

that has been previously used to signal reward delivery in a different context. BLA 

lesioned rats exhibit a significant selective reduction in responding to a lever that has 

provides the conditioned reinforcer, compared to control animals (Cador et al., 1989).  

In conditioned cue-induced reinstatement, a behavior that models addiction relapse, 

rats learn to self-administer an intravenous cocaine solution by pressing a lever. The 

lever pressing causes a sound and a light cue to go off. Subsequently, the animals 

undergo an extensive extinction of this response and afterwards the ability of the cue 

(sound and light) to reinstate the extinguished action is evaluated. Bilateral NMDA BLA 

lesions abolish the ability of the cue to reinstate responding (Fuchs et al., 2002; Meil & 

See, 1997). Moreover, studies on CS-potentiated feeding, where sated rats are 

presented with food pellets and the number of pellets they consumed in the presence 

of an auditory CS that was previously paired with food (CS+) is compared to that 

consumed in the presence of a CS that has never been paired with food (CS-), show that 

BLA sham rats eat more pellets during the CS+ period, whereas rats with bilateral BLA 

lesions fail to exhibit this CS-potentiated feeding (Holland & Petrovich, 2005; Holland et 

al., 2002). Finally, in sPIT, animals are trained in a Pavlovian task to associate two 

different neutral cues to the delivery of a specific food reward each. Separately, animals 

are trained in an instrumental task to execute two different actions, each of which yields 

one of the two rewards that were also used during the Pavlovian task. Although the 

Pavlovian cues and the instrumental actions are never paired, presenting one of the cues 

will selectively invigorate the performance of the action that earn the same specific 

reward associated with the cue (Colwill & Motzkin, 1994; Colwill & Rescorla, 1988; 

Holmes, Marchand, & Coutureau, 2010; Kruse, Overmier, Konz, & Rokke, 1983). BLA 

lesion and inactivation abolishes this effect, by presumably disrupting the ability of the 
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animals to retrieve the Pavlovian-Instrumental shared outcome representation (Fig. 1.2) 

(Corbit & Balleine, 2005). 

 

 
Figure 1.2 Specific and general Pavlovian-instrumental transfer (PIT) (Corbit & Balleine, 2005). 

Animals learn to associate three cues to three different rewards, and two actions to two of those 

rewards separately (top panel). Presentation of each Pavlovian cue in the instrumental context 

motivates those actions (lever pressings) that lead to the same reward as the cue, even though no 

reward is present during testing. When none of the available actions leads to the same rewards as 

the Pavlovian cue, the cue motivates behavior unselectively (general PIT).  BLA lesions impair the 

reward-specific motivational effect of Pavlovian cues on instrumental action. 

  

In summary, there is an extensive body of evidence implicating the necessity of the BLA 

for the encoding and expression of outcome specific reward representations in both 

Pavlovian stimulus-outcome (S-O) and instrumental response-outcome (R-O) associative 

learning. Admittedly, large part of this evidence comes from lesion and inactivation 

manipulations whose specificity is not up to modern neuroscience standards, but 
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nonetheless the consistency in the findings across different studies speaks in favor of 

the proposed role for the BLA. 

 

In addition to the findings from the loss of function experiments discussed above, 

evidence from neural recordings in animal models also supports the role of the 

amygdala in the encoding and expression of outcome specific reward representations. 

An important feature of outcome specificity is the valence associated to the outcome: 

appetitive outcomes (i.e., rewards) have a positive valence and aversive outcomes (i.e., 

punishments) have a negative valence. Rodents and monkeys studies have shown that 

BLA cells respond to CSs associated to positive and negative valence (A. Beyeler et al., 

2016; Fuster & Uyeda, 1971; Shabel & Janak, 2009). Moreover, some BLA neurons track 

the valence of the CS (Paton et al., 2006): if a neutral image is paired with juice reward 

positive valence cells start to respond more to the image, but if the image is 

subsequently paired with an air puff punishment positive valence cells decrease their 

response and instead negative valence cells start to respond more to that image. The 

anatomical organization of valence cells in the BLA is still open to debate, with some 

studies suggesting valence cells are intermingled (Belova, Paton, Morrison, & Salzman, 

2007; A. Beyeler et al., 2016; Burgos-Robles et al., 2017; Morrison, Saez, Lau, & Salzman, 

2011; Namburi et al., 2015; Paton et al., 2006)  and a other studies suggesting they are 

segregated and organized along an anterior-posterior gradient that can be also defined 

by genetic markers (J. Kim, Pignatelli, Xu, Itohara, & Tonegawa, 2016; J. Kim, Zhang, 

Muralidhar, LeBlanc, & Tonegawa, 2017). In the latter studies, the proposed genetic 

markers are Rspo2, which is enriched in anterior BLA magnocellular neurons, and 

Ppp1r1b, which is enriched in the posterior BLA parvocellular neurons (J. Kim et al., 

2016). Whereas optogenetic stimulation of Rspo2+ cells elicits a defensive response in 

naïve mice, optogenetic stimulation of Ppp1r1b+ cells promotes an appetitive response 

(J. Kim et al., 2016). The connectivity of these BLA subpopulations to the CeA has also 

been characterized (J. Kim et al., 2017). Nonetheless, it has to be noted that these 

studies examined BLA responses to stimuli with innate valence, whereas studies where 
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valence cells appear to be intermingled assessed the neural response to conditioned 

stimuli (with acquired valence). Hence, both observations are not necessarily 

inconsistent with one another, but suggest that BLA topography for innate aversive or 

appetitive stimuli may be different than that for stimuli with conditioned valence. 

 

While little is known about genetically defined valence-specific subpopulations and their 

anatomical organization in the BLA, a growing body of evidence indicates that projection 

targets mediate conditioned valence-specific behaviors. For example, whereas 

optogenetic activation of BLA cells that project to the nucleus accumbens (BLA-NAc) 

supports positive reinforcement (Britt et al., 2012; Namburi et al., 2015; Stuber et al., 

2011), optogenetic activation of BLA cells that project to the central amygdala (BLA-CeA) 

drives real-time place aversion (Namburi et al., 2015). Moreover, as reveal by 

pharmacological disconnection of the BLA and the NAc, the BLA-NAc pathway is critical 

for cocaine seeking (Di Ciano & Everitt, 2004). 

 

Furthermore, BLA-NAc projectors are preferentially excited by a positive cue and BLA-

CeA ones are excited by a negative one (A. Beyeler et al., 2016). In terms of plastic 

changes, it has been shown that synaptic inputs on BLA-NAc projections are potentiated 

after reward learning and depressed after fear conditioning, while inputs on BLA cells 

that project to the medial central amygdala (CeM) undergo opposing synaptic changes 

(Namburi et al., 2015). From the observed activity profiles, however, inference of 

valence coding from projection-defined populations is only possible at the population 

level, due to a high heterogeneity of single-neuron activity within these populations (A. 

Beyeler et al., 2016).  

 

In conclusion, the existence of BLA cells that respond to conditioned positive or negative 

valence and the behaviors induced by their activity suggests that their modulation could 

play an important role in the system that allows for a flexible associative S-O and R-O 
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learning. Such flexibility would serve the encoding and expression of outcome specificity 

for both stimuli and responses, therefore supporting adaptive behavior.  

 

1.4 Reward and Punishment in the BLA 
 

Deficits in adaptive behavior induced by BLA lesions manifest in tasks that require the 

comparison of two alternative outcomes for the same stimulus or response. A particular 

case is that of reversal learning, where the contingency for two different stimuli is 

reversed: the reward predictive stimulus becomes predictive of punishment (or no 

reward) and vice versa (Churchwell, Morris, Heurtelou, & Kesner, 2009; Paton et al., 

2006; Schoenbaum, Chiba, & Gallagher, 1999; Schoenbaum, Setlow, Nugent, Saddoris, 

& Gallagher, 2003). As mentioned earlier, many BLA neurons adapt to this contingency 

shift and start responding according to the novel stimulus-outcome pairing. Because the 

new contingencies become stronger as a function of reward history and learning based 

on the strength of these contingencies must occur to update previous contingencies 

(Rescorla & Solomon, 1967), these results suggest that plastic changes occur in the BLA 

at the onset of reversal. Besides reversal, introduction of a risk of explicit punishment 

also violates the expectations from a cue or action based on recent reward history. In 

the case of an instrumental action, such aversive reinforcement suppresses the 

execution of the action. This suppression is supported by learning about environmental 

cues that predict the punishment (CSs) and also by learning about behavioral 

antecedents that lead to the punishment (the instrumental action itself). For example, 

optogenetic inactivation of BLA during punishment makes rats less prone to suppress 

their choice behavior towards the risky choice (Orsini et al., 2017), resulting in a more 

risk-taking preference profile. A similar phenotype is observed when the risk is a longer 

time out (Zeeb & Winstanley, 2011), although in experiments with risk of implicit 

punishment (such as omission of rewards) BLA lesions make rats risk averse (Ghods-

Sharifi, St Onge, & Floresco, 2009; Tremblay et al., 2014). The different effects observed 

on risk taking profiles may be due to the nature of the punishment (Wassum & Izquierdo, 
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2015), the lesion location within the BLA (Jean-Richard-Dit-Bressel & McNally, 2015) or 

a the timing of disruption of BLA function within the specific task (Orsini et al., 2017). 

 

In sum, the evidence described above indicates that the BLA plays a critical role in 

integrating reward and punishment outcomes into the representation of the 

instrumental action itself. This is in agreement with and comes as an extension of the 

evidence implicating the BLA role in outcome-specific representation of instrumental 

actions, and with the valence-specific responses of BLA subpopulations to conditioned 

stimuli. However, what happens at the cellular level when the behavior calls to 

incorporate punishment information to suppress an ongoing instrumental sequence is 

both unknown and at the very heart of the understanding of maladaptive behaviors. 

Certainly, it is tempting to examine the cellular activity projection-target defined 

subpopulation, such as BLA-NAc and BLA-CeA discussed above. Indeed, projection-

defined BLA functionality has been described before (Burgos-Robles et al., 2017; Senn 

et al., 2014). For example, ‘fear-on’ and ‘fear-off’ neurons (Cyril 2008), which modulate 

their firing in opposing ways during fear expression and extinction, differentially project 

to the prelimbic (PL) and infralimbic (IL) subdivisions of the medial prefrontal cortex 

(mPFC) in mice (Senn et al., 2014). However, state of the art deep brain calcium imaging 

technology makes it possible to examine general population activity in the BLA without 

having to compromise the data by restricting the analysis to subpopulations defined in 

the literature. This is the approach and analysis we support in this study, where we aim 

to a provide a description at cellular level of the punishment-induced changes in BLA 

representations of instrumental actions. 

 

1.5 BLA anatomy 
 

The BLA was first described an al almond-shaped structure deep within the temporal 

lobe by Karl Friedrich Burdach (Burdach, 1819). Historically, based on macro-anatomical 

features, it is frequently divided into the lateral amygdala (LA) and the basal amygdala 
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(BA) (Fig 1.3). In humans the LA consist of around 5.48 million neurons and the BA of 

5.02 million (García-Amado & Prensa, 2012; Rubinow et al., 2016), while in mice the 

numbers are orders of magnitude smaller with  the LA containing 62,000 neurons and 

the BA 131,000 (Erö, Gewaltig, Keller, & Markram, 2018). Around 60% of the BLA cells 

in mice are neurons, whereas in humans this number goes down to between 20 and 35%. 

However, although there are also differences, there are strong similarities across 

mammalian species in the organization of the amygdala (Janak & Tye, 2015; Pitkänen, 

2000).  

 

Golgi staining in rats were the first to show that up to 95% of the BLA neurons are 

glutamate-releasing pyramidal cells and the remaining 5% are smaller ovoid 

interneurons that release gamma amino-butyric acid (GABA) (Alexander J. McDonald, 

1982). In mice, the proportions are 91% and 9% respectively, while in monkeys 

GABAergic cells can reach up to 25%, bringing down the proportion of pyramidal cells to 

75%.  In all cases both types of neurons appear randomly distributed. 
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Figure 1.3. Human and mouse anatomy of the BLA. (A) Location of the amygdala in the human brain. 

(B) Detailed human amygdala. (C) Location of the amygdala in the mouse brain. (D) Detailed mouse 

amygdala and candidate marker genes for subpopulations (A. Beyeler & Dabrowska, 2020). 

 

Pyramidal cells are also called projection cells, because their axons project out of the 

BLA, with several collateral that arborize within the BLA (Alexander J. McDonald, 1982). 

In contrast, inhibitory interneurons have dense local arborizations and can be classified 

as bipolar, multipolar, bitufted and chandelier according to their dendritic branching 
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pattern (A. Beyeler & Dabrowska, 2020). Although some of them do have long-range 

inhibitory projections, most synapse locally (A. Beyeler & Dabrowska, 2020). BLA 

pyramidal cells fire broad action potentials (half-width 1.2 ms) that are followed by a 

lasting after-hyperpolarization (AHP, 1-5s) and can adapt to different firing frequencies. 

Conversely, BLA interneurons fire short-duration action potentials (half-width of 0.7ms) 

and have a rather consistent firing frequency (A. Beyeler & Dabrowska, 2020; Faber & 

Sah, 2002; Rainnie, Asprodini, & Shinnick-Gallagher, 1993; Sah, Faber, Armentia, & 

Power, 2003). In the BA, the number of large magnocellular projection neurons 

decreases along the anterio-posterior direction, while the one of smaller parvocellular 

projection neurons does so in the opposite direction, with both gradients meeting at the 

intermediate zone (Anna Beyeler et al., 2018; Price, Russchen, & Amaral, 1987; Savander, 

Go, Ledoux, & Pitkänen, 1995). As in the cortex, projection neurons express the 

calcium/calmodulin-dependent protein kinase II (CaMKII) in their cell body, dendrites 

and spines, and initial segment of the axon terminals (A. J. McDonald, Muller, & 

Mascagni, 2002). To date, no genetic markers have been identified for neurons that 

undergo plastic changes during appetitive or aversive associative learning 

(stimulus/action responsive cells), nor for projection specific BLA populations (A. Beyeler 

& Dabrowska, 2020). Therefore, the use of CaMKII-promoter genetic constructs serves 

as an entry point to selectively target BLA pyramidal neurons. In addition, like all 

excitable cells (Tsien, Lipscombe, Madison, Bley, & Fox, 1988), CaMKII neurons have 

voltage-gated calcium channels (VGCCs) and exhibit transient increases of intracellular 

calcium ions concentration ([Ca2+]) during action potential firing and neurotransmitter 

receptor activation (Hagiwara , Chichibu , & Naka 1964), making it possible to use a 

calcium imaging approach to study their activity. In the following section we discuss the 

calcium imaging approach used in the present study. 
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1.6 Imaging cellular activity in freely moving animals 
 

The pioneering studies that sowed the ideas of the technology implemented in modern 

miniature calcium imaging microscopes were published almost two decades ago.  On 

the one hand, in 2001 a study describing a miniaturized two-photon microscope that 

rats could wear as a hat was published (Helmchen, Fee, Tank, & Denk, 2001). It involved 

conventional tabletop optical instruments that could not be readily used on multiple 

animals and it was far from living up to the promise of cellular resolution imaging in 

freely moving animals due to major limitations, such as low resolution, small field of 

view and motion-induced artifacts (Flusberg et al., 2008). However, the idea was 

embraced by several groups and soon major improvements followed. In particular, the 

approach taken by Mark Schnitzer’s group at Stanford University proved to be 

successful: gradient index (GRIN) lenses to reduce the components necessary to 

manipulate light (Barretto, Messerschmidt, & Schnitzer, 2009), epifluorescence 

microscopy to increase field of view and avoid two-photon microscopy scanners-

induced motion artifacts (Flusberg et al., 2008), and miniaturization and integration of 

optic and electrical components into a light-weight microscope (Ghosh et al., 2011).  

 

Gradient index materials (Gale, 1907) have a refractive index that varies regularly as a 

function of a certain dimension. This makes it possible to converge or diverge light in a 

predictable manner. GRIN lenses are glass cylinders where the refractive index 

decreases as a function of the radial distance in a way that makes light travel in a 

sinusoidal path through the lens. Taking advantage of this feature and optimizing optical 

resolution (Barretto et al., 2009) was an important step in reducing the number of 

components, size, weight and points of failure of modern miniature microscopes. 

Additionally, it was important to prioritize the higher acquisition rates and broader fields 

of view of epifluorescence microscopy versus the deeper penetration and higher 

resolution of a two-photon system which would have required a scanning mechanism, 

probably prone to more motion artifacts (Flusberg et al., 2008).  
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Figure 1.4 Light path through a GRIN lens. (A) Side view of a GRIN lens and light (red), showing center 

(horizontal dashed line) and points where the light converges (vertical dashed lines). Despite being 

flat, the diffraction gradient makes the light travel in a sinusoidal path. (B) GRIN lenses properties 

allow to converge or diverge light within the same lens. 

 

Finally, instead of conducting signal light back into a remote image acquisition device 

using optical fiber, a miniature complementary metal–oxide–semiconductor (CMOS) 

camera and a LED light source were integrated into the head-mounted microscope, 

allowing to replace the finite-bending-radius fiber for electrical lines and thus increasing 

mechanical flexibility and portability for the animal (Ghosh et al., 2011). 
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Figure 1.5 Modern and early miniature microscopes. (A) Miniaturized-integrated microscope  

(Ghosh et al., 2011). (B) First proposed head-mounted miniature microscope setup (Helmchen et al., 

2001). 

 

On the other hand, parallel developments on genetically encoded calcium indicators 

(GECIs) and viral vectors as gene delivery tools allowed for the maturation of 

complementary technology employed in modern ‘miniscope’ imaging experiments. As 

opposed to small-molecule calcium sensitive dyes, which are often highly phototoxic, 

GECIs enable long term, repeated non-invasive imaging of specific cells (Lin & Schnitzer, 

2016).  In particular, the single-wavelength sensor GCaMP family has become widely 

used in in vivo experiments (Tian et al., 2009). Although it was introduced in 2001 (Nakai, 

Ohkura, & Imoto, 2001), current ultra-sensitive versions, such as the GCaMP6 family, 

have improved the original version by achieving low-baseline fluorescence and high 
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signal-to-noise ratios (SNRs) (Chen et al., 2013). Three different versions with varying 

kinetics are available: slow (s), medium (m) and fast (f). GCaMPs consist of a circularly 

permuted green fluorescent protein (cpGFP), the calcium-binding protein calmodulin 

(CaM) and CaM-interacting M13 peptide. Upon the binding of a calcium ion, they 

undergo conformational changes that cause increase chromophore brightness. 

Although calcium transients do reflect underlying electrical cell activity (Chen et al., 

2013), they have complex spatiotemporal dynamics and inferring the type electrical 

event (e.g. spiking activity vs. subthreshold events) becomes challenging for fast-spiking 

cells. Genetically encoded voltage indicators (GEVIs) could overcome this limitation, but 

the long-concerted effort to develop them has yet to see a GEVI that meet all 

performance requirements (Lin & Schnitzer, 2016), as most of them suffer from 

insufficient SNRs. Alternatively, ‘next generation’ GECIs capable of resolving fast spike 

trains have been developed (Inoue et al., 2019). The ability of traditional GECIs to detect 

neuronal inhibition has also been contested, and for that matter inverse-type calcium 

indicators, whose fluorescence increases as intracellular calcium concentration 

decreases, have been developed (Hara-Kuge et al., 2018). However, experimental 

evidence indicates that GECIs can detect inhibitory events  (Betley et al., 2015; Forli et 

al., 2018; Otis et al., 2017; Wei et al., 2020) although there is no consensus on their 

interpretation in terms of the underlying electrical phenomena (Ali & Kwan, 2019). 

 

In order to introduce GECIs into the appropriate target cells, viral vectors that can carry 

the specific genetic constructs have to be used. Because of their ability to infect 

postmitotic cells and their low toxicity (Akli et al., 1993; Kaplitt et al., 1994), adeno-

associated viruses (AAVs) are frequently used for this purpose. These small (20 nm) 

defective (viral gene expression has been eliminated) viruses are non-pathogenic, well 

tolerated over long periods of time and spread efficiently within brain tissues (Campos, 

Walker, & Mollard, 2020). They exist in different serotypes, meaning that their exterior 

capsid is made of different proteins that makes them have more or less affinity to 

different cell types. Different serotypes, including optimized hybrid serotypes  (Choi, 
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McCarty, & Samulski, 2005; Hildinger et al., 2001), and different promoters used in the 

genetic constructs account for most of the wide range of gene expression rates, which 

goes from few days to several weeks. 

 

In conclusion, diverse technological advances have been put together in creative ways 

to meet the methodological needs of scientific brain research. Calcium imaging through 

miniature microscopes allows for an unprecedented examination of cellular activity in a 

freely-moving animal. The latter is an essential requirement to study the cellular 

correlates of behavior, given that alternative head-fixation approaches limit the 

behavioral repertoire and are incompatible with most rodent behavioral assays (Ghosh 

et al., 2011; Helmchen et al., 2001). In the following section we briefly discuss the 

principles of instrumental conditioning in mice. 

 

1.7 Instrumental conditioning 
 

Edward Lee Thorndike first described instrumental learning in hungry cats that were 

locked in a box from which they could only escape by learning to operate latches 

(Thorndike & Woodworth, 1901). Successful escape responses were rewarded with food. 

Based on his findings, Thorndike formulated the law of effect: "responses that produce 

a satisfying effect in a particular situation become more likely to occur again in that 

situation, and responses that produce a discomforting effect become less likely to occur 

again in that situation".  Burrhus Frederic Skinner would further formalize and refine the 

formulation of the basic principles of modern instrumental (also known as operant) 

conditioning in his book The Behavior of Organisms: An Experimental Analysis (Skinner, 

1938). Differently from the classical conditioning where animals learn to associate 

neutral stimuli to rewards or punishments (Pavlov, 1927), associative learning in 

instrumental conditioning occurs between a behavior and a reinforcement or a 

punishment. Reinforcers increase the chance that the behavior is repeated in the future, 

while punishment decrease it. Both reinforcement and punishment can be achieved by 
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adding (positive) or removing (negative) stimuli. For example, positive reinforcement 

consists on adding an appetitive stimulus following the correct instrumental response, 

while negative reinforcement is the removal of a punishment following the appropriate 

aversive stimulus cancelling (escape) or avoiding (active avoidance) response.  

Conversely, positive punishment consists on adding an aversive stimulus following the 

instrumental action whereas negative punishment consists on the removal of an 

appetitive stimulus following that action.  It should be noted that punished behavior is 

not forgotten but repressed, as indicated by the fact that punished behavior readily 

returns if the source of punishment is removed (Miltenberger, 2008). An alternative way 

to suppress a certain instrumental response is by extinction, where the contingency 

and/or contiguity between the previously reinforced action and the reward is degraded 

or eliminated (Davis & Platt, 1983; Thomas, 1981). Interestingly, different reinforcement 

schedules have different response rates (the rate at which behavior repeats) and 

extinction rates (how soon the behavior stops). For example, continuous (1 response: 1 

reward) reinforcement has a slow response rate and fast extinction rate, whereas in 

variable ratio reinforcement (unpredictable number of responses: 1 reward) the 

response rate is fast and extinction is slow (Miltenberger, 2008). Notably, the latter has 

been proposed to model human gambling (Haw, 2008). 

 

Practically, in experimental setups for rodents, ultrasensitive levers and nose-poking 

devices are used to study instrumental learning. Food restricted mice readily learn to 

nose-poke and lever press in return for a food reward delivered through a spout (liquid) 

or a food port (solid). Frequently, mild electric shocks or air-puffs are used as 

punishments, although other punishments such as quinine delivery (bitterness) and 

lithium chloride injections (malaise) have also been used (L. J. M. J. Vanderschuren, 

Minnaard, Smeets, & Lesscher, 2017). In self-paced tasks, the reinforced action may 

become available only upon execution of a secondary initiation action (Cardinal & 

Howes, 2005; Orsini, Trotta, Bizon, & Setlow, 2015; St Onge & Floresco, 2009). For 

example, levers may retract after being pressed and only be extended again upon a 
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nose-poke. In the absence environmental cues, this design ensures the completion of a 

task cycle and prevents the unintended degradation of the contingency between the 

primary reinforced action and reward delivery. 

 

All in all, the procedures to train mice in instrumental tasks are well described in the 

literature, as are the conditioning principles that should guide the fundamental task 

design to ensure the desired associative learning. In this study we combined the use of 

rewards and punishments to interrogate changes in response representations at the 

cellular level in the BLA.   
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2. Aim of the thesis 
 

This thesis aims to investigate the existence and behavior of BLA ensembles that encode 

instrumental actions in freely moving mice. In particular, we want to address the 

following question: are there BLA cells that learn about actions and update their value? 

This has been shown to be the case for cues, but there is no evidence supporting the 

same is true for actions. Therefore, through stereotactic, viral and miniaturized imaging 

tools we assess the activity of a large number of BLA cells per mouse, and a refined 

behavioral paradigm allows us to do so while the mice perform an instrumental action 

whose rewarding outcome is suddenly undermined by a risk of punishment. Our own 

preliminary data revealed that indeed there are BLA neurons that selectively respond to 

actions that have been reinforced through instrumental training. Thus, we delve on 

investigating the integration of the information regarding the risk of punishment to the 

representation of the learned actions, as this questions itself bears high construct 

validity to maladaptive behaviors: how do BLA ensembles that encode reinforced 

actions respond when the outcome of the action has a risk of punishment instead of a 

reward? Based on the current body of evidence, especially on that of the literature on 

BLA valence cells, we hypothesized that positive valence cells would encode the 

instrumental action while its outcome is a reward, and that this representation should 

significantly change when the risk of punishment is introduced. Conversely, a separate 

ensemble of negative valence cells should start responding when the risk of punishment 

is introduced (Fig 2.1). Our work represents the first reported attempt ever addressing 

this research question at the cellular level in freely-moving animals. 
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Figure 2.1 Working hypothesis. We expect positive valence BLA cells to encode an instrumental 

action if the outcome of this action is a reward, and negative valence BLA cells to do so if the outcome 

is a punishment. This implies that positive valence cells do not encode actions that result in 

punishment, and vice versa for negative valence cells. 
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3. Methods 
 
3.1 Animals 
 
Male C57BL6/J mice (Envigo RMS B.V., Inc., Venray, The Netherlands) 2 months old were 

housed in groups of five under a 12 h light/dark cycle and provided with food and water 

ad libitum, wood bedding, cotton nesting, and a clear red polycarbonate igloo. During 

the first week animals were left to habituate to the new environment and the 

experimenter, who handled them daily 10 minutes per cage. Afterwards mice were 

housed individually, each with an igloo, bedding and nesting material, in preparation for 

behavioral experiments, surgery and/or food restriction. All animal procedures were 

performed in accordance with institutional guidelines and were approved by the 

Veterinary Department of the Canton of Basel-Stadt, Switzerland.  

 

3.2 Food restriction 
 
One week before instrumental shaping and training, animals were put into a food 

restriction schedule to maintain them at 85% of their baseline body weight. Every mouse 

was given between 2 and 3 grams of food pellets according to their body weight 

fluctuations.  To allow for habituation to the rewards used during instrumental training, 

one day before the start of the training mice were given free access to 0.5 ml of 10%-

sucrose diluted condensed milk solution and 0.5 ml of 2% sucrose solution through 1 ml 

syringes placed on the grid cover of the cage.  

 

3.3 Instrumental training 
 
The behavioral arena consisted of a 25 cm wide x 25 cm long x 40 cm tall transparent 

acrylic box placed over a white PVC floor. One of the walls was equipped with two 

custom made spouts, two levers and one nose-poke (ENV-312-2M and ENV-314W, Med 

Associates, Fairfax, VT, USA).  The nose-poke was placed between the two levers, and 

the spouts were placed besides each lever on the distal side relative to the nose-poke. 
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The pressing of each lever was associated to a liquid reward delivered into the respective 

adjacent spout via a syringe pump (PHM-107, Med Associates). 

 

When needed, a plastic divider was used to split the arena into smaller areas to adjust 

it to the specific needs of each training schedule (Fig. 3.1). To compensate for side biases, 

when the arena was divided mice were trained in either sub-compartment one day and 

in the other one the following day.  

 

 
Figure 3.1 Different arena configurations used during training. Dashed lines represent walls. 

 

For the lever pressing training (Fig. 3.2A), both levers and their spouts were isolated by 

placing two dividers on each side of the nose-poke. On the first training session levers 

were baited with a food paste that was allowed to dry on top of the lever itself. After 2 

minutes the lever would automatically extend. Upon a lever press, 12.5 µl of 7.5% 

sucrose solution or 10%-sucrose diluted condensed milk solution was delivered through 

the spout. Five seconds after the first lick, the lever would extend again.  

 

For nose-poke training (Fig. 2.2B) a divider was placed on either side of the nose-poke 

in order to exclude one of the lever-spout sets.  On the first training session, the nose-

poke hole was baited. Upon nose-poking, the nose-poke sensor would deactivate and 

the lever would extend and the same rules as in lever pressing training would apply, 
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except that instead of an automatic lever extension the nose-poke sensor would 

become active again when the rewarded spout was licked.  

 

 

Figure 3.2 Rules of different training schedules (A-C) and task (D). 

 

For discrimination training (Fig. 3.2C), no divider was used. One lever was paired with 

the large reward and the other with a small reward, and the pairings were alternated 

between days.  Both spouts delivered the same reward volume (12.5 µl). The difference 

in reward magnitudes between levers was set so that mice would establish an exclusive 

preference for the large-reward-associated lever. To that end, enabling a clear 

discrimination between the large and small rewards was critical to our paradigm. Based 

on literature values, a 10% sucrose concentration solution of condensed milk was 

chosen as the large reward and a 2% sucrose solution as small one.  

 

To familiarize mice with the lever-reward rules on a given session, an initial forced 

exploratory period was introduced where only one lever was extended upon nose-

poking. Mice had to press the extended lever and lick at least once the rewarded spout. 
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Each lever extended five times on a 1-to-1 alternating schedule that ended always on 

the small reward lever side. Once the forced-choice task was completed, nose-poking 

extended both levers and mice were free to choose either, as choosing one lever would 

make both levers retract. Mice were trained for two days for lever pressing and nose- 

poking, and until they reached the performing criteria of 100 trials for the discrimination 

training.  Training was done once per day and each session, as well as the task, was 100 

trials or 60 minutes long, whichever came first. Mice that successfully completed 

discrimination training were tested on the task (Fig. 3.3) which followed the same rules 

except that after 40 lever presses (cumulative sum of all lever presses) a risk of 30% of 

air-puff punishment was introduced on the lever that delivered the milk solution, and if 

a punishment was delivered the nose-poke sensor would become active again without 

the need for licking any spout (Fig. 3.2D).   

 

 
Figure 3.3 Instrumental task. (A) Sketch of the task. (B) Time course and periods of the task. 
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3.4 Surgery 
 
General analgesia was induced with buprenorphine (Temgesic 0.3 mg/ml, Indivior 

Schweiz AG) 2 μL/g body weight injected subcutaneously 30 minutes before surgery and 

every 4-6 hours following surgery if needed. Anesthesia was induced with 4% and 

maintained with 2-3% isoflurane (Attane, Provet AG, Switzerland) in 95 volume % 

oxygen (Oxymat 3, Weinmann Geräte für Medizin GmbH + Co. KG, Germany). After 

induction local analgesia was applied by injecting a mixture of 2.86 mg/mL lidocaine 

(Boehringer Ingelheim, Germany) and 0.86 mg/mL ropivacaine (Naropin 2mg/ml, 

AstraZeneca, UK) subcutaneously under the scalp. Hair on the head between the ears 

was removed using a veterinary hair clipper (ISIS Aesculap, Buchbach, Germany). Mice 

were then placed in a stereotactic frame (Model 1900 Stereotaxic Alignment System, 

David Kopf Instruments, Tujunga, CA, USA). Eye gel drops (Viscotears, Bausch + Lomb, 

Laval, Quebec, Canada) were applied to both eyes and body temperature was 

maintained at 36.5 °C using a feedback-controlled heating pad (FHC, Bowdoin, ME, USA). 

An incision was made to expose the top surface of the skull and a precision dental drill 

was used to carefully drill a 1.2 mm-diameter hole in the skull above the left BLA at -1.2 

mm anterioposterior and -3 mm mediolateral coordinates from bregma. The exposed 

dura was carefully removed with precision tweezers, and a calibrated microcapillary 

pipette (5 µl tube, Sigma- Aldrich Inc., St. Louis, MO, USA) was lowered 4.8 mm deep. A 

preloaded volume of 180 nl of AAV2/5-CaMK2-GCaMP6f.WPRE.SV40 virus batch C51250 

(Penn Vector Core, University of Pennsylvania, Philadelphia, PA, USA) was slowly 

injected using an air pressure injection system (Picospritzer III, Parker, Hollis, NH).  After 

allowing some time for diffusion of the virus, the pipette was retracted and a needle was 

used to make a track to later position a GRIN lens (1.0 mm diameter, 9.0 mm length, 

Inscopix Inc., Palo Alto, CA, USA) just over the injection site. All elements penetrating 

the brain were moved slowly at a µm/s scale using a micro positioner (David Kopf 

Instruments, Tujunga, CA, USA). The GRIN lens was fixed to the skull using UV-curated 

glue (Loctite 4305, Loctite, Düsseldorf, Germany) and dental cement (Paladur, Heraeus 

Gmbh, Hannau, Germany). A titanium head bar was placed with one end inside the 
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dental cement and the other end protruding to allow for future microscope 

de/mounting. During the next two days mice received a daily subcutaneous 10uL/g-body 

weight injection of meloxicam (0.5 mg/ml Metacam, Boehringer Ingelheim Pharma 

GmBh + Co. KG, Germany) to extensively address any possible remaining pain sensation. 

Mice were allowed to recover for two weeks, during which the exposed end of the lens 

was covered with silicone rubber (Mold Start 15, Smooth-On Inc., Macungie, PA, USA) 

for protection. After recovery, viral expression levels were checked weekly using a 

miniature microscope (NVista 2.0, Inscopix Inc, Palo Alto, CA, USA). When fluorescence 

levels where sufficient for imaging, mice were head fixed, placed on a custom running 

and briefly anesthetized. A baseplate was then fixed on the dental cement using dental 

flowable composite (Vertise Flow, Kerr, Bioggio, Switzerland) in a position where the 

microscope could capture an optimal imaging plane. Mice were allowed to recover for 

one day, and thereafter handled regularly with the microscope mounted on their heads 

to allow them to habituate.  

 

3.5 Tissue clearing and implant localization 
 
Mice were terminally anesthetized using an intraperitoneal 2 µg/g-body weight injection 

of urethane and perfused with ice-cold phosphate-buffered saline (PBS) followed by 4% 

paraformaldehyde (PFA) in PBS. Brains were extracted and further fixed overnight at 4°C. 

Brains that had been implanted with a 1mm GRIN lens were embedded in 3% agarose 

and cut into horizontal sections using a Leica precision vibratome (Leica Microsystems, 

Heerbrugg, Switzerland). Care was taken to extract a 2mm thick section containing the 

imaging plane, which was stained using a far-red nuclear staining (RedDot 2, 200X in 

DMSO, Biotium Inc., Fremont, CA) and cleared using CUBIC (Susaki et al., 2014). A 

confocal microscope (LSM700, Carl Zeiss AG, Oberkochen, Germany) was used to take a 

z-stack of the implantation site using 40x oil-immersion objective, and to image the 

whole horizontal section using a 10x water objective. These imaging data were used to 

identify the imaging plane as seen in the field of view (FOV) of the calcium imaging 

recordings and to put it into an anatomical context using a brain atlas (Franklin & Paxinos, 
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2008). Brains that had been implanted with a 600 µm GRIN lens were sliced into 80 µm 

thick coronal sections, stained with the nuclear staining DAPI, mounted on slides and 

imaged using a slide scanner (Axio Scan.Z1, Carl Zeiss AG, Oberkochen, Germany). The 

imaging plane was identified by superimposing images of the slides to a brain atlas. 

 

3.6 Analysis and statistics 
 

All statistical analyses and visualizations were based on custom MATLAB (MathWorks, 

Natick, Massachusetts, USA) scripts and Prism software (GraphPad, San Diego, CA, USA).  

Behavior was analyzed using the data acquired through the CinePlex and OmniPlex 

software (Plexon Inc, Dallas, TX, USA).  Calcium imaging data were motion-corrected 

using a custom code based on efficient subpixel image registration (Guizar-Sicairos, 

Thurman, & Fienup, 2008). Individual cells were identified, aligned and selected using 

custom scripts based on constrained nonnegative matrix factorization for 

microendoscopic data (CNMFE) (Zhou et al., 2018).  Based on anatomical classification 

(see §3.5), only BLA cells were selected and their calcium activity was detrended and z-

scored within the same session. To determine the statistical significance of a calcium 

response to a behavioral event, the magnitude of the response in a time window of 7 

seconds around the event (2 seconds before and 5 seconds after) was compared to a 

distribution of 1000 randomly sampled time windows of the same size using a t-test for 

a significance threshold of p<0.01. Based on this criterion cells were classified as nose-

poke (only those nose-pokes leading to lever extensions), lever-press, or lick (first lick 

after a reward) cells accordingly for the behavioral events before the first air puff 

punishment, and as air puff cells for punishment events. Significance of the overlaps 

among the defined groups of cells was evaluated using Chi-square test for a significance 

level of p<0.05. For other analyses, only cells overlapping between the air puff group 

and the other groups were included in the other group, respectively, and excluded from 

the air puff group, while all other overlapping cells were excluded.  
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In all graphs the stars (*) indicate the level of significance for Wilcoxon matched-pairs 

signed rank tests, with 1 star denoting p<5x10-2 and 1<n≤4 stars signifying p<1x10-n. 
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4. Results 
 

Below we report the results starting from the behavioral observations, followed by the 

results from the imaging procedures, anatomical and functional cell classification, and 

the physiological characterization of the reinforcement, punishment and risk periods of 

the task. Results from experiments done to establish the behavioral paradigm, such as 

the exploration of different punishments and rewards, are omitted if they do not directly 

contribute towards clarifying our research question.  

 
4.1 Establishment of a behavioral paradigm 
 

An important methodological challenge we had to overcome was establishing a 

paradigm that would allow us to: 

 

•  Give the animals a choice between two actions with two different rewarding 

outcomes. For this reason, we used two different levers coupled to the delivery 

of two different outcomes. Moreover, to avoid any spatial bias, we used a central 

nose-poke (located exactly at the middle of the two levers) to activate (extend) 

both levers at the same time. 

• Reliably predict the preference between both actions across mice. Therefore, we 

refined the magnitude of the small reward such that all mice would develop an 

exclusive preference for the large reward. 

• Suddenly and unpredictably introduce a risk of punishment to the preferred 

action.  

• Deliver only-reward and only-punishment outcomes upon the introduction of 

risk, as opposed to punished but also rewarded actions. 

• Use a mild punishment intensity to avoid completely discouraging risk taking and 

to keep behavioral reactions to the punishment within the time constrains for 

the imaging method (e.g., avoid prolonged freezing bouts). 



4. Results 

  57 

To that end, below we compiled the most relevant results supporting the suitability of 

our task to asses safe and risk behavior within one experimental session in freely moving 

mice.  

 

4.1.1 Small reward is rewarding but not enough to induce a switch in the risk period 

 
One important part of establishing our behavioral paradigm was to ensure that mice 

could discriminate between the two different rewards paired to each of the actions. 

Therefore, we fixed the value of the big reward (as described in §3.3), but we explored 

different magnitudes of sucrose concentration as a small reward (Fig. 4.1A). Within a 

session, the small and large reward location did not change, so we alternated their 

location across different sessions to evaluate discrimination. We found that a small 

reward of 2% sucrose was optimal to enhance reward discrimination.  

 

Subsequently, we evaluated the rewarding nature of the 2% small reward compared to 

water. These control experiments revealed that the discriminability between small and 

high reward choices was impaired when using a small reward larger than 2% sucrose 

(Fig. 4.1A), and that 2% sucrose was low enough to reliably induce an exclusive 

preference for the large reward (10%-sucrose diluted condensed milk Fig. 4.1A) while 

still retaining rewarding properties compared to water (Fig. 4.1B). 
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Figure 4.1 Small reward values and discriminability. (A) Mice prefer exclusively the large reward 

lever regardless of whether it is located on the left or right side (in a given experimental session) if 

the small reward is 2% sucrose, but not 3.5% or 5% (N= 10 mice with miniscope, 16 mice with no 

miniscope). (B) 2% sucrose is nonetheless rewarding compared to water (N= 16 mice) 
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4.1.2 A large alternative reward will cause mice to switch during the risk period 
 

To evaluate the animals’ ability to switch from the punished to the unpunished choice, 

we ran the task using two equally rewarding choices. It was established that using an 

alternative reward equal to the large reward produces a switch from performing the 

instrumental sequence on the side that becomes risky to performing it on the side that 

remains safe, for both animals with and without a miniscope (Fig. 4.2, 4.3). Because air 

puff delivery was limited to the right side of the arena, some mice had to be placed 

multiple times in the arena until they selected the right side by chance.  

 
 

 
Figure 4.2 Switching choices. Normalized choice of alternative reward vs. large-but-risky reward for 

mice with and without a miniscope (N=4 and 16 mice, respectively). 
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Figure 4.3 Switching strategy. Lever pressing (LP) rate of mice without (1-16) and with (17-20) a 

miniscope around the time of the first air puff (red dotted line) for the right (A) and left (B) levers. 

(C) Cumulative LP rate for both large (right) and small (left) levers around the first air puff (N=20 

mice). (D) LP rates for mice with and without miniscope (surgery) around the first air puff (N= 4, 16 

mice respectively). 
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4.1.3 Omission of the reward has no effect on instrumental behavior 

 
Because delivering punishment-only trials during risk implied omitting the delivery of 

the reward, we assessed whether the omission itself, without an air puff punishment, 

would have a punishing effect. A control experiment, using only omissions with the same 

risk schedule as air puff punishments in the task, revealed that omissions alone have no 

effect on instrumental performance (Fig. 4.4).  

 
 
Figure 4.4 The effect of omission of reward.  (A) Lever pressing (LP) rate of mice without (1-16) and 

with (17-20) a miniscope around the time of the first omission (red dotted line) for the right lever. 

(B) Cumulative LP rate for both large (right) and small (left) levers around the first air puff (N=20 

mice). (C) LP rates for mice with and without miniscope (surgery) around the first air puff (N= 4, 16 

mice respectively). 

 
Having ensured that we controlled the variables for reward discrimination, small reward 

magnitude, switching ability, and omission effect, we concluded that our experimental 

setup was suitable to address the question of instrumental actions representations 

during both safe and risky situations. Below we summarize our main results. 



4. Results 

  62 

4.2 Behavioral changes upon the introduction of risk of punishment 

 
In this section we summarize the main experimental results with regards to the changes 

we observed in behavior upon introducing a risk of punishment to the preferred 

instrumental action. 

 
4.2.1 Unpredictable air puff punishment disrupts instrumental behavior  
 
First, we examined the changes induced by the punishment and risk of punishment on 

the behavioral strategy level. All mice, with and without a miniscope (surgery), exhibited 

a pronounced and prolonged decrease in performance of the instrumental behavior 

required for the task after the delivery of the first air puff punishment (Fig. 4.5). 

Although this decrease concerned the instrumental sequence required to obtain the 

large-but-risky reward through the right-side lever of the behavioral arena (Fig. 4.5A), 

there was no compensatory increase in performance of the small-but-safe reward on 

the left-side hand of the arena (Fig 4.5B, C). The decrease in lever-pressing (LP) rate, 

which is taken as a measure of performance for the whole instrumental sequence (nose-

poke, lever-press, licking), was significantly different before and after the delivery of the 

first air puff punishment (the start of the risk period of the task) for mice with and 

without a miniscope (Fig 4.5D), although there was a significant difference between 

these two cohorts of mice in terms of peak (maximum) and average LP rate before and 

after the first air puff (Fig. 4.6A, B). 
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Figure 4.5 Punishment and risk of punishment significantly decreased instrumental performance 

without causing a switch in preference. (A) Lever pressing (LP) rate of mice without (1-16) and with 

(17-25) a miniscope around the time of the first air puff (red dotted line). (B) Cumulative LP rate for 

both large (right) and small (left) levers around the first air puff (N=25 mice). (C) LP rates for mice 

with and without miniscope (surgery) around the first air puff (N= 9, 16 mice respectively). (D) 

Quantification of LP rates before and after the first air puff in a 120 s time window for mice with and 

without miniscope. 
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Figure 4.6 Mice without a miniscope had a higher performance in the task during both safe and 

risk periods. (A) LP rate peak (maxima) before the first air puff (safe period) for mice with and without 

miniscope surgery (N= 9, 16 mice respectively). (B) Average LP rate before and after the first air puff 

for mice with and without surgery. 

 
4.2.2 Risk of punishment disrupts the regular instrumental sequence 
 
Next, we looked into changes induced by the risk of punishment in the structure of the 

instrumental sequence performed by the animals. All mice exhibited a stable 

instrumental behavior with regular latencies between the different actions in the task 

sequence (Fig. 4.7A). Upon the first air puff punishment, the latencies between all 

actions significantly increased (Fig. 4.7B). The probability of a lever-press (Fig. 4.7C, D) 

or a lick (Fig. 4.7C, E) occurring 5 seconds after a nose-poke also significantly decreased. 
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Figure 4.7 Behavioral latencies and probabilities. (A) Latencies between sequence actions before 

the first air puff (safe). (B) Ratio of latencies between sequence actions after (risk) and before (safe) 

the first air puff.  Note that ‘last lick’ is defined as the last lick before a nose-poke, not as the last lick 

of a licking bout. (C) Probability density of behaviors after a nose poke during safe and risk periods 

(LP: lever press, LK: first lick on rewarded spout). (D) Probability of lever-pressing (LP) within a 

window of 5 s after a nose-poke during safe and risk periods. (E) Probability of licking (LK) the 

rewarded spout within a window of 5 s after a nose-poke during safe and risk periods. 

 
4.2.3 Risk induced no changes in locomotion but in time spent in zones  
 
Although the performance and rate of execution of the instrumental task dropped 

significantly for all mice (§4.2.1, 4.2.2) during the risk period of the task, the average 

speed (Fig. 4.8A) and the distanced covered (Fig. 4.8B) remained unchanged compared 

to the safe period of the task for both mice with and without miniscope (surgery). During 

the risk period, mice without a miniscope spent more time in the small reward zone (Fig. 

4.8D) and both cohorts of mice spent less time in the large reward zone (4.8E). 
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Figure 4.8 Speed, locomotion and time in reward zones. (A) Average speed during safe and risk 

periods for mice with (N=9 mice) and without (N=16 mice) a miniscope (surgery). (B) Ratio of distance 

covered during the risk and safe periods of the task. (C) Time spent in the small reward zone. (D) 

Time spent in the large reward zone.  

 
4.2.4 Speed and onset of escape do not change with puffs, but direction rapidly adapts 
 
Mice rapidly ran away every time they received an air puff. The number of punishments 

received by each mouse was variable but all mice received at least three punishments. 

Therefore, we used this first three air puff punishments in our analysis across mice. We 

did not observe any significant changes in escape speed or onset for the first three air 

puff punishments (Fig. 4.9A, D, E). On average, mice ended their escape more aligned to 

the diagonal of the arena on the second and third air puff than on the first one (Fig. 4.9B, 

C). 
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Figure 4.9 Escape strategy. (A) Statistically normalized (z-scored) escape speed across mice (N =25) 

for the first 3 air puff punishments. (B) Escape vector showing the average change in position across 

mice from the air puff delivery (t=0) to 2 seconds afterwards for the first 3 air puffs. (C) Escape vector 

angle distance to the diagonal (45°) of the arena. (D) Maximum escape speed across mice for the 

first 3 air puffs. (E) Onset of escape bout across mice for the first 3 air puffs (maximum of the speed 

derivative between t= 0 and 2 seconds). 
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4.3 Physiological changes upon the introduction of risk of punishment 

 

In this section we present the main experimental results regarding the changes in 

physiology we observed in the BLA after the introduction of the risk of punishment. 

However, before diving into the main results, we briefly discuss results related to the 

experimental methods described in section 3 as they complement and will help the 

reader understand better our data. Namely, we present data in relation to the different 

sizes of GRIN lenses used, and to how we identified and selected BLA cells based on their 

anatomical location. 

 
4.3.1 Number of imaged neurons per mouse varied by imaging lens size  
 

Imaging with a 1 mm GRIN lens allowed for a larger field of view than imaging with a 600 

µm GRIN lens and therefore more cells could be extracted from the imaging files for 

further analysis (Fig 4.10B). However, to account for putative non-BLA cells these cells 

had to be anatomically characterized as described in section 4.6. 

 

 
Figure 4.10 Miniscope setup and imaged cells per mouse. (A) Schematic representation of virus 

injection site inside the brain (green), GRIN lens implant, and head-mounted miniature microscope 

(‘miniscope’). (B) Number of cells per mouse. Mice 1-5 had a 1 mm GRIN lens implanted and mice 6-

10 had a 600 µm GRIN lens implanted.  
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4.3.2 Anatomical identification of cells 
 
Because the maximum horizontal section of the murine BLA covers an area of around 1 

mm2 (Franklin & Paxinos, 2008), we considered the probability of unintentionally 

imaging cells from neighboring structures with the 1 mm diameter GRIN lens. Therefore, 

in this case we anatomically identified BLA cells before including them in our analysis. 

To that end, for mice with a 1 mm GRIN lens (mice 1-5), confocal imaging of the cleared 

and stained tissue (§3.5) allowed to identify anatomical landmarks that could be also 

found the miniscope imaging data, thus it was possible to identify the miniscope imaging 

plane in the confocal data. Moreover, it was possible to match anatomical features in 

the imaging plane found in the confocal data to those detailed in a brain atlas, thereby 

allowing for the anatomical identification of the structures to which the imaged cells 

most probably belong to (Fig 4.11A-C). The majority of identified cells belonged to the 

basal (BA) and lateral (LA) amygdala, which together form the basolateral (BLA) 

amygdala. Only these cells were selected for further analysis.  

 

 
Figure 4.11 Anatomical identification of imaged cells. (A) Example cleared tissue, imaging plane 

identification and anatomical identification (mouse 4). (B) Estimated location of the implantation site 

for mice with 1 mm GRIN lens (mice 1-5). (C) Estimated dorsoventral coordinates (solid line: mice 1, 
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2, 4, 5; dashed line: mouse 3). (D) Number of cells per identified anatomical structure (mice 1-5). (E) 

Example coronal slice with implantation site for a mouse with 600 µm GRIN lens (mouse 6). 

 
For mice with 600 µm lens the GRIN lens all imaged cells were estimated to belong to 

the BLA (Fig. 4.11E). On average, these mice had a more medial and ventral 

implantation site (Table 4.1). 

 
Mouse AP ML DV 

6 -1.55 -2.9 -4.1 
7 -1.31 -2.6 -4.7 
8 -1.67 -2.7 -4.6 
9 -1.43 -2.7 -4.5 

10 -1.07 -2.6 -4.3 
 
Table 4.1. Imaging plane coordinates for mice with 600µm GRIN lenses. AP: anterioposterior, ML: 
mediolateral, DV: dorsoventral. 
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4.3.3 Functional classification of cell ensembles 
 
To analyze the calcium recordings in a meaningful way, we first looked at the cellular 

activity in relation to behavioral events. We found that large groups of cells were 

encoding these behavioral events (Fig. 4.12) and therefore proceeded to classify cells in 

functional ensembles as previously described (§3.6).  

 

 
Figure 4.12 Example raw traces of BLA cells locked to nose-pokes during the safe period of the task. 

Cells locked to lever-presses, licks and air puffs were also analyzed and classified to the appropriate 

ensemble. 

 

As a result, we found cells with activity patterns significantly and selectively locked to 

each of the instrumental actions, the reinforcer, and the punisher (Fig. 4.13, .4.14). We 

called these ‘nose-poke’, ‘lever press’, ‘licks’, and ‘air puff ensembles’, respectively.  
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Figure 4.13 Example cells from each task-related ensemble. Example cell for each of nose-poke, 

lever-press and licks cell groups, shown across five example trials aligned to nose-poke (A), lever-

press (B) and licks (C) onset. 

 
Figure 4.14 Example air puff ensemble cell. Mean activity across trials is shown in blue and individual 

trials are shown in gray. 

 

The selection process involved examining pairwise correlation and distance to assess the 

degree of functional connectivity among cells and also to verify no significant number of 

duplicate cells was included. On a first level analysis, we examined the overlap between 

these groups of cells, their distribution across mice and their anatomical distribution.   
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4.3.3.1 Overlaps between functional ensembles 
 

We found that ensembles representing contiguous events in the instrumental sequence 

are more likely to overlap (Fig. 4.15A), however none of these overlaps was higher than 

expected by chance (4.15B). In fact, for the nose-poke and licks ensembles we found the 

overlap to be less than expected by chance. Interestingly, some of the nose-poke, lever 

press and licks cells were also responsive to the air puff punishment (Fig. 4.15A). The 

proportion of the BLA population (on a mouse-by-mouse basis) for the actions 

ensembles was lower than for the reinforcer and punisher ensembles (Fig. 4.15C). 

 

 
Figure 4.15 Functional classification of imaged cells and overlaps. (A) Cells with significant 

responses to nose-pokes (NP), lever-presses (LP), licks (LK), and air puffs (Puff). (B) Observed and 

expected overlaps between cell groups, and significance of the overlap. (C) Percentage of all cells 

classified in a group across animals (N=10 mice). 
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4.3.3.2 Distribution across mice of functional ensembles 
 

We then examined the distribution of the ensembles across all imaged animals. Most 

imaged sections across mice exhibited cells from all functionally classified BLA 

ensembles (Fig. 4.16). 

 

 
Figure 4.16 Functionally classified cells per mouse. Share of nose-poke (A), lever-press (B), lick (C) 

and puff (D) cells coming from each mouse. 
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4.3.3.3 Anatomical distribution of functional ensembles 
 

To assess whether functionally classified cells were anatomically clustered or scattered 

along the horizontal plane, we performed pairwise distance analyses. For that purpose, 

the estimated centroid of each cell was plotted and the distance between and within 

classified cells groups analyzed (Fig. 4.17). Cells from the 1 mm GRIN lens mice cohort 

and those form the 600 µm GRIN lens mice cohort (before and after -3.2 mm in the 

medio lateral coordinate, respectively) were analyzed separately. In both cases and 

overall, air-puff cells were found to be anatomically more likely to be clustered than 

chance along the horizontal plane (Fig. 4.17C).  

 

 
 
Figure 4.17 Anatomical distribution of functionally BLA ensembles. (A) Anatomical location of cells 

in mice with a 1 mm GRIN lens (left cluster) and mice with a 600 µm GRIN lens (right cluster). Cells 

appear clustered in two groups because the lenses were implanted on different coordinates for both 

groups of mice, as previously described (§4.6). (B) Across and within cell groups pairwise distance. 

(C) Probability of mean pairwise distances for each cell group. The p value is from two- sample 

Kolmogorov-Smirnov test and shows puff cells are significantly more likely than chance to be closer 

together (spatially clustered). 
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4.3.4 Instrumental actions, reinforcer and punisher ensembles dynamics 
 
Having analyzed the properties of the BLA ensembles we defined, our next level of 

analysis consisted in characterizing the dynamics of their responses at the ensemble 

level, for which we took two reference points: the nose-poke, as the start of the 

instrumental sequence required in the task, and the air-puff punishment, as an 

important time point after which we expected to see changes in the responses of the 

instrumental action groups. On the one hand, we found that nose-poke, lever-press and 

licks ensembles responded consistently and highly-specifically to each behavioral event 

(Fig. 4.18A). On the other hand, air puff cells did not respond significantly to the other 

behaviors (Fig. 4.18A, C). Conversely, none of the cell groups related to the instrumental 

task responded significantly to the punishment (Fig. 4.18B, D). As previously noted, a 

few cells were responsive to both the air puff punishment and another behavior (Fig. 

4.18D). 

 
 

Figure 4.18 BLA ensembles during instrumental sequence and punishment. Functionally classified 

cell groups and their mean (A) and individual cell (C) activity across trials around nose-poke time 

(shades represent the standard error of the mean). Cell groups and their mean (B) and individual cell 

(D) activity across trials around air puff punishment time.  
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4.3.5 Air puff ensemble rapidly adapts to punishment 
 
To assess the evolution of the air puff ensemble response to punishments with 

experience, we examined its response on a trial-by-trial basis. Because all mice received 

at least three air puff punishments, we decided to analyze the air puff ensemble 

response for these three first punishments. We discovered that air puff cells rapidly 

decreased the magnitude of their response to the air puff punishment (Fig. 4.19A, B, C) 

and started to respond before the actual delivery of the air puff punishment (Fig. 4.19A, 

B, D, E). 

 

 
Figure 4.19 BLA punishment ensemble activity across trials. (A) Air puff cells mean activity for the 

first three air puff punishments (standard error of the mean shaded). (B) Individual air puff cells 

activity for the first three air puffs. (C) Mean area under the curve (AUC) with SEM for the first three 

air puffs. (D) Distribution of the response rising onset (maximum of the first derivative of the 

response in a 1 s window around the air puff). (E) Mean of the response rising onset with SEM.  
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One possibility was that the early response of punishment ensemble in relation to the 

actual delivery of the air puff reflected a prediction signal originating from the lever-

press preceding the punishment (or reward). Therefore, we looked at the punishment 

ensemble activity across safe and risk instrumental and reinforcer trials (Fig. 4.20). We 

did not find a significant change in activity in the punishment ensemble across safe and 

risk instrumental or reinforcer trials. 
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Figure 4.20 BLA punishment ensemble activity across safe and risk instrumental and reinforcer 

trials. Air puff ensemble activity during the last 5 safe nose-pokes (A), lever-presses (B) and licks (C). 

Air puff ensemble activity during the first 5 (or 4) nose-pokes (D), lever presses (E) and licks (F). 
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4.3.6 Instrumental actions and reinforcer ensembles during risk  
 
Next, we compared the levels of activity of instrumental actions and reinforcer 

ensembles before and after the onset of the risk period of the task. Our hypothesis (§2) 

was that nose-poke and lever press cells would significantly change their levels of 

activity during the risk period of the task, given that the outcome of these actions had 

become associated with a risk of punishment. Additionally, we expected a separate set 

of cells to start responding to the risky actions. However, we found that nose-poke, 

lever-press, and also lick cells, had overall decreased levels of activity during the risk 

period of the task but not significantly across safe and risky trials (Fig. 4.21A, B). We also 

did not find other cells that significantly responded to the actions during risk. On a trial-

by-trial basis, the activity level of individual cells from each instrumental sequence 

ensemble did not significantly change following a punishment, although there was a 

greater variance in response magnitude within each group (Fig. 4.22). For this analysis, 

we z-scored the activity levels using the mean from the last five safe trials (trials -1 to -

5 in Fig. 4.22). 

 

 
Figure 4.21 BLA ensembles during safe and risk periods. (A) Nose-poke, lever press, and lick cells 

mean response during the safe period of the task. SEM is shaded. (B) Nose-poke, lever press, and lick 

cells mean response during the risk period of the task.  
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Figure 4.22 BLA Single cell activity by ensemble on a trial-by-trial basis, before and after air puff 

punishments. Punishments are indicated with black dashed lines. Activity levels were statistically 

normalized per cell to the mean activity for the last 5 safe trials (trials -1 to -5). For all ensembles, 

variance increased in risky trials (after a punishment) compared to safe trials. 
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At the single cell and ensemble activity level as measured by the z-score, we observed 

changes in the nose-poke and lever press ensembles across risk trials (Fig. 4.23 D, E). In 

the former activity decreased with the number of unpunished trials and while in latter 

activity increased. This differences across risk trials was however not statistically 

significant, nor it was the difference between safe and risk trials. 
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Figure 4.23 BLA instrumental and reinforcer ensembles during safe (A, B, C) and risk (D, E, F) trials. 

Air puff cells were not active during the risk period for nose-pokes, lever-presses or licks (A, B, C, 

respectively). 
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On the other hand, we examined the activity of the air puff ensemble during the risk 

period of the task. We found that air puff punishment cells were not active during nose-

pokes, lever-presses or licks during the risk period of the task (Fig. 4.24A, B, C, 

respectively). 

 

Figure 4.24 Air puff ensemble activity during risk. Air puff cells were not active during the risk period 

for nose-pokes, lever-presses or licks (A, B, C, respectively). 

 

Additionally, we analyzed the activity changes of cells that showed a significant response 

to both a task-related action (Fig. 4.25A) and the air puff punishment (Fig. 4.25B), given 

that these cells are potential candidates to integrate punishment information into the 

representation of the instrumental actions in the BLA. However, we found that these 

cells did not exhibit a pattern of activity different to the one of cells from the other 

ensembles during the risk period (4.25C). 
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Figure 4.25 Reinforcement, punishment and risk activity for cells significantly active to both air puff 

punishments and nose-pokes, lever presses or licks. Task (A) and air puff punishment (B) responding 

cells did not exhibit a pattern of activity different to other task cells during the risk period (C). 
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5. Discussion 
 

Below we discuss the implications of the results and our interpretations. It is worth 

noting that in studies with similar behavioral paradigms (Orsini et al., 2017),  it has been 

proposed that ‘deliberation’ processes occur around the time of the nose-poke, when 

animals are thought to decide which lever to press. However, based on the premises 

underlying our experimental design and in our analysis of the behavior, we did not find 

any reason or evidence to pursue this line of analysis in our paradigm, where an 

exclusive preference for a certain reward is stable and predictable. Therefore, we do not 

address the nose-poke as a deliberation time point, but as one of two different actions 

in an instrumental sequence. 

 

5.1 Decrease in instrumental performance reflects risk taking behavior 

 
An outstanding and prevailing behavioral effect across mice is that punishment and risk 

of punishment significantly decrease instrumental performance but do not cause a 

switch in preference between the large-but-now-risky reward and the small-but-safe 

reward (Fig. 4.5). One interpretation is that the safety of the small reward choice is not 

made explicit during the risk period of the task, thus, given the reward magnitude to risk 

ratio, this choice becomes unappealing. However, there is, in most cases, an exploration 

of the safe but less rewarding choice during the risk period of the task (Fig. 4.5B). This 

exploration is unpunished but does not transition into a complete switch of choice 

preference. Moreover, mice do not decrease the amount of time spent in the small 

reward zone during the risk period, whereas they do so for the large reward zone (Fig. 

4.8C, D). Therefore, the lack of a switch of preference is more related to the magnitude 

of the small reward per se rather than its magnitude when compounded with a risk of 

punishment. This opens the question of whether the small reward is indeed rewarding, 

which is addressed in control experiments that show that mice prefer 2% sucrose to 

water (Fig. 4.1B). As shown in further control experiments, a small reward with a higher 
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magnitude would have compromised the discriminability between small and high 

reward choices (Fig. 4.1A). Furthermore, the ability to switch from punished to 

unpunished choice, given two equally rewarding choices, was confirmed in other control 

experiments (Fig. 4.2). One last open interpretation is that the punishment-induced 

decrease in instrumental performance of the task was unspecific and spread across all 

levels of activity. However, general locomotion did not change between safe and risk 

periods (Fig. 4.8B). Therefore, we interpreted the decreased but persistent preference 

for the large-but-risky reward during the risk period of the task as deliberate risk taking.  

 

5.2 Mice rapidly learn to localize the source of the air puff punishment 

 
Given the dramatic behavioral and physiological effect we observed for the air puff 

punishment across mice, we looked for evidence of learning across punished trials. 

Although there were no observable changes in escape speed or escape onset, mice did 

show a directional optimization of their escape trajectories after just three punishments 

(Fig. 4.9C). This behavioral change suggests mice rapidly learn to locate the source of 

the air puff punishment. 

 

5.3 Distinct ensembles and changes upon risk onset 

 
Our results suggest the existence of largely distinct BLA ensembles that encode different 

reinforced instrumental actions, reinforcers and punishers. We did not observe a 

significant overlap between groups (Fig. 4.15B). An important missing piece of 

information is how the representation of instrumental actions in the BLA evolves with 

learning, a question which calls for its own dedicated set of experiments. Nonetheless, 

the absence of a coordinated ensemble response for the wide range of non-reinforced 

behaviors in our freely-moving mice suggests that indeed the reinforced instrumental 

action representation in the BLA emerged from the learning of the action-reward 

contingency. In this sense, nose-pokes (NP) and lever-presses (LP) responding cells are 
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positive valence cells because they encode the value of the reward associated to these 

actions. On the other hand, reward-consumption / lick (LK) cells and puff cells are 

positive and negative valence cells, defined by the valence of the unconditioned 

stimulus they represent. Historically, however, BLA function has been studied within the 

context of associative learning, where it has proposed as an essential structure in the 

process of assigning a valence to the representation of neutral cue, and in orchestrating 

the appropriate behavioral response. This ability lies at the core of adaptive behavior, 

and therefore underlies our understanding of maladaptive behaviors. In this context, 

BLA positive and negative valence cells have been shown to reliably represent cues that 

predict stimuli of their respective valence, even when the cue-stimulus contingency is 

reversed (Paton et al., 2006). Yet, BLA valence cells representing action-outcome 

contingencies and changes in these contingencies remained unexplored. Here our 

results present the first characterization of cellular responses to changes in action-

outcome contingencies. It is worth noting that, different from cue value reversal 

experiments, in instrumental action-outcome experiments it is not possible to 

completely replace an appetitive outcome with an aversive one because the animal will 

no longer execute the action, and therefore its representation can no longer be 

investigated. For this reason, instead of a valence reversal, we used a probabilistic risk 

of punishment. Our results indicate that, differently to what has been reported in cue-

stimulus valence reversal experiments, BLA instrumental action ensembles do not 

significantly change after the risk of punishment is introduced in the action-outcome 

contingency (Fig. 4.21, 4.22). There is, however, the possibility that a change in 

representation of the instrumental actions occurs after more action-punishment 

pairings, given that CS-stimulus reversal studies (Paton et al., 2006) use several (e.g. 20) 

pairings before and after reversal, and in our analysis, we were only able to include the 

three trials that were punished across all mice. This hypothesis is also supported by 

research from our group indicating that, when a fear-conditioned stimulus undergoes 

extinction, its representation on the first five trials of extinction greatly differs from its 

representation on the last five trials out of a total 25 extinction trials. To investigate this 
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further in our paradigm, a milder punishment could be used to allow for more punished 

trials across all mice, although this strategy could result in the animals developing a 

tolerance to the punishment. Alternatively, a more frequent punishment schedule could 

be used, but this may deter animals from performing the instrumental task within a 

reasonable time. Having these constraints in mind, we pursued our current 

experimental design and limited the experimental sessions to a maximum duration of 1 

hour. 

 

Interestingly, we observed a subset of NP and LP cells that were also responsive to air 

puff punishments (Fig. 4.24). Although these cells did not significantly change their 

response during the risk period of the task, their prominent response to the air puff 

punishment suggests they are potential candidate drivers of the behavior during the risk 

period of the task, as they would integrate both reward and punishment related inputs 

into BLA instrumental action cells. 

 

The stability of NP and LP ensembles across trials suggests that these cells are 

preferentially recruited from the general population. Studies examining the recruitment 

of competing valence related amygdala networks (Lee, Amir, Haufler, & Pare, 2017) have 

reported that only 27% of BLA projection neurons remain unresponsive to either an 

appetitive or aversive conditioned stimulus. However, our results indicate that around 

60% of the cells did not respond to any instrumental action, reward or punishment. This 

difference might stem from the fact that the former results come from 

electrophysiological recordings where assessing the level of inhibitory responses is 

possible, while our calcium imaging approach is best suited to image excitatory 

responses only. A final consideration is that the recruitment of a cell to a valence related 

ensemble has been proposed to depend on its genetic markers, projection targets and 

synaptic inputs (Pignatelli & Beyeler, 2019).  Given that our results show that nose-poke 

and lever-press cells do not incorporate the air-puff risk related information after the 

onset of the risk period of the task, when behavior has already changed, this would imply 
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that action and punishment cells form part of at least partially segregated circuits with 

different inputs. Therefore, based on our data, we conclude that the punishment and 

risk of punishment information is not integrated by the action ensembles to update the 

value of the action, but instead it is integrated in a separate circuit from which the air 

puff ensemble is a part of. Nonetheless, the finding of some cells that respond to both 

actions and punishments suggests the existence of a group of cells capable of integrating 

both action and punishment inputs. Whether this minority of cells is a major driver of 

the changes observed in the behavior is a question that remains open for future 

investigation.  

 

5.4 Rapidly adapting punisher ensemble suggests rapid learning 

 

Over the three air puff punishments analyzed across mice we observed a fast adaptation 

of the air puff ensemble response magnitude but no change in the escape behavior 

speed or onset (Fig. 4.9, 4.19). In this sense this adaptation does not reflect 

desensitization or development of a tolerance to the punishment. On the other hand, 

we observed a backward shift in the response onset time with regards to the air puff 

delivery time (Fig. 4.19D). Because the backward shift was never larger than 500 ms (that 

is, never before the lever-press), we interpreted this shift as learning driven by the 

association of the air puff delivery to an environmental cue proceeding it, instead of a 

signal predicting the outcome of the lever press. The absence of the noise of the pump 

used to deliver the reward or the clicking of the solenoid valve used to control the 

delivery of the air puff could be among the candidate environmental cues that 

proceeded the air puff. It is also interesting to note that our results on the spatial 

clustering of air puff cells (Fig. 4.17) are the first ones to indicate such organization for a 

functionally defined BLA ensemble. We observed this clustering in both cohorts of mice 

with different GRIN lens sizes and dorsoventral coordinates. To the best of our 

knowledge, all other studies have found a salt-and-pepper distribution of functional cell 

types in the BLA. This may be due to the use of different punishment stimuli, some of 
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which evoke pain responses (e.g., electric shocks), or to the fact that many previous 

studies used indirect markers of activity to localize of functional cells ex vivo, while we 

were able to correlate function to calcium activity in spatially defined cells in vivo. 

Together with our data showing that, on a mouse-by-mouse basis, air puff cells 

represent a larger proportion of the BLA population than action cells (Fig. 4.15C), this 

result suggests that at the population level there is a bias towards recruitment of BLA 

cells to ensembles encoding punishment. Finally, we did not observe any gradient 

distribution of licks and punishment cells, in contrast to a contemporary study which 

found that cells responding to innate rewards and punishments follow an opposing 

anterior-posterior concentration gradient (J. Kim et al., 2016). Again, this difference may 

stem from the fact that different reward and punishment stimuli, as well as different 

proxies for activity, were used to classify cells. 

 
5.5 Implications and limitations 
 
We demonstrated the existence of largely distinct BLA ensembles that encode a primary 

(lever press) and secondary (nose-poke) instrumental action, that is, actions that are not 

part of the natural behavior repertoire but that have been learned through the 

association of their execution and a rewarding outcome. In this sense we logically 

concluded that these are positive valence cells, for they learn to respond to previously 

meaningless actions that become associated to reward delivery. Thus, we focused on 

investigating the changes in these ensembles after the rewarding outcome became 

associated to a risk of punishment. Our findings suggest that these ensembles do not 

incorporate the punishment related information, but instead that this information is 

relayed by the air puff cells to other at-least-partially-separate circuits. An alternative 

interpretation, given the existence of a minority of action & air puff responsive cells, is 

that this fraction of the population is driving the pronounced changes in behavior we 

observed. Certainly, this is a question worth of further investigation. Finally, it is wort 

noting that we did not examine local inhibitory interactions, which, based on work of 

our group and other labs, are known to play an important regulatory role in learning 
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circuits of the BLA. All in all, our findings suggest that the representations of actions in 

the BLA do not change when these actions become associated to a risk of punishment, 

but instead that a separate group of BLA cells responding prominently to the 

punishment relay the information to other separate circuits for learning. The 

implications of this claim would be that failure to adapt previously reinforced behavior, 

given new information about a potential punishment associated to that behavior, is 

associated to deficits in the circuits responsible for driving the learning based on the 

punishment information relayed by the BLA, but not necessarily to failure of the BLA 

circuits that represent the actions to integrate the punishment information. To support 

this claim, a potential testable hypothesis would be that optogenetic inhibition of air-

puff cells during air-puff delivery results in unperturbed instrumental behavior, while 

optogenetic inhibition of action cells during air-puff delivery has no effect. In fact, 

temporally precise optogenetic inhibition of the BLA during the delivery of a foot-shock 

punishment in a decision-making task in rats has been shown to increase risk-taking 

behavior (Orsini et al., 2017). To this finding, our data adds another layer of specificity 

by suggesting that this effect is due to the disruption of ensembles encoding and 

conveying the punishment information to other circuits, but not due to the disruption 

of ensembles updating the representation of the action. 
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