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Transport signatures of bulk topological phases in double Rashba nanowires
probed by spin-polarized STM
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We study a double-nanowire setup proximity coupled to an s-wave superconductor and search for the bulk
signatures of the topological phase transition that can be observed experimentally, for example, with an STM
tip. Three bulk quantities, namely, the charge, the spin polarization, and the pairing amplitude of intrawire
superconductivity, are studied in this work. The spin polarization and the pairing amplitude flip sign as the
system undergoes a phase transition from the trivial to the topological phase. In order to identify promising ways
to observe bulk signatures of the phase transition in transport experiments, we compute the spin current flowing
between a local spin-polarized probe, such as an STM tip, and the double-nanowire system in the Keldysh
formalism. We find that the spin current contains information about the sign flip of the bulk spin polarization and
can be used to determine the topological phase transition point.
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I. INTRODUCTION

Majorana bound states (MBSs) have attracted a lot of
attention in recent years due to their potential application in
topological quantum computing [1–5]. For example, MBSs
appear at zero energy and are localized at the ends of the
one-dimensional topological superconductor. The promising
platforms to engineer topological superconductivity are semi-
conducting Rashba nanowires (NWs) subjected to a uniform
magnetic field [6–12] or chains of magnetic adatoms [13–21].
However, magnetic field and superconductivity have detri-
mental effects on each other, which has motivated propos-
als for time-reversal invariant topological superconductors to
avoid the need of magnetic fields, particular examples being
double-NW setups with Karmers pairs of MBSs [22–36], see
Fig. 1. In such setups, two types of proximity induced super-
conductivity play a crucial role: intrawire (�) and interwire
(�c) superconductivity. The latter pairing mechanism is also
known as crossed Andreev reflection [37–47]. A double-NW
setup also reduces the magnetic field required to reach the
phase with a single MBS and therefore exhibits a richer phase
diagram with three phases: trivial phase, phase with one MBS,
and a phase with two MBSs. However, to obtain Kramers
pairs of MBSs at the end of the system in the absence of a
field, strong electron-electron interactions are required such
that �c > � [48,49]. At the same time, a finite value of �c,
even if smaller than �, is useful since it helps to weaken the
requirement on the magnetic field strength needed to enter a
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phase with one MBS and, moreover, to keep the localization
length of the MBS shorter compared to the more common case
of a setup with a single nanowire [26,30]. It is this fact which
motivates us to focus on this parameter regime.

Most of the experimental and theoretical work until now
is based on the transport signature coming from the MBS
[8–12,50–61] rather than a signature coming from the bulk
states [62–64]. The experimentally observed zero-bias peak
is one of the prime signature of MBSs, however, the origin
of the peak is ambiguous and can arise from other sources,
such as disorder, Kondo resonance, and Andreev bound states
[65–72]. Therefore, in this work, we look for the bulk signa-
ture of the topological phase transition and study various bulk

FIG. 1. Schematics of the setup consisting of two one-
dimensional Rashba NWs (green cylinders) that are aligned along
the z axis and are in proximity to an s-wave bulk superconductor
(blue slab). An external magnetic field B is applied along the axis
of NWs and is perpendicular to the Rashba SOI vectors α1 and
α1̄. The transport simulations are performed for a weakly coupled
spin-polarized STM tip (gray cone) which is biased at the voltage V
with respect to the bulk superconductor. The role of the STM can be
played by any other local current probe that is spin selective.
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properties such as the charge, the spin polarization, and the
intrawire pairing amplitude to distinguish between different
phases. We numerically calculate these bulk properties and
illustrate that the spin projection along the external magnetic
field and the intrawire pairing amplitude flip their sign as the
system undergoes a topological phase transition. There are
different ways to measure this sign flip of the spin polariza-
tion, for example, by using an STM or a quantum dot [73–86].
Each approach has its own advantages and disadvantages. For
instance, creating a quantum dot at the end of the NW allows
one to perform the spectroscopy of the NW and filter both
the spin and energy of the transported electrons by properly
choosing the size of the quantum dot. However, it is not
possible to study the spatial dependence of the current in this
case. In contrast, an STM tip is highly controllable and allows
local measurements. For example, if one is interested in the
MBSs (bulk states), one positions the tip at the end (middle)
of the NW. In this work, with aforementioned advantages, we
demonstrate that there is a detectable sign flip of the spin
polarization of the lowest band when using a spin-polarized
local current probe such as a spin-polarized (SP) STM tip
[87–89]. The computed spin current flips sign exactly when
the component of the spin polarization along the external
magnetic field flips sign as we show in numerical simulations
based on the Keldysh Green function formalism [90,91].

The outline of the paper is as follows. In Sec. II, we discuss
the setup under consideration. In Sec. III, we compute the
spectrum and bulk quantities, and in Sec. IV we compute
numerically the spin current through a weakly coupled spin-
polarized STM tip. We conclude in Sec. V. Technical details
are deferred to two appendices.

II. MODEL

We consider a double-NW setup shown in Fig. 1, where the
NWs are oriented along the z direction and are in proximity
with an s-wave superconductor. The Rashba spin-orbit inter-
action (SOI) vector is pointing along the y direction in both
NWs. The kinetic part of the Hamiltonian has the following
form:

Hkin =
∑

η

∫
dz

[∑
σ

c†
ησ (z)

(
−h̄2∂2

z

2m0
− μη

)
cησ (z)

−i
∑
σ,σ ′

αη c†
ησ (z) (σy)σσ ′ ∂z cησ ′ (z)

]
, (1)

where c†
ησ (z) creates an electron with effective mass m0 and

spin σ at position z in the NW η. For the η-NW, the strength
of the SOI is given by αη which is related to the SOI mo-
mentum by kso,η = m0αη/h̄2. The chemical potential is given
by μη. Without loss of generality, we consider α1 > α1̄ [22].
The proximity induced superconductivity is described by the
Hamiltonian

Hsc =
∑

η,σ,σ ′

∫
dz

[�η

2
cησ (z) (i σy)σσ ′ cησ ′ (z)

+ �c

2
cησ (z) (i σy)σσ ′ cη̄σ ′ (z) + H.c.

]
, (2)

FIG. 2. Topological phase diagram as a function of the Zeeman
splitting �Z1 and the interwire pairing amplitude �c. The black solid
line divides the phase diagram into three phases, namely trivial phase
and topological phases with one MBS and two MBSs. The red line
corresponds to a crossover point between the first and second lowest
energy band of the double-NW system. For simplicity, we assume
that �Z 1̄ = �Z1 and �1̄ = �1. Different points in the phase diagram
are denoted by stars and labeled by n1, n2, n3, and n4, which will be
referred to later.

where the first (second) term is the intrawire (interwire) super-
conductivity with pairing amplitudes �η (�c) corresponding
to the process when the two electrons in the Cooper pair
tunnel into the same NW (different NWs). We set the interwire
single-electron tunneling to zero as it has been shown in
previous work that its effect can be compensated by tuning the
chemical potential to a sweet spot [26]. Therefore, all results
obtained in the following sections are valid also for the case
of finite interwire tunneling. Moreover, the setup is subjected
to an external magnetic field B along the NW, leading to a
Zeeman energy �Zη = gημBB/2 where gη corresponds to the
g factor of the η-NW. Orbital magnetic effects are neglected
[92–96]. The corresponding Hamiltonian reads

HZ = �Z

∑
η,σ,σ ′

∫
dz c†

ησ (z) (σz )σσ ′ cησ (z). (3)

Here, for simplicity, we assume that �Z1 = �Z 1̄ = �Z .
To begin with, we consider the continuum limit and work in
the basis �(z) = [c†

1↑, c†
1↓, c1↓,−c1↑, c†

1̄↑, c†
1̄↓, c1̄↓,−c1̄↑], in

which the total Hamiltonian takes the following form,

H0 = Hkin + Hsc + HZ = 1

2

∫
dz �†(z)H0(z) �(z). (4)

Here, the Hamiltonian density H0(z) is given by

H0 =
(

h̄2 k̂2

2 m0
− μη

)
τz + α1k̂(1 + ηz ) τz σy/2

+ α1̄k̂(1 − ηz )τz σy/2 + �1(1 + ηz )τx/2

+ �1̄(1 − ηz )τx/2 + �c ηx τx + �Zσz, (5)

where k̂ = −i ∂z is the momentum operator with the eigen-
value k for bulk eigenstates. The Pauli matrices ηi, τi, and σi

act in the wire, particle-hole, and spin spaces, respectively.
First, we calculate the phase diagram as a function of the

magnetic field B and the interwire pairing amplitude �c [see
Fig. 2]. The bulk gap closes at k = 0 when �2

c = (�Z ±
�1)2. Here, to simplify the expressions, we assume identical
NWs with �1 = �1̄ [26]. The energy spectrum of the lowest
band near k = 0 for �Z > 0 can be easily computed from
Eq. (5) and is either given by E1 = |�Z − �1 + �c| or by
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E2 = |�1 − �Z + �c|. The phase diagram consists of the
trivial phase without MBSs and topological phases with one
MBS or two MBSs at each end of the setup. It is also important
to note that E1 = 0 (E2 = 0) corresponds to the topological
phase transition point indicating change from zero to one
MBS (from one MBS to two MBSs). In addition, these is also
a crossover between these two bands, E1 = E2, at �Z = �1

(shown with a red dashed line in Fig. 2). This flip between two
bands can also be seen in transport experiments as we show
below. We also note here that the two MBS phase is present
only due to the additional symmetry in the effective model
and, thus, it is not stable against arbitrary type of disorder
that can be present in the setup [26]. However, for simplicity,
we still refer to it as to the two MBS topological phase to
distinguish this region of the topological phase diagram from
the zero MBS region in Fig. 2.

Next, we write the lattice model of the double-NW setup
given by the following tight-binding Hamiltonian

H0t =
∑

η

( N∑
j=1

�
†
η j[−(μη − 2t )τz + �ητx + �Zσz]�η j

+
N−1∑
j=1

�
†
η j+1(−t − iᾱησy)τz�η j + H.c.

)

+
N∑

j=1

�1̄ j (�cτx )�1 j + H.c., (6)

where �η j = (c†
η j1, c†

η j1̄
, cη j1̄,−cη j1) is the electron spinor

consisting of the creation operators c†
η jσ̄ acting on an electron

with spin σ at site j of the η-NW. The spin-conserving
hopping amplitude is given by t = h̄2/2m0a2, where a is the
lattice spacing. The spin-flip hopping amplitude ᾱη is related
to the SOI strength, ᾱη = α/2a, where Eso,η = m0α

2
η/2h̄2 =

ᾱ2
η/t is the SOI energy. In our numerical simulations, we

set the hopping amplitude t = 1, which sets the energy scale
for the calculation. We confirm the presence of zero-energy
modes (MBSs) by calculating the local density of state
(LDOS) as a function of position and energy (see Fig. 3) given
by the following expression:

ρ j (ω) = − 1

π

∑
σ

Im[G0R(ω)] j j,σσ , (7)

where ω is the frequency and G0R/A(ω) = (ω ± iγ − H0t )−1

the retarded/advanced Green function for the setup, with an
infinitesimally small real γ required to invert the matrix.

III. SIGNATURES OF THE TOPOLOGICAL PHASE
TRANSITION IN CHARGE, SPIN, AND

PAIRING AMPLITUDE

In this section we consider equilibrium properties of the
double-NW setup, in particular the charge and spin densities
as well as the intrawire pairing amplitude density in a given
eigenstate, and study their behavior as function of momentum
(position) and topological phase. We consider systems with
open and with periodic boundary conditions. In the latter
case, there are no MBSs. Our goal is to find signatures of

FIG. 3. To confirm the presence of MBSs, we plot the LDOS as
a function of energy and position along (a) NW-1 and (b) NW-1̄ at
point n2 of the phase diagram shown in Fig. 2. The single MBS is
located in both NWs and clearly visible in the LDOS plot at zero
energy. However, the bulk LDOS is slightly different in the panels
(a) and (b) due to the unequal strength of the Rashba SOI. Other
parameters are N = 200, α1/α1̄ = 1.4, Eso,1/�1 = 1.225, �1̄/�1 =
1, �c/�1 = 0.5, μ = 0, γ /�1 = 0.01, �Z/�1 = 0.75 at point n2.

the topological phase transition in these quantities. The bulk
densities of interest are then defined as

Qηλ(k) = �
†
ηλ(k) τz �ηλ(k), (8)

Qηl ( j) = �
†
ηl ( j) τz �ηl ( j), (9)

Sηλ(k) = �
†
ηλ(k) σ �ηλ(k), (10)

Sηl ( j) = �
†
ηl ( j)σ �ηl ( j), (11)

F�
ηλ(k) = �

†
ηλ(k) τx �ηλ(k), (12)

F�
ηl ( j) = �

†
ηl ( j) τx �ηl ( j). (13)

Here, Qηλ (Qηl ), Sηλ (Sηl ), and F�
ηλ (F�

ηl ) are the densities of
the charge, spin, and intrawire pairing amplitude, respectively,
for the η-NW at the given energy Eλ (El ) labeled by the
index λ (l ) found in the continuum (tight-binding) model.
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FIG. 4. Energy spectrum for the double-NW system as a function of the momentum k in the setup with periodic boundary conditions [see
Eq. (4)]. The red and blue colors corresponds to positive and negative values of the bulk quantities—of the charge Qηλ, of the z component of
spin polarization Sz

ηλ, and of the intrawire pairing amplitude F�
ηλ in row one, two, and three, respectively. We plot Qηλ [(a)–(d)], Sz

ηλ [(e)–(h)],
and F�

ηλ [(i)–(l)] for NW-1 at four different points n1–n4 in the phase diagram as we go from left to right in each row. The sign flip of the Sz
ηλ

and F�
ηλ can be clearly seen close to momentum k = 0. We note that similar behavior is also obtained for NW-1̄. Other parameters are chosen

as �c/�1 = 0.5, μ = 0, α1/α1̄ = 1.4, Eso,1/�1 = 1.225, and the points n1, n2, n3, and n4 correspond to �Z/�1 = 0.25, 0.75, 1.25, and 1.75,
respectively.

We measure the charge, the spin, and the intrawire pairing
amplitude in the units of electronic charge e, h̄/2, and �1,
respectively.

To begin with, we consider the setup with periodic bound-
ary conditions that allows us to introduce the momentum k
as a good quantum number and to study the bulk quantities
as a function of k, see Fig. 4. We follow the line connecting
the points n1, . . . , n4 shown in Fig. 2. The charge Qηλ of the
lowest energy level (see Fig. 4) does not show any prominent
sign flip close to k = 0 as one crosses a topological phase
transition line. The same is true for the spin components Sx/y

ηλ .
In contrast to that, the spin component along the magnetic
field Sz

ηλ and the intrawire pairing amplitude F�
ηλ flip their

sign as we go along the line n1-n2 or n3-n4, indicating the
topological phase transition from trivial to topological phase.

The same results can be obtained analytically by calculat-
ing the spin polarization at k = 0 for the energy levels E1 and
E2. Using Eq. (10), we find that the spin polarization along
the direction of the magnetic field for NW-1 in the momentum
space is given by Sz

11(k = 0) = sgn(�Z − �1 + �c)/2 for the
level E1 and by Sz

12(k = 0) = sgn(�Z − �1 − �c)/2 for the
level E2. This explains the spin flip when moving along

the line n1-n2 (n3-n4), where E1 (E2) is the lowest energy
level. Another spin flip occurs between n2 and n3. However,
this flip does not correspond to a topological phase transition
but instead corresponds to the reordering of the two lowest
bands E1 and E2 (which have opposite values of spin and
pairing amplitude) at the point �Z = �1. In other words,
when magnetic field is tuned to �Z = �1, the energy bands
E1 and E2 are degenerate at k = 0. As a result, we observe the
sign flip in the spin and pairing amplitude at this point. Due to
the strong spin polarization around k = 0, such spin flips can
be accessed in transport experiments as we show in the next
section. We further note that the spin flip can also be accessed
locally as the spin density of the lowest energy band at k = 0
is uniform along the NWs. Due to the translation invariance,
the signal can be measured at any point of the NW as long as
it is sufficiently far away from the NW ends.

To show the agreement between the continuum and the
tight-binding model, we obtain the bulk quantities for the
finite system with open boundary conditions by numerically
solving the tight-binding Hamiltonian defined in Eq. (6). A
similar behavior (see Fig. 5) is found for the global (total) bulk
quantities defined as Qηl = ∑N

j=1 Qηl ( j), Sηl = ∑N
j=1 Sηl ( j),
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FIG. 5. Energy spectra of the finite double-NW system with open boundary conditions [see Eq. (6)]. The red and blue colors correspond
to positive and negative values of the global bulk quantities, the total charge Qηl [(a)–(d)], the total spin z component Sz

ηl [(e)–(h)], and for the
total intrawire pairing amplitude F�

ηl [(i)–(l)] in row one, two, and three, respectively. We plot these quantities for NW-1 at four different points
n1, . . . , n4 in the phase diagram as we go from left to right in each row. The sign flip of Sz

ηl and F�
ηl exactly matches with the sign flip obtained

previously for the periodic counterparts Sz
ηλ and F�

ηλ shown in Fig. 4. For the numerical simulations, we use N = 800 sites in each NW and the
remaining parameters are the same as in Fig. 4.

and F�
ηl = ∑N

j=1 F�
ηl ( j). In the next section, we calculate the

spin current probed by a weakly coupled spin-polarized STM
tip. The tip is sensitive to the local spin polarization in the
given band. However, due to the translation invariance of the
setup, one can argue that the sign flip occurs for both the local
Sz

ηl ( j) and the global spin component Sz
ηl .

IV. CALCULATION OF THE SPIN CURRENT PROBED
BY A SPIN-POLARIZED STM

To model transport measurements probed by a spin-
polarized STM, we calculate the spin current using the
Keldysh formalism. The measurement setup consists of two
parts, namely of the lead formed by the SP STM tip and of
the substrate (double-NW setup). We further introduce the
Hamiltonian corresponding to the lead,

Hl =
∑

k

�
†
k ξk τz �k, (14)

where the components of the spinor �k =
(ψ†

k,↑, ψ
†
k,↓, ψk,↓,−ψk,↑) written in the Nambu basis

correspond to the operators acting on electrons inside
the SP STM tip. Here, ξk = h̄2k2/2m − μ is the energy

dispersion relation with m being the effective mass. The
tunneling Hamiltonian between the lead and the substrate has
the following form

HT (t ) =
∑

k

�
†
kT (t ) �η j + H.c. (15)

Here, we have included the voltage bias V in the tunneling
amplitude T (t̄ ) = t̄ j τzeiτzσzV t , where t̄ j is the tunneling am-
plitude between the tip and the site j of the double-NW setup.
We remind the reader that �η j is the electronic operator acting
in the η-NW. The retarded and advanced Green functions for
the SP STM tip have the form [76]

gs
R/A(ω) =

∫
dξ νs(ξ ) [(ω ± iγ ) − ξ τz]

−1. (16)

The spin-dependent density of state is written as νs(ξ ) =
(1 − Psσz )(1 − τz )ν0/4 with ν0 = ∑

k δ(ξ − ξk ), where ν0 is
assumed to be constant at the Fermi energy. Here, Ps = 1(1̄)
corresponds to the spin polarization of the electron state in
the SP STM tip along (opposite to) the applied magnetic field.
In principle, one can consider |Ps| � 1, however, to obtain the
maximum spin current, we assume a fully spin-polarized STM
tip with |Ps| = 1. As a result, the Green function becomes
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FIG. 6. Plots of the spin current and the differential conductance as a function of bias voltage. In the first row [(a)–(d)], we plot Ispin

flowing between the SP STM tip and the first NW for four different points n1–n4 in the topological phase diagram as we go from left to right.
To compute the bulk contribution, the SP STM tip is placed in the middle of the NW, i.e., at site j = N/2. In the second row [(e)–(h)], we plot
the corresponding differential conductance dIspin/dV from the spin current. The differential conductance also flips its sign as one goes along the
line n1–n4 from left to right indicating the topological phase transition. Here, only the lowest band is probed, |El/�1| < 0.5 (|Eλ/�1| < 0.5),
defining the range of the applied bias voltage eV/�1 = [−0.5, 0.5]. The spin current and its differential conductance clearly captures the
sign-flip behavior of the z component of the spin, compare with Figs. 4 and 5. Here, we take N = 100 sites for each NW, �t/�1 = 0.1,
kBT/�1 = 1/20, and other parameters are the same as in Figs. 4 and 5.

independent of the frequency ω,

gs
R/A(ω) = ν0

4
(1 − Psσz )(1 − τz )

×
[
ω

∫
dξ

(ω ± iγ )2 − ξ 2
+

∫
ξτzdξ

(ω ± iγ )2 − ξ 2

]
= ∓i

π ν0

4
(1 − Psσz )(1 − τz ). (17)

We also write the Keldysh Green function for the SP STM
tip as

gs
K (ω) = [1 − 2 f (ω)]

[
gs

R(ω) − gs
A(ω)

]
, (18)

where f (ω) = 1/(1 + eβω ) with inverse temperature β =
1/kBT . The on-site self-energy of the SP STM [for details,
see Appendix A] has the following form:

�
s, j
R/A = ∓ i �s, j,

�
s, j
K = −2 i �s, j

⎛
⎜⎜⎜⎝

tanh β(ω−V )
2 0 0 0

0 tanh β(ω−V )
2 0 0

0 0 tanh β(ω+V )
2 0

0 0 0 tanh β(ω+V )
2

⎞
⎟⎟⎟⎠, (19)

where the tunneling rate �s, j = �t̄ (1 − Psσz )(1 − τz ) is the
spin-dependent coupling strength with �t̄ = πν0|t j |2/4. The
full form of the retarded or advanced self-energy of the
SP STM tip can be written in real space as [�s

R/A(ω)] j j =
�

s, j
R/A(ω) with the only nonzero component at the site at which

the tip is connected to the double-NW setup. For our calcu-
lation, without loss of generality, we choose to work at the
middle of the NW, j = N/2. We note that the signal coming
from the MBSs can spoil the desired current contribution
coming from the bulk. Therefore, to avoid this issue, the SP
STM tip should be placed sufficiently far away from the NW
ends such that the contribution from the zero-energy states
(MBSs) is negligible. Next, one can obtain the total Green

function using the following relations:[
Gs

R/A(ω)
]−1 = G−1

0R/A − �s
R/A(ω),

Gs
K (ω) = G0K + Gs

R(ω)�s
K (ω)Gs

A(ω). (20)

The Green function G0K is zero in the rotated Keldysh basis
[76]. Further, we utilize the Green function and the Keldysh
technique, as discussed in Appendices A and B, and obtain the
expression for the current,

Is
DC = e

h̄
Tr

(
τz

∫ ∞

−∞

dω

2π
Re

[
Gs

R(ω)�s
K (ω) + Gs

K (ω)�s
A(ω)

])
.

(21)
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The spin-filtered current, or spin current for short, Ispin is
the difference of the spin-up I+

DC and spin-down I−
DC currents,

where +(−) corresponds to fully spin-polarized SP STM tip
with Ps = 1(−1), see Fig. 6. The stronger the SP STM tip
couples to the substrate, the larger is the spin current Ispin.
The pattern of Ispin, arising as one goes along the line n1–n4

in the topological phase diagram, verifies the sign flip of the
spin component along the magnetic field at the topological
phase transition points as was shown in Figs. 4 and 5. One
can also see from Fig. 6 that the differential conductance of
the spin current dIspin/dV also flips its sign as the system
transitions from trivial to topological phase. In the trivial
phase (n1), the spin current decreases, however, after the first
topological phase transition (n2), the spin current increases as
a function of the voltage bias. Moreover, if we connect the tip
at the end of the NW, the nonzero contribution of the MBS
appears at zero bias, see Fig. 7 in Appendix C. However, for
the STM measurement, all the energy levels below the Fermi
level contribute to the spin current and as a result signals
coming from the MBSs mask the bulk contribution. Therefore,
a clear signature of the sign flip of the bulk spin current and
differential conductance does not emerge in this case, which
emphasizes the importance of probing the bulk properties of
the system sufficiently far away from the NW ends, meaning
at a distance which exceeds the localization length of the
MBSs. Replacing the SP STM tip with a normal STM tip
allows us to compute the charge current and corresponding
differential conductance as shown in Fig. 8 in Appendix D.
As expected from our previous results shown in Figs. 4 and
5, no sign flip appears in the charge current and correspond-
ing differential conductance. Moreover, in the experimental
setups, typically the proximity-induced intrawire supercon-
ducting pairing gap (�1) is of the order of 0.1 meV, spin-orbit
interaction strength Eso,1 = 0.12 meV and Eso,1̄ = 0.06 meV.
The interwire superconducting pairing is always smaller than
�1 [26,48,49]; here we consider it to be 0.05 meV. For a g
factor of 10, the magnetic field strength is about 0.3–0.6 T to
obtain a Zeeman energy of the order of 0.1–0.2 meV.

V. CONCLUSIONS

In this work, we studied a double-NW setup proximity
coupled to an s-wave superconductor in the presence of
Rashba SOI and subjected to a magnetic field along the NW.
This setup has a richer phase diagram compared to a single

NW setup because of the competition between three gap
opening mechanisms, namely, the intrawire and the interwire
superconducting pairings as well as the magnetic field. We
analyzed three physical bulk densities of charge, spin, and
intrawire pairing amplitude, which can be experimentally
observed. The latter two flip sign as the system goes from
the trivial to the topological phase. To detect this sign flip ex-
perimentally, we propose to perform transport measurements
with the use of a weakly coupled spin-polarized STM. Using
the Keldysh technique, we demonstrated that the spin cur-
rent through a weakly coupled STM which filters the spin
component along the direction of the applied magnetic field
fully captures the sign flip of the spin due to the topological
phase transition. These findings show that spin-polarized local
transport probes, such as STMs, provide a powerful tool to
detect experimentally topological phase transitions. This type
of bulk measurement constitutes an alternative approach to
detect topological superconductivity that avoids the ambiguity
associated with the zero-bias peak coming from zero-energy
bound states located at the end of the nanowires.
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APPENDIX A: SELF-ENERGY OF THE SP STM TIP

In this Appendix, we compute the retarded, advanced, and
Keldysh part of the on-site self-energy for the SP STM tip that
enters via the tunneling term and is given by [76]

�s, j (t1, t2) = T †(t1)πzg
s(t1 − t2)πzT (t2). (A1)

Here, the Pauli matrix πz acts in Keldysh space. The tunneling
amplitude includes the voltage dependence, T (t ) = t̄ j τzeiτzV t ,
and gs = L†g̃sL, where L is a unitary transformation rotating
the Keldysh basis,

g̃s = 1√
2

[
0 gs

A
gs

R gs
K

]
and L = 1√

2

[
1 −1
1 1

]
. (A2)

We write the Green function for the SP STM tip in the rotated
Keldysh basis as

πzg
s(t1 − t2)πz = πzL

†g̃s(t1 − t2)Lπz =
∫

dω

2π
e−iω′(t1−t2 ) 1

2

(
1 1
1 −1

)(
0 gs

A(ω′)
gs

R(ω′) (1 − 2 fω′ )
[
gs

R(ω′) − gs
A(ω′)

])(
1 1
1 −1

)
.

(A3)

Therefore, the self-energy in Eq. (A1) takes the form

�s, j (t1, t2) = i �s, j
∫ ∞

−∞

dω′

2π
e−iω′(t1−t2 )e−iτzV t11eiτzV t2

(
2 fω′ − 1 −2 fω′

2 − 2 fω′ 2 fω′ − 1

)
, (A4)
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where, for convenience, we use the notation �s, j = �t̄ (1 − Psσz )(1 − τz ) with �t̄ = πν(0)|t̄ j |2/4. The Fourier transform of the
self-energy is given by

�s, j
nm (ω) = 1

2π

∫ +∞

−∞

∫ +∞

−∞
dt1 dt2 ei(ω+nV )t1 e−i(ω+mV )t2�s(t1, t2)

= �s, j

4π2

∫ +∞

−∞

∫ +∞

−∞
dt1 dt2 ei(ω+nV )t1 e−i(ω+mV )t2

∫ +∞

−∞
dω′e−i(ω′+τzV )(t1−t2 )

(
2 fω′ − 1 −2 fω′

2 − 2 fω′ 2 fω′ − 1

)

= i �s, j
∫

dω′δ(ω + nV − ω′ − τzV )δ(ω + mV − ω′ − τzV )

(
2 fω′ − 1 −2 fω′

2 − 2 fω′ 2 fω′ − 1

)

= i �s, j

⎡
⎢⎣

δn,mX (ω + nV − V ) 0 0 0
0 δn,mX (ω + nV − V ) 0 0
0 0 δn,mX (ω + nV + V ) 0
0 0 0 δn,mX (ω + nV + V )

⎤
⎥⎦,

where

X (ω) =
(

2 fω − 1 −2 fω
2 − 2 fω 2 fω − 1

)
=

(
X ++ X +−
X −+ X −−

)
. (A5)

For stationary currents, we consider n = m = 0. Further, we calculate the retarded, advanced, and Keldysh part of X as

XA = X ++ + X −+ = 1,

XR = X ++ + X +− = −1,

XK = X ++ + X −− = −2 tanh

(
βω

2

)
. (A6)

Therefore, the final form of retarded, advanced, and Keldysh parts of the self-energy reads as

�
s, j
R/A(ω) = ∓i�s, j, �

s, j
K (ω) = −2i�s, j

⎡
⎢⎢⎣

tanh β(ω−V )
2 0 0 0

0 tanh β(ω−V )
2 0 0

0 0 tanh β(ω+V )
2 0

0 0 0 tanh β(ω+V )
2

⎤
⎥⎥⎦. (A7)

The total retarded or advanced self-energy has diagonal form with [�s
R/A(ω)] j j = �

s, j
R/A(ω) and the only nonzero component

arises at the site at which the SP STM tip is connected to the double-NW setup.

APPENDIX B: SPIN CURRENT CALCULATION

We use the Keldysh formalism to calculate the spin current. We introduce the counting field η such that the Keldysh
partition function has the form Z = Tr[exp(−βH0)S(∞, η)], where S(∞, η) = Tc exp[−i

∫ ∞
−∞ dtHT (t, η)] with HT (t̄, η) =∑

k �
†
kT (t )πzeiπzτzη(t )�η j (t ), where Tc is the time-ordering operator along the Keldysh contour c. The spin current is

defined as

〈Is(t )〉 =
[

i e

h̄Z0

∂Z[η(t )]

∂η(t )

]
η=0

, (B1)

where H0 = H + Hl with H [Hl ] defined in Eq. (4) [Eq. (14)] and Z0 = Tr[exp(βH0)]. First, we calculate the partition function
as follows

Z = Tr
[
e−βH0 Tce−i

∫ β

0 dtHT
]
, (B2)

where HT (t ) = ∑
k �

†
kT (t )�η j (t )+ H.c. Second, we expand the exponential in Z in the tunneling Hamiltonian and use

HT (t1)HT (t2) = 2 Tc

∑
k,k′

�
†
η j (t1)T †(t1)�k (t1)�†

k′ (t2)T (t2)�η j (t2), (B3)
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where �k (t1)�†
k′ (t2) = 〈Tc[�k (t1)� ′

k (t2)]〉 = iδk,k′gs(t1 − t2). Therefore, the partition function takes the form

Z =
〈
e−βH0 Tc exp

(
−i

∫ β

0
dt1dt2 �

†
η j (t1)T †(t1)gs(t1 − t2)T (t2)�η j (t2)

)〉
H

. (B4)

In the Keldysh-Nambu space, we introduce a coupling field η such that T (t ) → T (t )πzeiπzτzη(t ). Therefore, utilizing the definition
of the self-energy of the SP STM tip given in Eq. (A1), the partition function becomes

Z[η]

Z0
= TrKeldysh-Nambu〈〈· · · 〉Hl 〉H

= TrKeldysh-Nambu

〈
Tc exp

[
−i

∫
c

dt1dt2�̂
†
η j (t1)

(
eiπzτzη(t1 )�̂s(t1, t2)e−iπzτzη(t2 )

)
�̂η j (t2)

]〉
H

. (B5)

Next, we calculate the derivative of the partition function with respect to the counting field η. We also make use of 〈S(∞)〉Hl =
Tc exp [−i

∫ ∞
−∞ dt1dt2�

†
η j (t1)�s(t1 − t2)�η j (t2)] and keep in mind that “Tr” is the trace in the Keldysh-Nambu space. Finally,

taking the η = 0 limit, we arrive at the following expression:

〈Is(t )〉 = e

h̄
Tr

[
τzπz

∫ ∞

−∞
dt ′[G(t, t ′)�s(t ′, t ) − �s(t, t ′)G(t ′, t )]

]
, (B6)

where G(t, t ′) = −i〈Tc[�η j (t ) �
†
η j (t

′)〈S(∞)〉Hl ]〉H
is the Green function of the full system including the STM and the double-

NW setup. We now rotate the Keldysh space such that

G̃ = L G L−1 and �̃ = L � L−1 ⇒ G = L−1 G̃ L and �̂ = L−1 �̃ L (B7)

with

G̃ = 1√
2

[
0 GA

GR GK

]
and �̃s = 1√

2

[
�s

K �s
R

�s
A 0

]
. (B8)

As a result, we arrive at

Tr[πzG(t, t ′)�s(t ′, t )] = TrπzL
−1G̃(t, t ′)LL−1 �̃s(t ′, t ) L] = Tr[πzL

−1G̃(t, t ′)�̃s(t ′, t ) L ]

= GR(t, t ′)�s
K (t ′, t ) + GK (t, t ′)�s

A(t ′, t ). (B9)

Similarly, we calculate

Tr[πz�
s(t, t ′)G(t ′, t )] = �s

R(t, t ′)GK (t ′, t ) + �s
K (t, t ′)GA(t ′, t ). (B10)

Therefore, the spin current from Eq. (B6) takes the form

〈Is(t )〉 = e

h̄
Tr

(
τz

∫ ∞

−∞
dt ′[GR(t, t ′)�s

K (t ′, t ) + GK (t, t ′)�s
A(t ′, t ) − �s

R(t, t ′)GK (t ′, t ) − �s
K (t, t ′)GA(t ′, t )

])
. (B11)

Further, the current can be obtained in terms of frequency. To achieve this, we introduce the following double Fourier
transformation

G(t, t ′) =
∞∑

n,m=−∞

∫
F

dω

2π
e−iωnt+iωmt ′

Gnm(ω) , (B12)

where ωn = ω + nV and the integral is performed over a finite domain F = [0,V ]. For the case of a spin-polarized STM,
Gnm(ω) = δnmG(ωn) and �s

nm(ω) = δnm�s(ωn). Also
∑

n

∫
F

dω
2π

f (ωn) = ∫ ∞
−∞

dω
2π

f (ω). Therefore,

〈Is(ω1)〉 = 2πδ(ω1)
e

h̄
Tr

(
τz

∫ ∞

−∞

dω

2π

[
GR(ω)�s

K (ω) + GK (ω)�s
A(ω) − �s

R(ω)GK (ω) − �s
K (ω)GA(ω)

])
. (B13)

The DC current is defined as 〈Is(ω1)〉 = 2πδ(ω1)IDC
s . Hence,

IDC
s = e

h̄
Tr

(
τz

∫ ∞

−∞

dω

2π

[
GR(ω)�s

K (ω) + GK (ω)�s
A(ω) − �s

R(ω)GK (ω) − �s
K (ω)GA(ω)

])

= e

h̄
Tr

(
τz

∫ ∞

−∞

dω

2π
Re

[
GR(ω)�s

K (ω) + GK (ω)�s
A(ω)

])
. (B14)
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FIG. 7. The same as in Fig. 6 but the STM tip is connected at the end of the NW, i.e., at site j = 5. The spin current [(a)–(d)] and
differential conductance [(e)–(h)] show the nonzero contribution of the MBS around zero bias. The sign flip feature is missing as the MBS
signal completely masks the bulk contribution responsible for it. We also note that the quantization of zero bias peak is missing because of the
finite temperature.

In this work, we use Eq. (B14) to calculate the spin current
numerically.

APPENDIX C: SPIN CURRENT FROM MBSs

In this Appendix, we consider the case where the SP STM
tip is connected to the end of the NW such that the MBS
also contributes to the current in the topological phases. We
note that we cannot rely anymore on the spin flip predictions
obtained in the momentum space assuming translation invari-
ance. In such a configuration, the boundary effects begin to
play an important role. The boundary spin that builds up at

the NW ends as well as the MBSs prevent us from accessing
the bulk properties of the band. Therefore, the sign flip feature
is not captured (see Fig. 7).

APPENDIX D: CHARGE CURRENT

In this Appendix, we consider the case when, instead of an
SP STM tip, we weakly connect a normal STM tip. The nu-
merical analysis is the same as that performed from Eqs. (14)–
(21), however, for the normal STM tip, the density of states is
written as ν(ξ ) = (1 − τz )ν0/2 with ν0 = ∑

k δ(ξ − ξk ) and

FIG. 8. Plots of charge differential conductance when the normal STM tip is connected in the middle of the NW at the j = N/2 [(a)–(d)]
and at the end of the NW, i.e., at site j = 5 [(e)–(h)]. The charge differential conductance show the nonzero contribution of the MBS around
zero bias. The sign flip feature is missing in both cases, confirming the result shown in Figs. 4 and 5. All other parameters are the same as in
Fig. 6.
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thus the Icharge takes the form written in Eq. (21) of the
main text. We note that the charge current and differential
conductance do not flip the sign along the line from point
n1–n4 (see Fig. 8), which also confirms the result discussed in

the main text and shown in Figs. 4 and 5. Furthermore, when
we connect the tip to the end of the NW, the boundary effects
dominate the contributions in the charge current and again the
sign flip is absent.
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