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Summary

P roteins embedded into or attached to the cellular membrane perform crucial
biological functions. Despite such importance, they remain among the most

challenging targets of structural biology. Dedicated methods for membrane protein
structure determination have been devised since decades, however with only partial
success if compared to soluble proteins.

One of these methods is 2D electron crystallography, in which the proteins are pe-
riodically arranged into a lipid bilayer. Using transmission electron microscopy to
acquire projection images of samples containing such 2D crystals, which are em-
bedded into a thin vitreous ice layer for radiation protection (cryo-EM), computer
algorithms can be used to generate a 3D reconstruction of the protein. Unfortu-
nately, in nearly every case, the 2D crystals are not flat and ordered enough to
yield high-resolution reconstructions. Single particle analysis, on the other hand, is
a technique that aligns projections of proteins isolated in solution in order to obtain
a 3D reconstruction with a high success rate in terms of high resolution structures.

In this thesis, we couple 2D crystal data processing with single particle analysis
algorithms in order to perform a local correction of crystal distortions. We show
that this approach not only allows reconstructions of much higher resolution than
expected from the diffraction patterns obtained, but also reveals the existence of
conformational heterogeneity within the 2D crystals. This structural variability can
be linked to protein function, providing novel mechanistic insights and an explana-
tion for why 2D crystals do not diffract to high resolution, in general. We present
the computational methods that enable this hybrid approach, as well as other tools
that aid several steps of cryo-EM data processing, from storage to postprocessing.
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1. Introduction

I n this chapter, an introduction to techniques for determining the 3D structures
of proteins is provided, with an emphasis on membrane proteins. The principles

of transmission electron microscopy and its different modalities are also covered.
Finally, we explain the challenges of the 2D electron crystallography technique and
other computational bottlenecks addressed in this thesis.
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1 INTRODUCTION

1.1. Protein structure

The cell is the basic unit of life. All living organisms consist of one or more cells.
Eukaryotic cells feature a nucleus that contains the genetic information of the or-
ganism, while prokaryotic cells do not have such a nucleus, and carry the genome
directly in their cytoplasm. While prokaryotic cells are always unicellular organisms,
i.e. bacteria and archaea, eukaryotic cells form more complex organisms that can
be uni- or multicellular, such as protozoa, algae, fungi, plants and animals. Func-
tions and processes that are vital to a cell such as replication, catalysis of chemical
reactions, biochemical signaling, transporting of molecules and defense are carried
out by specialized macromolecules called proteins.

The genetic code of an organism is stored in a deoxyribonucleic acid (DNA) molecule,
which is formed by a sequence of four nucleotides: adenine (A), thymine (T), cytosine
(C) and guanine (G). Segments of the DNA are used as templates for synthesizing
another type of polymer, the ribonucleic acid (RNA), which is a sequence of the
following four nucleotides: adenine (A), uracil (U), cytosine (C) and guanine (G).
There is a direct relationship between DNA and RNA sequences, hence the name of
this process is transcription [Alberts 2015].

In a subsequent process, triplets of RNA nucleotides, termed codons, encode for an
aminoacid, which are the building blocks of proteins. The conversion from a se-
quence of codons into a sequence of aminoacids is called translation. Aminoacids
are composed by an amine (-NH2) and a carboxylic acid (-COOH) group, plus a
side-chain. There are twenty standard aminoacids with unique side-chains: alanine
(Ala/A), arginine (Arg/R), asparagine (Asn/N), aspartic acid (Asp/D), cysteine
(Cys/C), glutamic acid (Glu/E), glutamine (Gln/Q), glycine (Gly/G), histidine
(His/H), isoleucine (Ile/I), leucine (Leu/L), lysine (Lys/K), methionine (Met/M),
phenylalanine (Phe/F), proline (Pro/P), serine (Ser/S), threonine (Thr/T), trypto-
phan (Trp/W), tyrosine (Tyr/Y) and valine (Val/V).

A portion of DNA that encodes for a specific protein sequence is known as a gene.
While the transcription from DNA to RNA is a 1:1 mapping between nucleotides
and therefore a reversible process, the translation from RNA to protein sequence
necessarily implies a loss of information, meaning that it is not possible to unam-
biguously determine the RNA sequence that originated a given protein sequence.
This directional flow of information is known as the “central dogma of molecular
biology” [Crick 1970].

While the three-dimensional (3D) shape of a protein is in principle dictated by
its aminoacid sequence, it is not yet possible to accurately predict the folding of
a protein based on sequence information alone1. Furthermore, the folding of a

1For an account on recent advances in protein structure prediction using machine learning
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1.1 Protein structure

protein is also affected by multiple environmental factors and by the interaction
with other molecules, such that specific claims on their structures ultimately require
experimental evidence. The scientific field of structural biology is concerned with
determining the 3D structures of proteins and nucleic acids as accurately as possible,
and, more importantly, how these structures explain protein function at the atomic
and molecular level [Branden & Tooze 1999]. This knowledge allows for a precise
description of biological processes on physical and chemical grounds, enabling us to
make predictions and interventions, such as the design of drugs targeting diseases
caused by a malfunctioning protein, or by an external threat to the cells, like viruses,
for example.

The dimension of a protein and its components is usually measured in Å units (1Å
= 1× 10−10 m)2, and its mass in Da units (1 Da = 1.660 538 92× 10−27 kg). Protein
structures can be broken down into the following hierarchical levels, in increasing
order of complexity:

1. The primary structure of a protein is simply the sequence in which the
aminoacids appear in the polypeptide chain. Protein sequences are read from
the N- terminal (positively charged) of the first aminoacid to the C- terminal
(negatively charged) of the last aminoacid. In this context, the aminoacids
can also be referred to as residues.

2. The secondary structure consists of how the protein chain folds into spe-
cific motifs in 3D. The two most common secondary structure elements found
in proteins are α-helices and β-sheets. These structural patterns arise from
energetically favorable interactions between adjacent aminoacids in 3D. While
the position of α-helices can be observed at a resolution of ∼7Å, its helical
pitch can only be observed at ∼4Å resolution or better, and β-sheet observa-
tion requires a resolution of at least ∼5Å. Secondary structure elements are
usually connected by loops of residues.

3. The tertiary structure is the specific conformation assumed by a folded pro-
tein chain in 3D. It is described by the coordinates of all atoms of all residues in
the protein. Side-chains for all aminoacids can be unambiguously assigned at
a resolution of ∼3Å, but truly resolving separated atomic positions requires a
resolution of at least 1.2Å. Structures resolved at a resolution of ∼2Å are said
to be of “near-atomic” resolution, although these terms have been used some-
what liberally across the structural biology field [Wlodawer & Dauter 2017].
The tertiary structure is further subdivided into protein domains, which are

techniques, please see the blog post by Mohammed AlQuraishi [WWW Document], n.d.
URL https://moalquraishi.wordpress.com/2018/12/09/alphafold-casp13-what-just-happened/

(accessed 22.2.2019)
2The radius of a hydrogen atom is approximately 0.5Å.
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1 INTRODUCTION

independent and functional parts of the aminoacid sequence that can fold and
exist on their own [Alberts 2015]. Domains are connected to each other by
loops and/or secondary structure elements.

4. The quaternary structure is the assembly of multiple protein chains (i.e.
tertiary structures) into a multimer, or a macromolecular complex. This pro-
cess is also called oligomerization. Multimers formed by identical polypep-
tide chains are homomers, while distinct chains assembled together form an
heteromer. As the name suggests, multimers are formed by two or more
monomers, which in functional terms are also referred to as subunits. The
spatial arrangement between subunits in a macromolecular complex will de-
pend on residue hydrophobicity, electrostatic charges and mechanical forces,
among other effects [Branden & Tooze 1999]. In many cases, the quaternary
structure of a protein is symmetric in 3D space.

Because genetic codes are evolutionarily related [Branden & Tooze 1999], similar
protein sequences may be found across widely different organisms. The high corre-
lation between sequence identity and 3D structure similarity [Chothia & Lesk 1986]
implies that determining the structure of a protein from one organism may provide
insights for the mechanism of the same or similar protein in other organisms as well.
This is why model organisms such as E. Coli (prokaryote) or C. Elegans and S.
cerevisiae (eukaryotes) greatly simplify the endeavour of molecular and structural
biology [Alberts 2015].

1.1.1. Membrane proteins

The contents of a cell are separated from the surrounding environment by a mem-
brane. This membrane is mainly composed of phospholipids. The amphiphilic nature
of phospholipids makes them spontaneously assemble into a lipid bilayer. That is,
the water-insoluble end of the phospholipids (the “tails”) face the inner side of the
bilayer, while the water-soluble end (the “head”) face the aqueous environments on
both sides of the membrane. Such lipid bilayers act as a container and protector
to the cell, and are impermeable to water, ions and other molecules. A cell needs,
however, to be able to fetch nutrients from its environment, excrete the wastes of
energy production, and communicate with other cells. Such tasks are performed
by membrane proteins. They are different from soluble proteins in that they have
large portions of exposed surface that is insoluble. Proteins that have domains fully
or partially embedded into the lipid bilayer are called integral membrane proteins,
while proteins that are only attached or bound to the lipid bilayer are denominated
peripheral membrane proteins. Cellular organelles and vesicles are also spatially
delimited by a lipid mono- or bilayer [Alberts 2015].

4



1.2 Techniques for structure determination

Some of the most important membrane proteins are “gatekeepers” like ion and water
channels, substrate importers and exporters like ATP-binding cassette (ABC) trans-
porters, signal detectors like G protein-coupled receptors (GPCR), and energy con-
verters such as ATP synthases [Branden & Tooze 1999, Alberts 2015]. As membrane
proteins act as mediators between the internal and external environments of the cell
in many ways, they are important targets for drug development [Goldie et al. 2014].
Surprisingly, though, very little is known about the structure of membrane proteins
in comparison to soluble proteins. Out of the 151,364 protein structures deposited
at the Protein Data Bank (PDB)3, only 2,741 correspond to structures of membrane
proteins (as of 28.4.2019), despite them accounting for ∼25% of all genes [Stansfeld
et al. 2015]. The number narrows further down when considering that, out of those,
only 890 correspond to unique structures, i.e., not accounting for different confor-
mations or substrate-binding states of the same protein. The difficulty in handling
membrane proteins arises from the hydrophobic nature of their domains, meaning
they are not stable in solution [Abeyrathne et al. 2012]. Nevertheless, technological
advances in structural determination methods, introduced in the next section, are
enabling a steady growth in the number of membrane protein structures available
[White 2009], as shown in Fig. 1.1.

1.2. Techniques for structure determination

The shortest wavelength of visible light is of about 0.2 µm, meaning that cells, which
range in size from ∼1 µm–100 µm (1 µm = 1× 10−6 m), can be visualized by con-
ventional light microscopy [Alberts 2015]. Protein dimensions are much smaller,
however, in the range of ∼1 nm–1000 nm (1 nm = 1× 10−9 m). Furthermore, the
structural details of proteins describing the spatial arrangement of atoms is one order
of magnitude smaller (1Å = 1× 10−10 m). Therefore, special physical techniques
are required to retrieve high-resolution information on the structure of proteins. We
will introduce in the next sections the three main techniques for high-resolution pro-
tein structure determination: X-ray crystallography, nuclear magnetic resonance,
and transmission electron microscopy. In all cases, it is assumed that the pro-
tein of interest has been expressed and purified in suitable amounts [Branden &
Tooze 1999, Alberts 2015].

1.2.1. X-ray crystallography

X-ray crystallography, or X-ray diffraction (XRD), is the oldest and most widely
used structural biology technique. A special type of particle accelerator, called a
synchrotron light source, consists of an electron beam accelerated and injected into

3https://www.ebi.ac.uk/pdbe
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1 INTRODUCTION

Figure 1.1: Number of membrane protein structures determined per year.
As of 28.4.2019, there were 2,741 membrane protein structures deposited
in the PDB, with only 890 of those corresponding to unique structures.
Source: Stephen White Lab at UC Irvine, https://blanco.biomol.uci.
edu/mpstruc/. Please see [White 2009] for more details.

a storage ring, where it is kept circulating close to the speed of light in high vac-
uum. The deflection of the electron beam by electromagnetic coils produces X-rays,
which are photons with a wavelength range of ∼0.01 nm–10 nm. Specifically, for
biological macromolecular crystallography, wavelengths in the range of ∼0.5Å–2Å
are typically used. Tangent to the storage ring are beamlines where the X-rays are
harnessed for imaging and diffraction experiments. In the case of macromolecular
crystallography, diffraction patterns of protein crystals are recorded at multiple ori-
entations and merged in 3D. Because the crystals contain multiple copies of the
protein of interest arranged in a highly periodical manner, the diffraction patterns
detected consist of regularly spaced peaks or diffraction spots. The repetitive unit
in a crystal is called the unit cell, which in turn contains one or more copies of
the asymmetric unit related by symmetry operations. These peaks correspond to
the intensities of the Fourier transform (FT) of the unit cell. The nature of X-

6
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1.2 Techniques for structure determination

ray diffraction implies that the phase information of the Fourier transform is not
recorded, and has to be estimated by other methods such as molecular replacement
(when the structure of a similar protein is already known) or anomalous scattering
experiments in order to obtain an electron density map of the structure in real space
[Branden & Tooze 1999].

It was from an X-ray diffraction pattern that James Watson and Francis Crick, based
on the work of Rosalind Franklin, inferred the double-stranded helical structure of
the DNA [Watson & Crick 1953]. A few years later, the first protein structures,
myoglobin [Kendrew et al. 1960] and hemoglobin [Perutz et al. 1960], were deter-
mined. However only in 1985 the first high-resolution structure of a membrane
protein was obtained [Deisenhofer et al. 1985]. There is no limitation to XRD in
terms of molecular size or mass, in principle. The main bottleneck of the technique,
however, is the very nature of the sample: growing 3D crystals of proteins is difficult
in most cases [Branden & Tooze 1999], and even more so for membrane proteins,
although dedicated crystallization methods have been devised for them [Landau &
Rosenbusch 1996]. Many biochemical conditions have to be screened for crystalliza-
tion, and often special constructs of the protein chains have to be made, involving
mutation, insertion or deletion of residues, such that resulting structures are often
unlikely to represent physiological conditions found in nature. Despite these lim-
itations, 83.7% of all structures deposited in the PDB were determined by XRD
(126,694 structures as of 29.4.2019)4.

1.2.2. Nuclear magnetic resonance

A technique that does not require crystals for structure determination is nuclear
magnetic resonance (NMR) spectroscopy. Briefly, this method exploits the fact
that certain atomic nuclei, such as that of hydrogen, have a non-zero magnetic
spin. Therefore, in the presence of a strong constant magnetic field, the spins of
these atoms will all be aligned. Upon perturbation of the field by radiofrequency
(RF) pulses of electromagnetic radiation, the nuclei of these atoms will be excited.
When shifting back to the aligned state, they emit radiation that can be detected
and quantified. The intensity and frequency of the radiation will depend on the
environment around each hydrogen nucleus [Alberts 2015]. Using prior knowledge
about the protein sequence and biophysical parameters, computational methods
can analyze the NMR spectra and derive pairwise distance relationships between
atomic nuclei, and consequently reveal an ensemble of structures that agree with
the experimental data [Branden & Tooze 1999].

While crystallization is not a requirement, the fact that NMR is usually performed
4https://www.rcsb.org/stats/summary

7
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1 INTRODUCTION

in solution also poses a challenge for studying membrane proteins. Nevertheless, it
has been successfully used to solve the structure of membrane proteins giving the
membrane environment can be approximated by the use of lipid micelles or nanodiscs
[Liang & Tamm 2016]. The main limitation of NMR as a structural determination
tool is that the method is restricted to small proteins only, typically smaller than
20 kDa [Alberts 2015]. In the range where it is applicable, it is a powerful tool
for investigating protein structure and dynamics, accounting for 7.3% of all the
structures currently deposited in the PDB (11,050 structures as of 29.4.2019).

1.2.3. Transmission electron microscopy

The transmission electron microscope (TEM) was invented by Ernst Ruska and
Max Knoll in 1933. Electrons accelerated at 300 kV have a wavelength of ∼0.02Å,
much shorter than that of visible light (∼0.2 µm) or X-rays (∼0.01 nm). The TEM
exploits this fact to generate images of a thin sample at very high magnification,
allowing even atoms to be visible under special conditions [Williams & Carter 2009].
In his visionary lecture There’s plenty of room at the bottom, Richard Feynman
recognized that being able to look at things at such a small scale with the TEM would
revolutionize fields as diverse as nanotechnology, computer science, and molecular
biology [Feynman 1960].

Briefly, electrons emitted by an electron gun, such as a tungsten or LaB6 filament in
the simplest machines, are focused by electromagnetic lenses (coils) into a coherent
beam that is transmitted through a thin sample in vacuum. Upon interaction with
the sample, a phase shift of the electron wave front occurs. Assuming the sam-
ple is thin and light enough to be considered a phase contrast object and ignoring
dynamic scattering effects, the difference in phase between incident electrons gener-
ates contrast in the image plane. This image corresponds to the integrated Coulomb
potential across the sample. Details about TEM construction, operation and the-
ory can be found in the excellent books by [Reimer & Kohl 2008] and [Williams &
Carter 2009]. In this thesis we will cover only the most important aspects from the
point of view of image processing for structural biology. More extensive information
about 3D electron microscopy of biological specimens can also be found in the book
by Joachim Frank [Frank 2006].

Contrast Transfer Function

Perhaps the most striking and non-intuitive characteristics of TEM images is the
modulation by a contrast transfer function (CTF) in Fourier space, and its equivalent
point spread function (PSF) in real space. The CTF arises from constructive and de-

8



1.2 Techniques for structure determination

structive interference patterns between scattered and unscattered electrons incident
on the image plane. The precise form of this modulation depends mainly on the defo-
cus at which the image is recorded and the acceleration voltage [Wade 1992, Mindell
& Grigorieff 2003]. If defocus varies in different directions, the image is said to be
astigmatic. The implication is that different spatial frequencies are transferred to
the image with a resolution-dependent amplitude modulation and phase reversal.
At the exact frequencies where the phase reversal occurs, the amplitude modulation
is zero, meaning the information at these resolution bands is lost. In Fourier space,
this behavior is clearly visualized as a pattern of concentric rings, or ellipses in the
presence of astigmatism [Thon 1966]. On top of the oscillatory behavior of the CTF,
imperfections in the optical system of the microscope, vibrations and other effects
cause an amplitude decay towards the higher resolutions, i.e. an envelope function.
An example of the CTF and PSF effects is illustrated in Fig. 1.2 for a synthetic im-
age. In contrast to diffraction methods, TEM imaging records both amplitude and
phase information. Because of the CTF, however, a direct interpretation of the im-
age is not possible. In order to obtain a meaningful image or reconstruction, it is first
necessary to flip the phases of the frequencies where contrast is reversed, and ideally
also correct for the amplitude modulation by a Wiener-like filter [Penczek 2010c].
Still, the information at the zero-crossings of the CTF is permanently lost, and can
only be restored by averaging multiple images taken at different defoci values (i.e.
where the zero-crossings appear at different frequencies).

Cryo-Electron Microscopy

Soft matter such as proteins and nucleic acids are highly sensitive to radiation dam-
age by the electron beam [Baker & Rubinstein 2010]. Furthermore, the vacuum
inside the electron microscope column is a harsh environment to the sample, which
must be kept hydrated. Simply freezing the sample destroys the structural details
due to the formation of ice crystals. A breakthrough in overcoming these challenges
for high-resolution structural analysis was obtained by the group of Jacques Dubo-
chet, which found a way to freeze the samples so rapidly that the formation of ice
crystals is avoided, embedding the sample into a thin layer of vitreous water instead
[Adrian et al. 1984]. The sample is flash-frozen by plunging it into liquid ethane, and
subsequently kept cooled by liquid nitrogen (colder than −160 ◦C) to maintain its
vitreous state. This method significantly decreases beam-induced radiation damage
to the sample. Because the sample is kept at cryogenic temperatures, a range of
electron microscopy techniques that make use of this type of sample conditioning
are commonly referred to as cryo-electron microscopy, or simply cryo-EM.
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Figure 1.2: The contrast transfer function and its correction. The top-left
panel shows a simulated image of 512×512 pixels that is zero everywhere,
except the central pixel which has a value of 1.0. Following the arrows,
the FT of the image is multiplied by a CTF modulation curve (here
shown in 1D for convenience), in this example corresponding to a defo-
cus of −0.5 µm, spherical aberration Cs = 2.7 mm, amplitude contrast
of 0.07 and a B-factor of 80 Å2 representing an envelope function [Min-
dell & Grigorieff 2003]. The resulting image in real space (top middle
panel) displays reversed contrast and signal delocalisation represented
by circular fringes. The modulated image is then corrected in Fourier
space by phase-flipping, with the resulting real space image shown in the
top-right panel. While the central peak is partially restored, the image
still contain fringes related to the lack of amplitude correction, the lim-
ited signal sampling, and the irreversible signal loss at the zeros of the
CTF.
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Direct Electron Detectors

Even with the cryogenic protection described above, biological samples still suffer
considerable radiation damage in the TEM. In order to keep this damage to a mini-
mum, regions of the sample are exposed to very low electron doses for image record-
ing. The low dose implies that cryo-TEM images have a very low signal-to-noise
(SNR) ratio. For decades, photographic film was used to record electron micro-
graphs. This meant that micrographs had to be developed and digitized (scanned)
in order to be analyzed by computer programs, in a very time consuming process.
Digital detectors such as charge-coupled devices (CCD) which came into use at the
turn of the century [Downing & Hendrickson 1999] offered easier data logistics and
the possibility to automate data collection. The drawback of such detectors was
that the need to convert electrons into photons by means of a scintillator introduced
distortions and reduced the detective quantum efficiency (DQE) of the detector. For
this reason, photographic film was still preferred for high-resolution structural anal-
ysis for many years after [Zhang et al. 2010], despite the convenience of digital data
acquisition offered by CCD cameras. The scenario changed with the introduction
of direct electron detectors (DED) [Milazzo et al. 2011]. As the name indicates, this
type of camera is capable of detecting when an electron hits a pixel of the sensor
without the need of converting them to photons, which significantly increases the
DQE [McMullan et al. 2016].

Not only the DEDs offer images with a better SNR: as they are capable of acquir-
ing images at a high frame rate, they opened up the possibility to record movies
instead of static images. Based on this hardware feature, computational methods
were developed that correct for beam-induced motion, which was one of the main
resolution-limiting factors for the technique [Brilot et al. 2012]. In short, these
algorithms align (globally or locally) the frames of a movie, in order to generate
an aligned average that contains much more high-resolution information than the
simple, unaligned average [Brilot et al. 2012, Li et al. 2013a, Zheng et al. 2017]. Be-
sides that, as radiation damage increases with the accumulated exposure, recording
movies allows the dose to be fractionated along the consecutive frames. Based on
this, dose-weighting filters were developed, which essentially allow only the initial
frames, when the protein is still relatively undamaged, to contribute to the high-
resolution frequencies [Grant & Grigorieff 2015, Scheres 2014, Zivanov et al. 2019].

3D Reconstruction

In the weak phase object approximation, TEM images are 2D projections of the 3D
object [Williams & Carter 2009, Frank 2006]. The central section theorem states
that the Fourier transform of a 2D projection is a central slice through the FT of
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the 3D object [De Rosier & Klug 1968]. This fact is exploited to obtain 3D recon-
structions of proteins and other objects of interest. Given the relative orientations
of the projections are known, they can be merged in 3D space and the object can
be reconstructed by Fourier inversion [Penczek 2010a]. This is typically performed
in an expectation-maximization iterative procedure, where an improved knowledge
about the alignment parameters of the individual images leads to a better 3D re-
construction and vice-versa, until convergence.

Cryo-EM is actually an umbrella term encompassing different techniques that differ
mainly in the nature of the sample conditioning and the geometry of the data col-
lection, while sharing many common concepts and approaches. Currently, electron
microscopy accounts for 1.5% of all the structures currently deposited in the PDB
(2,264 structures as of 29.4.2019) and the number is rapidly increasing. The main
“modalities” of cryo-EM are briefly explained ahead:

• Single particle analysis (SPA) is the mainstream cryo-EM method. It
consists of imaging a sample containing multiple copies of the protein of in-
terest, which are randomly oriented in the vitreous ice layer [Frank 2006].
Picking is the process of detecting and extracting candidate particles from
the micrographs. The goal is then to identify the relative orientation of the
multiple projections acquired in order to obtain a 3D reconstruction [Cheng
et al. 2015b].

In order to analyze large sets of very noisy images, computational approaches
based on statistical pattern recognition methods have been developed. It
is particularly important to avoid overfitting, i.e. mistakenly assuming ran-
dom noise for actual features of the structure [Henderson et al. 2012, Hen-
derson 2013]. In principle, the particles can be aligned and their orientations
assigned by maximizing their similarity to projections of the current 3D volume
[Frank 2006]. This procedure is called projection matching, and a similarity
measure commonly employed is the cross-correlation (CC). This approach is,
however, prone to overfitting if naively implemented.

Multivariate statistical analysis (MSA) methods such as principal component
analysis (PCA) and related approaches have been introduced early in the field
[van Heel & Frank 1981, van Heel et al. 2000]. This type of dimensionality
reduction provides for computational speedup and prevents overfitting by con-
sidering only the most statistically relevant components of the dataset. In
other words, random noise tends to be described by principal components of
small associated eigenvalues which therefore can be left out of the analysis [van
Heel et al. 2016].

More recently, maximum-likelihood [Sigworth 1998, Sigworth et al. 2010] and
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Bayesian [Scheres 2012a] methods were introduced. These methods help pre-
venting overfitting by accounting for alignment errors in a probabilistic man-
ner, and weighting the contribution of each projection at each spatial fre-
quency according to estimates of their spectral SNR. These methods are, how-
ever, computationally expensive, although their implementation in graphics
processing unit (GPU) cards have greatly favored their adoption [Kimanius
et al. 2016].

Other important measures for preventing overfitting, used in conjunction with
the methods above, consist in splitting the dataset into random halves that
are refined independently [Scheres & Chen 2012], at least beyond an imposed
resolution limit [Grigorieff 2016, Grant et al. 2018]. In SPA and other cryo-
EM techniques, resolution is typically assessed by the Fourier shell correlation
(FSC) curve, which indicates how well two reconstructions obtained from ran-
dom halves of the particle set agree with each other as a function of spatial
resolution [Harauz & van Heel 1986]. There is not a consensus, however, on the
threshold at which the FSC should be assessed to derive a single number de-
scribing the resolution of the reconstruction [Rosenthal & Henderson 2003, van
Heel & Schatz 2005], with the best practice being to assess the curve as a whole
[Penczek 2010b].

Proteins are molecular machines, meaning they often undergo conformational
changes in order to perform their functions. In stark contrast to X-ray crystal-
lography, SPA offers the possibility of disentangling multiple structures from
heterogeneous datasets. This is done by unsupervised or semi-supervised
classification approaches, that can be based on MSA [van Heel et al. 2012],
maximum-likelihood [Scheres et al. 2005, Lyumkis et al. 2013], Bayesian [Scheres 2012a]
or stochastic gradient descent (SGD) [Punjani et al. 2017] algorithms. These
methods allow snapshots of protein conformational changes to be resolved from
the same sample, which can arise due to intrinsic structural flexibility or be
related to the interaction with substrates and ligands [Nogales & Scheres 2015].

The introduction of DEDs, together with improvements in instrumentation,
sample preparation and data processing methods, has greatly increased the
popularity of cryo-EM and of SPA in particular [Kühlbrandt 2014], as it opens
up the possibility of determining structures that would not crystallize and
were too large for NMR. Membrane proteins can be studied by SPA in the
presence of detergents [Liao et al. 2013] or inserted into a lipid nanodisc [Gao
et al. 2016]. That is, provided they can be embedded into an environment
resembling the cellular membrane, as in NMR. The main limitation of SPA is
in the molecular weight: too small proteins (typically smaller than 100 kDa)
don’t yield enough signal for alignments, although advances in instrumentation
are relaxing this constraint [Khoshouei et al. 2017]. On the other hand, too big
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structures, such as large viruses, are computationally demanding to resolve and
violate the assumptions commonly made for 3D reconstruction in SPA [Zhang
& Hong Zhou 2011].

• Electron tomography (ET or cryo-ET) is a method for obtaining a 3D
reconstruction of a whole cell, or parts of a cell or tissue. In this technique,
the same area of the sample is exposed to the electron beam while rotating
along an axis at a constant angular step [Baumeister et al. 1999]. As the rel-
ative orientation of the micrographs (or movies) recorded varies only by the
tilt angle, a 3D reconstruction of the area of interest can be readily obtained,
although the actual orientation and alignment should be refined for optimal
results [Mastronarde & Held 2017]. If multiple copies of a structure can be
detected in reconstructed tomograms, they can then be aligned and classified
to generate a higher-resolution map. This process is called subtomogram av-
eraging (STA) and is analogous to SPA, only with 3D maps instead of 2D
projections as input data [Castaño-Díez et al. 2012]. The main limitation of
cryo-ET at present consist in the sample holders, that cannot be tilted be-
yond ∼60◦, generating the so-called missing wedge of information in Fourier
space. Furthermore, tilted images are of much lower quality than the non-
tilted images, because of larger drifts and lower contrast due to the increased
speciment thickness. Still, in cases of exceptionally well-behaved samples and
careful data acquisition, high resolution structures can be obtained by STA
[Schur et al. 2016].

• 2D Electron Crystallography is the oldest of the methods based on TEM
for structural determination, along with the closely related helical reconstruc-
tion method [De Rosier & Klug 1968, Crowther et al. 1970]. This method is
especially suited for solving membrane protein structures, although it can also
be used to study soluble proteins under certain conditions [Schmidt-Krey &
Cheng 2013]. In this technique, many thousands of copies of the protein of
interest is arranged in a bidimensional periodical array, i.e. the 2D crystal. In
the case of membrane proteins, they are typically embedded in a lipid bilayer.
These 2D crystals can either be grown by artificially inducing a self-assembling
process, or naturally occur in the cell membrane [Abeyrathne et al. 2012].

As in XRD, the periodical nature of the 2D crystals is represented by Bragg
spots in Fourier space. By collecting information from many 2D crystals at dif-
ferent orientations, including different tilt angles, and merging their diffraction
spots in the 3D reciprocal space, a reconstruction can be obtained by Fourier
inversion [Stahlberg et al. 2015]. If the TEM is operated in diffraction mode,
only diffraction intensities are recorded, and the phase information has to be
retrieved from somewhere else, as in XRD [Rossmann & Henderson 1982]. If
working in imaging mode, the recorded projections of 2D crystals contain both
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amplitudes and phase information, although at a much lower SNR if compared
to the diffraction mode, and modulated by the CTF. This is the case of interest
discussed in the rest of this work.

This technique was used to reveal the first ever 3D structure of a membrane
protein, bacteriorhodopsin, although initially only at low resolution [Hender-
son & Unwin 1975]. The adoption of cryo-EM to prevent radiation damage
then enabled bacteriorhodopsin and other structures to be solved at high reso-
lution [Henderson et al. 1990, Kühlbrandt et al. 1994, Nogales et al. 1998, Go-
nen et al. 2005].

As in cryo-ET, the mechanical limit in the tilting angle generates a missing
cone of information in reciprocal space, whose effect is to make the struc-
tures appear elongated along the vertical axis, perpendicular to the membrane
plane. This information can be restored to some extent by computational
methods using prior knowledge about the sample [Gipson et al. 2011, Biyani
et al. 2018]. The major limitation that has prevented a widespread adoption of
the technique is, however, the intrinsic disorder of 2D crystals. The structures
mentioned above that have been determined at high resolution represent ex-
ceptional cases where the 2D crystals are flat and ordered nearly to perfection.
The vast majority of 2D crystals are not that well behaved, displaying curva-
tures and other imperfections. A key step in ameliorating this problem was
the invention of the unbending algorithm [Henderson et al. 1986]. Briefly, this
algorithm compares the predicted unit cell positions from the detected lattice
based on the diffraction spots, with their real-space positions as detected by
cross-correlation with a reference. This reference may come either from a cen-
tral area of the 2D crystal itself or from a projection of the current 3D volume.
The difference in the positions obtained by the two methods indicate the dis-
placement of the unit cells, that can be computationally corrected by shifting
small patches of the 2D crystal in real space. After convergence, the itera-
tive procedure yields a “perfect”, i.e. non-distorted lattice, that is verified by
sharper diffraction spots in reciprocal space. This approach, combined with
weighting of the indexed spots according to their SNR and iterative refine-
ment of the tilt geometry, allows higher resolution maps to be obtained from
2D electron crystallography. Details of the data processing steps employed
in 2D electron crystallography can be obtained in [Schenk et al. 2010] and
[Arheit et al. 2013]. A major limitation remains, however, in that out-of-plane
distortions of the 2D crystal are not addressed by conventional unbending.
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1.3. Structure and aim of this thesis

The goal of this thesis is to demonstrate whether and how single particle analysis
algorithms can be used to process 2D crystal data. Specifically, we are interested
in showing that aligning particles extracted from 2D crystals against a 3D reference
is equivalent to locally unbending the crystal in 3D, thus addressing out-of-plane
distortions and improving the resolution of the reconstructions.

The introduction of DEDs along with microscope automation tools provoked an
explosion in the amount of data generated and processed by cryo-EM laboratories.
Data compression techniques are therefore desired to minimize the burden of data
transfer and storage. Chapter 2 presents an extension to the MRC file format,
the most widely used in the field of cryo-EM for storing images and volumes, that
addresses this problem. Our extension, MRCZ, natively supports codecs from the
blosc library, leveraging the CPU cache for high performance I/O. While this chapter
is not specifically related to 2D electron crystallography, the Python module created
for MRCZ is used as basis for the computational tools developed in the later chapters.

Along the course of this work, tools for the automation of cryo-EM data process-
ing and curation were developed, along with computational methods for improving
2D electron crystallography reconstructions. These tools have been integrated in
the software package FOCUS and are described in previous publications [Biyani
et al. 2017, Biyani et al. 2018] and doctoral theses [Scherer 2015, Biyani 2017].
Chapter 3 builds on previous studies on the correction of 2D crystal distortions
[Scherer et al. 2014] to present a new module in the FOCUS package, which allows
the user to export a 2D crystallography project for processing with state-of-the-art
SPA programs. We show that, by using the new FOCUS module to export patches of
the 2D crystals to a modified version of the FREALIGN package [Grigorieff 2016], it
is possible to obtain map of the MloK1 potassium channel at higher resolution than
by conventional electron crystallography, from the same dataset [Kowal et al. 2018].
More interestingly, though, is the finding of heterogeneous conformations of MloK1
within the 2D crystals, something that can only be achieved by 3D classification in
SPA.

Chapter 4 further expands on the concepts of single particle 2D electron crystallog-
raphy, providing more methodological details and practical advice for users. The
data processing approach devised should be applicable independent of the specific
software package adopted, although with some differences in how they are used and
the results interpreted.

In Chapter 5 we present an application of the methods presented in the previous
chapters on a challenging biological case. We used the hybrid single particle/2D
crystal approach to solve the structure of focal adhesion kinase (FAK), a small
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membrane-attached protein. As with MloK1, the use of SPA algorithms significantly
improves resolution compared to the crystallographic case, and reveals distinct crys-
talline arrangements within the highly mosaic 2D crystals.

Finally, Chapter 6 concludes with a summary of the work presented in each chapter,
with a discussion on their advances, limitations, implications and possible directions
of future work.
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2. MRCZ – A file format for cryo-TEM data with fast
compression

W e present in this chapter an extension to the MRC file format, called MRCZ,
which natively supports fast compression algorithms. MRCZ addresses the

rapid increase in the amount of data generated by direct electron detectors in the
field of cryo-EM. The C and Python I/O libraries developed for MRCZ also support
the computational tools presented in the later chapters.

Contribution: implementation of features for MRCZ file handling in Python and
benchmarking scripts.
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2 MRCZ – A FILE FORMAT FOR CRYO-TEM DATA WITH FAST
COMPRESSION

Abstract

The introduction of fast CMOS detectors is moving the field of transmission electron
microscopy into the computer science field of big data. Automated data pipelines
control the instrument and initial processing steps which imposes more onerous
data transfer and archiving requirements. Here we conduct a technical demonstra-
tion whereby storage and read/write times are improved 10× at a dose rate of 1
e−/pix/frame for data from a Gatan K2 direct-detection device by combination
of integer decimation and lossless compression. The example project is hosted at
github.com/em-MRCZ and released under the BSD license.

2.1. Introduction

The introduction of CMOS-based direct electron detectors for transmission electron
microscopy greatly improved the duty cycle to nearly 100% compared to traditional
slow-scan CCD detectors. The high duty-cycle allows for nearly continuous read-
out, such that dose fractionation has become ubiquitous as a means to record many-
frame micrograph stacks in-place of traditional 2D images. The addition of a time-
dimension, plus the large pixel counts of CMOS detectors, greatly increases both
archival and data transfer requirements and associated costs to a laboratory. Many
laboratories have a 1 Gbit/s Ethernet connection from their microscope to their
computing center, which implies a data transfer rate of around 60–90 MB/s under
typical conditions. If the microscope is run with automated data collection, such as
SerialEM [Mastronarde 2005], then the so-called ‘movie’ may be 5–20 GB and may
be saved every few minutes, or even faster. In such a case, it may not be possible
to transfer the data fast enough to keep up with collection. Costs for storing data
on spinning (hard disk) storage, for example through the use of Google Cloud5, is
typically US$100–200/TB/year. A cryo-TEM laboratory producing 200 TB of data
per year is potentially faced with an annual data storage cost on the same order of
magnitude as a post-doctoral fellow salary.

One approach whereby considerable archival savings may be realized is by deci-
mation of the data from floating-point format to integer-format. Nominally, the
analog-to-digital converted signal from the detector is typically output as an inte-
ger. Due to data processing requirements, it is often necessary to convert the integer
data to 32-bit floating point format. The most common initial step that results in
decimal data is the application of a gain reference, where the bias of the detector
white values is removed. In-addition, conversion to floating-point is often inevitable
due to operations such as sub-pixel shifting in drift correction [Li et al. 2013a, Li

5Google Cloud Storage Pricing | Cloud Storage Documentation [WWW Document], n.d. Google
Cloud Platform. URL https://cloud.google.com/storage/pricing (accessed 3.11.17)

22

http://github.com/em-MRCZ
https://cloud.google.com/storage/pricing
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et al. 2013b, Grant & Grigorieff 2015, McLeod et al. 2017b, Zheng et al. 2017], or
image filtration. If instead the micrographs are stored as 8-bit integers, with the gain
reference (and potentially other operations) stored in meta-data, then a 4× reduc-
tion in storage and transfer requirements is realized. In this case, the gain reference
and other bias corrections must be performed at the computing center, rather than
using the software provided by the direct electron detector vendor. Since vendor
gain normalization techniques are often proprietary and secret, there is a need for
open-source equivalent solutions [Afanasyev et al. 2015].

Further improvements in data reduction can be realized by modern high-speed loss-
less compression codes. Lossless compression methods operate on the basis of re-
peated patterns in the data. Nominally, purely-random numbers are incompressible.
However counting electron data is Poisson distributed, such that its range of pixel
histogram covers on only a limited range of values. In such a regime substantial com-
pression ratios may be achieved. Therefore due to the repetition of intensity values,
integer-format data can be compressed much more efficiently than gain-normalized
floating-point data. Generally when comparing compression algorithms one is inter-
ested in the compression rate (in units of megabytes/s) and the compression ratio
(in percent). Modern compression codecs such as Z-standard6 or LZ47 are designed
for efficient multi-threaded operation on modern, parallel CPUs and can compress
on the order of 1–2 GB/s/core, such that the time for read/write/transfer plus com-
pression operations is greatly faster than when operating on uncompressed data.

We demonstrate here combining decimation to 8-bit integer with lossless compres-
sion. We utilize an extension of the venerable MRC format8 [Cheng et al. 2015a],
where meta-compression is implemented which implies the combination of lossless
compression and lossless filtering to improve compressibility as well as execution
with efficient blocked and multi-threaded processing. We propose using common se-
rialization tools to embed metadata in the MRC2014 extended header, and compare
JSON9 and Message Pack10.

6facebook/zstd [WWW Document], n.d. GitHub. URL https://github.com/facebook/zstd (ac-
cessed 3.13.17).

7lz4/lz4 [WWW Document], n.d. GitHub. URL https://github.com/lz4/lz4 (accessed 3.13.17).
8MRC/CCP4 file format for images and volume [WWW Document]. n.d. CCP-EM, URL http:

//www.ccpem.ac.uk/mrc_format/mrc_format.php (accessed 7.27.17).
9Standard ECMA-404 [WWW Document], n.d. URL http://www.ecma-international.org/

publications/standards/Ecma-404.htm (accessed 3.11.17).
10MessagePack: It’s like JSON. but fast and small. [WWW Document], n.d. URL http://msgpack.

org/index.html (accessed 3.11.17).
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2 MRCZ – A FILE FORMAT FOR CRYO-TEM DATA WITH FAST
COMPRESSION

2.2. The MRCZ format

The MRC format was introduced by [Crowther et al. 1996] as an extension of the
CCP4 format. It features a 1024-byte metadata header, followed by binary image
data with provisions for 3-dimensions. The supported data types are byte (int8),
short (int16), or single-precision floating-point (float32). The simplicity of the MRC
format, and its ease of implementation, is a likely reason contributing to its pop-
ularity. However, the MRC format suffers from some drawbacks. There is no one
standard format for MRC, in-spite of many efforts to define one [Cheng et al. 2015a].
Furthermore, it cannot compress the data, so it is inefficient from an archival and
transmission/distributed computing perspective.

An alternative public domain archival format for electron microscopy is HDF5. How-
ever, HDF5 is a “heavyweight” library consisting of ∼350,000 lines of code and 150-
pages of specification11, which makes integration in existing projects difficult. HDF5
has previously demonstrated compression filters including blosc and an additional
LZ4-based filter funded by Dectris (Baden, CH)12.

Here we introduce an evolution of the MRC format, MRCZ, with additional func-
tionalities that have become needed in the era of ‘Big Data’ in electron microscopy.
We provide sample libraries for MRCZ in C/99 and also Python 2.7/3.5, as well
as a command-line utility that may be used to compress/decompress MRC files so
that legacy software can read the output. To facilitate the introduction of MRCZ
into other software packages, we have kept the implementations as small as possible
(currently c-mrcz is <1000 lines of code).

The MRCZ library package leverages an open-source, meta-compression library,
blosc (blocking, shuffle, compression), principally written by Francesc Alted13 and
Valentin Haenel [Haenel 2014]. Blosc combines multi-threaded compression (cur-
rently six different codecs are available) with blocking, such that each operation fits
in CPU cache (typically optimized to level 2 cache), and filter operations (namely
shuffle and bitshuffle). In testing on cryo-TEM data blosc achieved >10 GB/s com-
pression rates on a modern CPU, and furthermore achieves superior compression
ratios to codecs such as LZW [Welch 1984] implemented in TIFF. The performance
gain is sufficient such that loading a compressed image stack from disk and applying
post-processing gain normalization and outlier pixel filtering to it is faster than load-
ing an uncompressed but pre-processed floating-point result. The Python version

11HDF5 File Format Specification Version 3.0 [WWW Document], n.d. URL https://support.

hdfgroup.org/HDF5/doc/H5.format.html (accessed 1.3.17).
12Nexus Format/HDF5-External-Filter-Plugins [WWW Document], n.d. URL https://github.

com/nexusformat/HDF5-External-Filter-Plugins (accessed 13.9.17).
13Alted, K. 2014. Blosc, an extremely fast, multi-threaded, meta-compressor library [WWW Doc-

ument]. Blosc Main Page. URL http://www.blosc.org/index.html (accessed 3.13.17).
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of the library also supports asynchronous file writing and reading, where the file is
read or written in a background thread, freeing the interpreter for other tasks.

Here results for three compressors are compared for operation on cryo-EM data.
Other codecs were tested, including the new Lizard codec (released in March 2017),
but not found to have performance advantages for the test data:

1. lz4 is the fastest compressor, with the worst compression ratio, making it ideal
for live situations where distributing the data from a master computer is the
priority.

2. zStandard (zstd): achieves the highest compression ratio and has the fastest
decompression, making it the best choice for archiving. On the lowest com-
pression level it maintains good compression rates.

3. Zlib is a very common library that has been accelerated by blosc. Zlib provides
a valuable baseline for comparison, although blosc compression rate with zlib
exceeds that of tools such as pigz.

2.2.1. Blocked compression

Roughly around 2005, further increases in CPU clock-frequencies were slowed due to
heat generation limitations. Further performance improvements where then realized
by packing parallel arithmetic and logic cores per chip. Most common compression
algorithms were designed before the era of parallel processing.

Operations in image processing are often relatively simple and executed on the full-
frame consisting of many million elements. With the larger number of cores available
on modern CPU, often program execution rate is limited not by processing power
but the amount of memory bandwidth available to feed data to the cores. Typically
fetching data from random-access memory (RAM) is an order of magnitude slower
than the cache found on the CPU die. Therefore if the data can be cut into blocks
that fit into the lower-level caches large speed improvements are often observed.
Parallel algorithms can be made to work efficiently in the case where a computa-
tional task can be cut into blocks, and each block can be dispatched to an individ-
ual core, and run through an algorithm to completion, as illustrated in Fig. 2.1a.
Parallel algorithms should also avoid branching instructions (e.g. conditional if
statements), as modern processors request instructions from memory in-advance,
and a wrong guess can leave the process idle waiting for memory. For example,
zStandard also makes use an of a faster and more effective method for evaluating
entropy, known as Asymmetric Numeral System (ANS), than classic compression
algorithms. ANS significantly improves compression ratio in data with large degrees
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of randomness [Duda 2013, Duda et al. 2015].

Figure 2.1: MRC compression and decompression with blosc. (a) Each MRC
volume is chunked, such that each z-axis slice is compressed separately.
Then in blosc each chunk is further sliced into blocks, which are then
dispatched to individual CPU cores for compression. Decompression
works in reverse. (b) Normally pixel values are stored in memory con-
tiguously (top row). With bit-shuffling (on little endian systems) the
most significant bits (7 index) are stored adjacently, and similarly for
the least-significant bits (0 index). This improves compressibility and as
a result both compression ratio and compression rate are improved.

In blocking strategies, data is conceptually separated into chunks and blocks, with
chunks being senior to blocks. In the MRCZ format, each chunk is a single image
frame (∼16 million pixels for 4 k detectors, or ∼64 million for 8 k), and each chunk
is broken into numerous blocks, with a default block size of 1 MB. Such a block
size provides a balanced trade-off between compression rate and the ratio between
compressed and uncompressed data. For image stacks, the highest compression ratio
would likely be in the time-axis, but this is the least convenient axis for chunking,
as it would make retrieving individual frames or slices of frames impossible.
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2.2.2. Bit-decimation by shuffling

Direct electron detectors may be operated in counting mode whereby the ratio of
dose rate to detector cycle rate is low enough that two electrons landing in the same
pixel on a rapidly cycling detector is statistically rare. The order of magnitude of the
usable dose rate before mis-counting is on the order of magnitude of 1e−/pix/frame
per 100 Hz cycle rate of the detector. Typically drift correction is performed on the
time scale of a second, so for the K2 Summit (Gatan, Pleasanton, CA) operating at
400 Hz the expected dose per pixel in an integrated frame is ∼1–8. This implies that
even a single byte (uint8 ) to store each pixel is too large of a data container, as it
can hold data values up to 255. David Mastronarde implemented in SerialEM and
IMOD [Mastronarde 2005] a new data type for MRC that incorporates a decimation
step where each pixel is packed into 4-bits, leading to maximum per-pixel values
of 16 before clipping occurs, thereby providing an effective compression ratio of
2.0 compared to uint8. The disadvantage of 4-bit packed data is that it is not a
hardware data type, such that two pixels are actually packed into an 8-bit integer.
Whenever the data is loaded into memory for processing, it must be unpacked with
bit-shifting operations, which is computationally not free. There is also the risk of
intensity-value clipping.

Blosc optionally makes use of a filter step, of which there are two currently imple-
mented, shuffle and bitshuffle. Shuffle re-arranges each pixel by its most significant
byte to least, whereas bitshuffle performs the same task on a bit-level, illustrated in
Fig. 2.1b. The shuffle-style filters are highly efficient when the underlying data has a
narrow histogram, such that the most-significant digit in a pixel has more common-
ality with other pixels’ most significant digit than its own least-significant digit. For
example, if an image saved as uint8 type contains mostly zeros in its most significant
digits, they will be bit-shuffled into a long-series of zeros, which is trivially compress-
ible. As such, bitshuffle effectively performs optimized data decimation without any
risk of clipping values. Shuffling is also effective for floating-point compression, as
the sign bit and the exponent are compressible whereas the mantissa usually does
not contain repeated values and therefore it is not especially compressible. The
mantissa can be made more compressible by rounding to some significant bits, for
example the nearest 0.001 of an electron, but this generates round-off error.

2.2.3. Benchmarks

Benchmarks for synthetic random Poisson data were conducted for images covering
a range of electron dose levels consisting of [0.1, 0.25, 0.5, 1.0, 1.5, 2.0, 4.0] electron
counts/pixel. The free parameters examined consist of: compression codec, block
size, threads, and compression level were all evaluated. Here the term ‘compression
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level’ refers to the degree of computing effort the algorithm will use to achieve higher
compression ratios. The machine specification for benchmark results is as follows:

Two Intel R© Xeon R© E5-2680 v3 CPUs operating with Hyperthreading R© and Turboboost R©:

• No. of physical cores: 2× 12

• Average clock rate: 2.9 GHz (spec: 2.4 GHz)

• L1 cache size: 32 kB per core

• L2 cache size: 256 kB per core

• L3 cache size: 30,720 kB per processor

The size of the L2 cache generally has a large impact on the compression rate as
a function of the blocksize used by blosc. For file I/O the RAID0 hard drive used
was benchmarked to have a read/write rate of ×300 MB/s, which is comparable to
parallel-file systems in general use in cluster environments.

Example benchmarks on cryo-TEM image stacks are shown in Table 2.1 for a variety
of blosc libraries as well as external compression tools. Uint4 refers to the SerialEM
practice of interlaced packing of two pixels into a single-byte. JPEG2000 and uint4
were not multi-threaded; all other operations used 48 threads. Pigz, lbzip2 and pxz
are command-line utilities and hence include a read and write. Indicated times are
averages over 20 read/writes. To achieve repeatable result, the disk was flushed
between each operation, with the Linux command:

echo 3 | sudo tee /proc/sys/vm/drop_caches

The gains in compression ratio by using more expensive algorithm such as Burrows-
Wheeler (bzip2) or LZMA2 (xz) are quite minimal with cryo-TEM data, likely due
to the high degree of underlying randomness (or entropy). Lbzip2 is the clear winner
among command-line compression tools, as it still is faster than reading or writing
uncompressed data and achieves the second-best compression ratio. Blosc acceler-
ates the read/write by a factor of 3–6x over that of the uncompressed data.

Figures for benchmark results are shown in Fig. 2.2. Best compression ratio as a
function of dose rate is shown in Fig. 2.2a. An important consequence of compressing
Poisson-like data is that compression ratios increase substantially with sparseness.
I.e. compressed size scales sub-linearly with decreasing dose fractions. For exam-
ple, a cryo-tomography projection of 10 frames of 4 k × 4 k data recorded at a
dose rate of would have a compressed size of 13 MB, compared to 670 MB for its
uncompressed, gain-normalized image stack. Such compression therefore enables
finer-dose fractionation for advanced drift correction algorithms without imposing
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Table 2.1: Comparison of read/write times for 60 × 3838 × 3710 cryo-TEM image
stacks.

Codec/data
type/compres-
sion
level

Com-
pressed

Size (MB)

Com-
pressed
Ratio

Compression-
Write Time

(s)

Decompression-
Read Time

(s)

None/int8 854 1.00 3.40 3.21
uint4 427 0.50 2.14 6.05
blosc-lz4/int8/9 340 0.40 0.50 0.96
blosc-zstd/int8/1 320 0.37 0.76 1.10
blosc-zstd//int8/5 319 0.37 0.86 1.09
JPEG2000/uint8 317 0.37 106.8 N/A
pigz/int8/1 367 0.43 0.86 4.74
lbzip2/int8/9 314 0.37 3.17 2.23
pxz/int8/6 305 0.36 47.5 31.8

onerous storage requirements. (See Fig. 2.3)

With regards to compression level, shown in Fig. 2.2b, which is a reflection on the
effort level of the compressor, generally zlib saturates at 4–5, whereas zstd saturates
at 2–3, and lz4 sees little disadvantage to running at its highest compression level.
Good compromises for processing are compression level 1 for zstd and zlib and for
archiving 3 for zstd and 5 for zlib. Lz4 can operate with compression levels of
9 for real-time applications but it is not as suitable for archiving due to the lower
compression ratios. The bitshuffle filter is important in this situation and contributes
heavily to the quickest compression level of 1 being the best compromise between
rate and ratio for zstd, in that it uses a priori knowledge about the structure of the
pixel values to pre-align the data into its most compressible order.

In blosc the scaling with threads is roughly 1/0.7Nthreads for Nthreads ≥ 2, up to the
number of physical cores. When hyper-threading is enabled an oversubscription of
approximately Nthreads ≈ 1.5Ncores gives the highest absolute compression rate.

Cache sizes are important in that they impose thresholds on data sizes, shown in
Fig. 2.1d. Blosc chops the data into blocks, and MRCZ cuts a volume into single
z-axis slices called chunks. For example a 4 k × 4 k image chunk may be cut into
64 separate 256 kB blocks. If the block size fits into the L2 cache (≤256 kB) then
compression rate advantage is expected, and this is evident. However, testing on
simulated Poisson data shows that larger blocks (which result in larger dictionaries
in the compression algorithm) achieve a higher compression ratio. Similarly for
chunking, if the chunk size is less than the L3 cache (≤30 MB) then only one
memory call is sufficient for the entire chunk.
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Figure 2.2: Performance for various compression codecs found in blosc.
(a) The dependence of compression ratio varies strongly with the dose.
Here zstd has the best compression ratio. (b) The dependence of the
compression level on the compression ratio is mild, such that for zstd
and zlib typically 1 is used. (c) Scaling on the compression rate with the
number of parallel computing threads employed. The machine used has
2×12 physical cores, indicated with the dashed line. The area to the right
of the dashed line indicates the region in which Intel Hyperthreading R©
is active. (d) Dependence of the compression ratio and rate on the
blocksize used, which is the most critical parameter examined. Typically
a blocksize scaled to fit into L2 cache (256 kB) is optimal for speed, but
the compression ratio benefits from a larger blocksize (≥512 kB).
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Figure 2.3: Performance evaluation of different serialization methods for
meta-data paired with compression. (a) Read and write times for
the profiled serialization methods on a sample of 25 MB of JSON-like
text metadata data, when used with and without blosc compression. (b)
Size on disk of the metadata.
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The optimal block size for compression ratio is expected to be when each block holds
one significant bit each. So for 4 k × 4 k × 8-bit images the ideal block size would
be 16/8 = 2 MB, whereas the saturation in compression ratio actually appears at
1 MB.

2.2.4. Enabling electron counting in remote computers with image compression

Direct electron detectors can generate data at very high rates that are difficult to
continuously write to storage. Some versions of the K2, such as the In-Situ (IS)
model, permit access to the full data rate of at 3838 × 3710 × 400 Hz × uint8,
or 5.3 GB/s. Such systems require a large quantity of random-access memory to
record the data in bursts. The K2 Summit commonly used in cryo-TEM counts
at 400 Hz through the use of Field-Gate Programmable Arrays (FPGA) but the
maximum rate available to the user is 40 Hz, in large part due to the data rate.
This is unfortunate as it does not permit experimentation with alternative subpixel
detection algorithms that might better localize the impact of the primary electron
in the detector layer.

However the multi-threaded meta-compression discussed above may be able to alle-
viate the data flow problem. A master node could, using zstd (or failing that, lz4 )
as a compression codec, compress the raw data from a K2 IS on-the-fly and dispatch
it to worker computers for counting, thus enabling counting without a FPGA or
similar hardware counting solution. The compression ratio achievable would depend
heavily on thresholding of low intensity values but could be in the range of 50:1.

2.3. Extended metadata in MRCZ

File formats require complex, nested metadata to be encoded into a stream of bytes.
The conversion of metadata to bytes is called serialization. In order to achieve a
high level of portability in the future for the metadata, we advise use of a well-
established serialization standard. Here two serialization standards are compared,
JSON (JavaScript Object Notation), which is the most ubiquitous serialization
method in the world, and Message Pack (msgpack.org and pypi.python.org/pypi/msgpack-
python), a binary serialization tool with a similar language structure to JSON. Li-
braries are available for both for many different programming languages, with the
exception of Matlab and Fortran for Message Pack. Here two high-speed JSON
encoders available for C and Python are profiled, RapidJSON (rapidjson.org and
pypi.python.org/pypi/pyrapidjson) and UltraJSON (github.com/esnme/ujson4c and
pypi.python.org/pypi/ujson).

The three serialization methods were tested on a sample of 25 MB of complicated
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2.4 Conclusion

JSON data. All three methods produce more-or-less similar results in terms of
read/write times to disk, as shown in Fig. 2.2a. Compression does not speed nor
slow read/write times, except for Message Pack read rates. Lz4 reduces the data
size on disk to roughly one-half, and zstd to roughly one-third, of the uncompressed
size. Message Pack was tested with Unicode-encoding enabled to make it equivalent
to the JSON encoders, which slows its read/write time by ∼20%.

2.4. Conclusion

The introduction of fast, large-pixel count direct electron detectors has moved the
field of electron microscopy inside the domain of “Big Data” in terms of data pro-
cessing and storage requirements. Here an extension of the MRC file format is
demonstrated that permits on-the-fly data compression to lessen both transmission
and storage requirements, using the meta-compression library blosc. Blosc is well
suited as a library for Big Data purposes because it does not explicitly endorse any
particular algorithm and intends to support new compression methods as they are
developed. Development of a blosc2 standard, with additional features, is currently
underway. Major new expected features include principally: first, a super-chunk
header, that records the position of individual image chunks in the file, and second,
buffered output so the file can be written to disk as it is compressed, lessening mem-
ory consumption. Also blosc is especially targeted towards high-speed compression
codecs. With high-speed compression using the zStandard codec, file input-output
rates are accelerated and archival storage requirements are reduced.

With the use of compression, sparse data can be compressed to very high ratios.
Hence, data can be recorded in smaller dose fractions with a less-than-linear in-
crease in data size. For very small dose fraction applications, such as cryo-electron
tomography, electron crystallography, or software electron counting schemes, com-
pression can reduce data transmission and storage requirements by 10–50x.
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An extended version of this article is available as a preprint on bioRxiv [McLeod
et al. 2017a].
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3. Retrieving High-Resolution Information from Disordered
2D Crystals by Single Particle Cryo-EM

I n this publication, we demonstrate that single particle analysis algorithms can
be used to process data from disordered 2D crystals. This allows achieving

resolutions much higher than would be expected from the diffraction spots observed
in the power spectra of the 2D crystal images. Furthermore, the approach reveals
that conformational heterogeneity is a factor of disorder in 2D crystals, and can be
sorted out by means of 3D classification.

Contribution: implementation of a module in FOCUS for exporting 2D crystal
data to SPA software packages, modification of FREALIGN to include alignment
restraints and auto-refinement, data processing, model fitting and results analysis.
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3 RETRIEVING HIGH-RESOLUTION INFORMATION FROM DISORDERED
2D CRYSTALS BY SINGLE PARTICLE CRYO-EM

Abstract

Electron crystallography can reveal the structure of membrane proteins within 2D
crystals under close-to-native conditions. High-resolution structural information can
only be reached if crystals are perfectly flat and highly ordered. In practice, such
crystals are difficult to obtain. Available image unbending algorithms correct for
disorder, but only perform well on images of non-tilted, flat crystals, while out-of-
plane distortions are not addressed. Here, we present an approach that employs
single-particle refinement procedures to locally unbend crystals in 3D. With this
method, density maps of the MloK1 potassium channel with a resolution of 4 Å
were obtained from images of 2D crystals that do not diffract beyond 10 Å. Fur-
thermore, 3D classification allowed multiple structures to be resolved, revealing a
series of MloK1 conformations within a single 2D crystal. This conformational het-
erogeneity explains the poor diffraction observed and is related to channel function.
The approach is implemented in the FOCUS package.

3.1. Introduction

Electron crystallography of native two-dimensional (2D) crystals of bacteriorhodopsin
allowed the determination of the first 3D model of a membrane protein in 1975 [Hen-
derson & Unwin 1975]. Since then, considerable effort has been invested in grow-
ing 2D crystals of purified membrane proteins from protein-lipid-detergent mix-
tures, leading to several high-resolution structures [Henderson et al. 1990, Gonen
et al. 2005, Nogales et al. 1998, Kühlbrandt et al. 1994]. However, in most cases,
grown 2D crystals only diffracted to lower resolution [Abeyrathne et al. 2012]. Elec-
tron crystallography also requires collecting image data from tilted samples, which
is technically difficult and limited in the reachable tilt angle, causing the so-called
“missing cone” problem in Fourier space [Stahlberg et al. 2015]. Furthermore, im-
ages acquired from tilted samples are of lower quality when compared to images
of non-tilted samples, because the increased effective specimen thickness also in-
creases the number of inelastic electron scattering events and reduces the image
contrast [Biyani et al. 2018]. These effects combined limit the resolution along the
vertical z-direction, which may make reconstructions appear vertically smeared-out
in real space.

Recently, the resolution revolution [Kühlbrandt 2014] in cryo-electron microscopy
(cryo-EM), triggered by the development of direct electron detectors (DED) [McMul-
lan et al. 2016] and better image processing software, allowed determining the atomic
structures of isolated membrane protein particles in detergent or amphipols [Liao
et al. 2013], or lipid nanodiscs [Gao et al. 2016]. In particular, DEDs deliver images
at much improved signal-to-noise ratios (SNR) and allow series of dose-fractionated
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images (movies) to be recorded from the same region, which can be computation-
ally corrected for image drift and merged. Single Particle Analysis (SPA) is now a
widespread method capable of determining high-resolution protein structures rou-
tinely.

Nevertheless, the capability to analyze the structure of membrane proteins in 2D
crystals is important, when (i) such crystals occur naturally in the cell membrane, (ii)
the lipid bilayer influences membrane protein function, or (iii) the protein of interest
is too small for conventional SPA and the addition of tags to increase the particle
size would disturb its function. 2D crystals can also help elucidating conformational
changes triggered by ligands [Abeyrathne et al. 2012, Stahlberg et al. 2015]. In
addition, recent advances toward the rational design of scaffolds may provide a
more systematic way to present arbitrary proteins as 2D crystals for structural
studies [Gonen et al. 2015, Suzuki et al. 2016]. The capability to reach highest-
resolution structural data from badly ordered 2D crystals is important.

In electron crystallography, distortions of the 2D crystal lattice in the image plane
can be computationally corrected via an interpolation scheme [van Heel & Hol-
lenberg 1980], correlation averaging [Saxton & Baumeister 1982], or the so-called
lattice “unbending” algorithm [Henderson et al. 1986]. However, this unbending is
performed in the 2D projection images only. Three-dimensional (3D) out-of-plane
distortions in the crystals, i.e., curvature or “bumps” in the membrane plane, could
not be corrected. SPA, on the other hand, aligns projections of randomly oriented
isolated particles in 3D space to reconstruct the density map of the underlying pro-
tein structure [Crowther et al. 1970, Frank 2006]. Thus, if the unit cells or patches
of the 2D crystals are treated as “single particles”, SPA offers the framework re-
quired to correct for out-of-plane crystal distortions. This rationale is similar to
that of processing segments extracted from helical filaments [Egelman 2007, He &
Scheres 2016, Sachse et al. 2007]. Previous attempts of “3D unbending” 2D crystal
datasets did not reach higher resolutions than the conventional 2D crystallographic
approach, despite exploiting natural constraints on the orientation of particles ex-
tracted from 2D crystals [Scherer et al. 2014, Kuang et al. 2015]. The lack of DED
data at the time prohibited correction for specimen drift, and the algorithms em-
ployed were suboptimal compared to the modern, probability-based methodology
now used in SPA to account for noisy data while avoiding reference bias [Stewart &
Grigorieff 2004, Scheres 2012b, Scheres 2012a, Lyumkis et al. 2013].

Here, we present a high-resolution application of SPA to electron crystallography
data, using cryo-EM movies of the prokaryotic, cyclic-nucleotide modulated potas-
sium channel MloK1. Previous studies by crystallographic processing on this dataset
led to the structure of MloK1 at 4.5 Å [Kowal et al. 2018]. Each of the four MloK1
monomers forming the pore has a transmembrane domain (TMD), a voltage sensor
domain (VSD), and a soluble cyclic-nucleotide binding domain (CNBD), which lies
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in the intracellular side. The total molecular weight of the tetramer is 160 kDa. Al-
though the 2D crystal images processed did not diffract beyond 10 Å, we improved
the resolution of the MloK1 3D map to 4.0 Å. Furthermore, we identified different
conformations of MloK1 tetramers within the disordered 2D crystals by means of
single- particle classification.

3.2. Results

3.2.1. Software implementation

As an extension to recently developed movie-mode electron crystallography algo-
rithms [Biyani et al. 2018], we implemented a 2D crystal single- particle module
into the FOCUS software package [Biyani et al. 2017] (Fig. 3.1). Electron dose-
fractionated movies of 2D crystals are first corrected for specimen drift and aver-
aged within FOCUS, using external tools[Grant & Grigorieff 2015, Zheng et al. 2017].
Subsequently, microscope defocus, sample tilt geometry, crystal lattice vectors, and
unit cell positions are determined for all movies [Biyani et al. 2018, Gipson et al. 2007].
This can be done in an automated and parallelized manner in FOCUS. Next, the
graphical user interface (GUI) features a new tab called “Particles” in which the
user can perform particle picking, i.e., window patches from the 2D crystal images
(Suppl. Fig. A.1), which are boxed, assembled into a particle stack, and submitted
towards implemented SPA workflows, using RELION [Scheres 2012a] or FREALIGN
[Lyumkis et al. 2013] within FOCUS. If more than one lattice is present in one im-
age, only the strongest lattice is considered for picking. The center of each windowed
patch, here termed “particle”, corresponds to the center of a crystal unit cell located
by the classical unbending algorithm [Henderson et al. 1986, Crowther et al. 1996],
optionally with an additional phase shift applied to translate the center of a protein
to the center of the window (Suppl. Fig. A.2). Only particle positions are consid-
ered, for which the cross-correlation (CC) peaks found by the unbending algorithm
are stronger than a user-definable threshold. Overlap between boxes containing
neighboring particles ensures smooth transitions of the local alignment parameters
across the distorted 2D crystal lattice.

Alongside the particles, a meta-data file is generated containing information for ev-
ery particle, such as the micrograph it came from, its Euler angles converted from
the 2D crystal tilt geometry [Biyani et al. 2018], the picking x,y coordinates, and
the calculated defocus and astigmatism values at the center of the box following
the CTFTILT conventions [Mindell & Grigorieff 2003]. Optionally, an additional
particle stack can be created simultaneously during picking by correcting each par-
ticle box for the local contrast transfer function (CTF) of the electron microscope.
Available CTF correction methods are phase-flipping, CTF multiplication, or an ad
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Figure 3.1: Workflow employed to process 2D crystal data by single-
particle analysis programs. Steps depicted within the dashed box
were previously available in the 2D crystallography mode of FOCUS. A
new GUI (Suppl. Fig. A.1) was implemented to pick particles from the
2D crystals based on the unit cell positions obtained from classical un-
bending. Stacks of individual particles are then exported together with
the associated metadata for processing with established SPA software.
The particles extracted from the 2D crystal in each image are averaged
in FOCUS for quality assessment, and rapid pre-refinement of the map
is done with FREALIGN using these crystal averages as input. For sim-
plicity, slices representing two crystal averages in different orientations
are shown (light blue and light green). Then, the individual particles
are initialized with the pre-refined alignment parameters and provided
to FREALIGN to perform a full refinement to high resolution. These
individual particles might end up having slightly different orientations
than the crystal average, due to distortions in the 2D crystal lattice 39
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hoc Wiener filter. When generated, the CTF-corrected stack can be used to perform
correlation averaging [Saxton & Baumeister 1982] of the 2D crystals, providing im-
mediate feedback on the dataset quality in similar fashion to the 2D class averages
generated in SPA (Suppl. Fig. A.3). Since 2D crystal images present the proteins
densely packed in the images, only a comparatively small number (100–1000) of
2D crystal images is usually needed to produce large particle numbers (100,000 to
1,000,000). Windowed particles for each 2D crystal image can be averaged, and
these fewer image averages can already be used to determine initial 3D models and
pre-refine the alignment parameters that will be propagated to the larger particle
dataset, thereby speeding up the structure determination process (Fig. 3.1).

3.2.2. Processing MloK1 2D crystals

In order to test our approach, we utilized a 2D crystal dataset of the potassium
channel MloK1 in the presence of cAMP that yielded a 4.5 Å resolution map when
processed by classical 2D crystallography [Kowal et al. 2018]. The Fourier transforms
of the images showed Bragg reflections to 10 Å resolution at best, in most cases worse
than 14 Å. Drift-correction of the 346 movies from the previous study was performed
with MotionCor2 [Zheng et al. 2017] in FOCUS [Biyani et al. 2017] and the aligned
averages were used for further processing. The defocus at the center of the image,
tilt geometry and lattice determined previously were retained. Out of the 346 crystal
images, 76 were discarded, as they were associated with a second lattice in the same
image. The image data from secondary lattices can be treated independently in
classical 2D crystallography, but in SPA processing these would lead to exaggerated
resolution estimates due to overlap between particles picked from different lattices in
the same image, i.e., it would effectively introduce duplicated particles in the dataset.
This can occur for example if two 2D crystals happen to be on top of each other
on the support film, or if the periodical structure under study has a 3D component,
such as a microtubule or vesicle, which becomes flattened during grid preparation
[Stahlberg et al. 2015]. Using the new GUI, a total of 231,688 unique particles
with a box size of 320 × 320 pixels were windowed from the remaining 270 unique
images, which had a pixel size of 1.3 Å on the sample level (Suppl. Fig. A.2). In the
non-tilted views, each "particle" was roughly comprised of nine MloK1 tetramers.
Because the unit cell of the processed MloK1 2D crystals had p4212 space-group
symmetry that contains a screw axis [Kowal et al. 2018], we applied a phase origin
shift of half a unit cell (180◦) in the direction of the first lattice vector to the picking
coordinates in order to have one tetramer at the center of each particle box. Phase-
flipped copies of the particle projections were calculated and stored at the same time
as the non-CTF corrected particle projections for the generation of crystal averages
(Suppl. Fig. A.3).
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3.2.3. Consensus refinement

Using a modified version of FREALIGN v9.11 [Lyumkis et al. 2013] (Suppl. Note
1) and the initial tilt geometry obtained in FOCUS, we calculated a 3D reconstruc-
tion at 6.5 Å resolution with C4 symmetry imposed. After pre-refinement using the
270 crystal averages, the global resolution improved to 4.8 Å. Finally, the updated
alignment parameters were propagated from the crystal averages to the 231,688 in-
dividual raw particles, and refined in a single class using a custom auto-refinement
script written for FREALIGN (Suppl. Note 2). The refined map contains nine full
MloK1 tetramers (Fig. 3.2a). For further analysis, the central tetramer was cropped
out of the full reconstruction and postprocessed (Fig. 3.2b) leading to the “con-
sensus” refinement map at a global resolution of 4.0 Å based on the Fourier shell
correlation (FSC) curve [Harauz & van Heel 1986, Rosenthal & Henderson 2003, van
Heel & Schatz 2005] (Fig. 3.2c and Suppl. Fig. A.4). To avoid inflation of the FSC
curve due to the large overlap between neighboring particle boxes, particles extracted
from the same 2D crystal were always assigned to the same half-set throughout the
refinement [He & Scheres 2016]. At this resolution level we could identify densities
for many side chains in the transmembrane domains (TMD), especially the larger
ones, such as phenylalanine and tryptophan and those at the S4–S5 linker (Suppl.
Fig. A.5). This 4.0 Å resolution estimate based on the FSC corresponds to an
isotropically averaged measurement. The map’s resolution is better in the xy mem-
brane plane than it is along the z axis. By calculating the Fourier ring correlation
between the central xy slices (z = 0) of the unmasked half-maps we estimate res-
olution to be slightly better than 4.0 Å in this plane, whereas in the orthogonal
xz plane (y = 0), which is identical to the yz plane due to the imposed symme-
try, the estimated resolution is about 4.7 Å considering the FSC 0.143 threshold
[Rosenthal & Henderson 2003] (Suppl. Fig. A.4f). These two orthogonal resolution
estimates are consistent with the observed features of the consensus map. Rigid-
body fitting of our previously published model for MloK1 [Kowal et al. 2018] into
the higher-resolution consensus map revealed a sequence register shift of 1 residue
at the S4–S5 linker, while the X-ray crystallographic model for the TMD [Clayton
et al. 2008] (PDB: 3BEH) was in good agreement with the experimental densities
of our map. This new map allowed refining a full-length atomic model of MloK1,
improving both its geometry and fit-to-density indicators compared to the previous
model (PDB: 6EO1) obtained by classical 2D electron crystallographic processing
[Kowal et al. 2018] (Suppl. Table A.1).

3.2.4. 3D Classification

The local resolution estimates and model B-factors for the consensus map (Suppl.
Fig. A.4a, b) suggested high conformational variability of the CNBDs of the molecules,
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Figure 3.2: The cryo-EM map of full-length MloK1 at 4 Å. The map was ob-
tained from the consensus single-particle refinement of 2D crystal data
in FREALIGN. a) The full refined map containing approximately nine
MloK1 tetramers; total molecular weight over 1 MDa. b) Projection of
the full map along the z axis. The sub-volume used for postprocessing is
indicated (red box). Insets: projections of the central sub-volume orthog-
onal to the xy and xz planes. c) The postprocessed map of the central
tetramer with the refined atomic model fit into the density, viewed from
the extracellular side and parallel to the membrane plane. The pale blue
dashed lines indicate the approximate position of the lipid bilayer. Scale
bars: 50 Å
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inviting for 3D classification of the particles. Because particle images contained more
than one MloK1 tetramer, signal subtraction [Bai et al. 2015] for the densities cor-
responding to the neighboring tetramers was applied (Suppl. Fig. A.6), in order to
be able to perform a 3D classification on the central tetramer alone. This was espe-
cially important for images of tilted samples, where the projections of neighboring
tetramers partially overlap with the projection of the central tetramer, which is our
classification target. We then applied maximum-likelihood 3D classification in FRE-
ALIGN [Lyumkis et al. 2013] to determine conformational variations within the 2D
crystals, while imposing C4 symmetry and keeping the alignment parameters for the
particles constant. Surprisingly, we found that the dataset was quite heterogeneous.
3D classification produced eight 3D classes at resolutions from 4.4 to 5.6 Å (Fig. 3.3
and Suppl. Fig. A.7) that differed conformationally to various degrees (see below
for more details). The 3D classification did not correlate with particle positions in
the 2D crystals, indicating that no bias from defocus or tilt angle affected the classi-
fication (Suppl. Fig. A.8). When employing a localized reconstruction method [Ilca
et al. 2015, Grigorieff 2016] to look for non-symmetric conformations, no significant
deviations from four-fold symmetry were detected.

To obtain more insight, the consensus atomic model was flexibly fit into each map
of the 3D classes using Normal Mode Analysis [Lopéz-Blanco & Chacón 2013] and
then refined in real space [Afonine et al. 2018b]. The resulting models were globally
aligned against the consensus map (Suppl. Fig. A.9), showing root mean square
deviations (RMSD) ranging from 0.379 Å (class 7) to 0.720 Å (class 1) toward
the consensus map. Alignment of the models against the consensus model by the
selectivity filter region only (residues 174–180) produced an ensemble depicting a
continuum of conformations of the CNBDs and the S2–S3 loops (Fig. 3.4), within
which model #1 is the most different from all other models (Suppl. Fig. A.9b) and
in an “extended” conformation, with the CNBD farthest away from the membrane
plane and the TMD. Conversely, model #4 is the most different from model #1
(RMSD of 1.021 Å after global superposition) and is in a “compact” conformation
having the CNBD closest to the membrane plane and the TMD (Fig. 3.4, Suppl.
Fig. A.9). The other five models can be understood as intermediate snapshots along
the trajectory between models #1 and #4.

Ranking the models in our ensemble in descending order of their pairwise RMSD
values (Suppl. Table A.2 and Suppl. Fig. A.9a) allowed us to inspect the largest
conformational changes of MloK1. Along the trajectory from the most compact state
(model #4), to the most extended state (model #1) depicted in Suppl. Movie 1, the
CNBD moves toward the inner pore axis of the channel and simultaneously away
from membrane plane. The C-terminal helix of the CNBDs tilts by about 3 degrees
further from the membrane, while shifting away from the pore axis. The S2–S3 loop
of one monomer closely follows the CNBD β-rolls of the adjacent monomer, which
move toward the symmetry axis. At the same time, helix S4 of the VSD extends
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Figure 3.3: Conformational continuum of MloK1 from 2D crystals. All the
maps were obtained from one 2D crystal dataset using signal subtraction
and 3D classification after consensus refinement. The consensus model
was flexibly fitted and refined into each 3D class. The CNBD is colored
yellow and the TMD is colored blue, while the maps are shown as trans-
parent gray surfaces. The map threshold for each class was calculated
such that all iso-surfaces enclose the same volume. The pale blue dashed
line indicates the approximate position of the lipid bilayer. Conforma-
tional variations among the classes primarily change the height of the
CNBDs in relation to the membrane slab and their tilt in relation to the
TMD and the VSD. C4 symmetry was applied. Scale bar: 25 Å
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Figure 3.4: Conformational ensemble of MloK1 within the 2D crystals. The
consensus model (yellow) and the eight atomic models derived from the
3D classes (gray) are shown superposed. For this visualization, the eight
models in the ensemble were aligned to the selectivity filter of the con-
sensus model (residues 174–180). a One full chain of the MloK1 tetramer
is shown with the different domains indicated; the dashed light-gray box
indicates the area highlighted for panels b and c; b close-up view of the
CNBD part where most conformational changes occur. Models #1 and
#4 are the most different from each other (RMSD 1.021 Å) and are
depicted in green and magenta, respectively. The arrows indicate the
principal directions of conformational variability. Scale bars: 5 Å

toward the intracellular membrane boundary. The next largest conformational dif-
ference appears between the “extended” model #6 and the “compact” model #1
(RMSD: 0.927 Å, Suppl. Table A.2). This trajectory is very similar to that between
models #4 and #1, but in addition the helices S1–S4 of the VSD tilt by about
1 degree in such a way that the S1–S2 loop comes closer to the periplasmic pore
turrets (Suppl. Movie 2). Among the largest conformational changes observed is
a 6-degree helical rotation of the CNBD around the symmetry axis, perpendicular
to the membrane plane, between intermediate models #3 and #5 (RMSD: 0.845 Å,
Suppl. Table A.2), as shown in Suppl. Movie 3. Compared to model #1, the C-
terminal helix in “extended”-like model #3 is rotated by about 4 degrees clockwise
when seen from the CNBD side, while in the “compact” model #5 it is rotated by
about 3 degrees counter-clockwise. A rotation of the selectivity filter by about the
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same magnitude also occurs in this trajectory. Finally, the most extended conform-
ers of our ensemble (models #1 and #3) also have the S6 helix crossing bundle
and the selectivity filter slightly more constricted (<1 Å) than the most compact
ensemble members (models #4, #5, and #6).

3.3. Discussion

Electron crystallography applied to well-ordered 2D crystals has, in the past, deliv-
ered structures of membrane proteins at far better resolutions than achievable by
SPA. However, the resolution revolution in cryo-EM reversed this, so that today the
precision of the physical arrangement of proteins in the 2D crystals is lower than
the resolution achievable by SPA. With the addition of detergents or reconstitution
in lipid nanodiscs, ion channels similar to MloK1 in mass have been consistently
resolved in the resolution range of ∼3.5 Å by SPA recently [Gao et al. 2016, Dang
et al. 2017, Lee & MacKinnon 2017, Li et al. 2017] . Nevertheless, cases exist where
the structure of a membrane protein in the lipid environment provided by a 2D
crystal is important, such as when the crystals occur naturally in the cell mem-
brane, or when a 2D periodic array is artificially designed [Gonen et al. 2015, Suzuki
et al. 2016].

Here, we present a hybrid approach for the analysis of 2D crystal images, combining
2D crystallographic and single particle image processing methods. Even though the
missing cone effect is still present, and images of tilted samples are generally of lower
quality than of non-tilted samples, the application of SPA algorithms to the MloK1
dataset ameliorated the overall resolution by accounting for local variations in the tilt
geometries along the distorted 2D crystals, thus offering a higher diversity of views
for the 3D reconstruction. This documents that the lack of crystal planarity can
become an advantage in SPA. Also, masking the reference map along the iterative
refinement in SPA is akin to projective constrained optimization [Biyani et al. 2018,
Gipson et al. 2011], both methods contributing to reduce the impact of the missing
cone.

Our highest resolution structure, derived from the consensus map (Fig. 3.2), is in
general agreement with our previously published model [Kowal et al. 2018]. The
overall resolution of the map improved from 4.5 to 4.0 Å using our single- particle
approach. The main bottlenecks to resolution by this method are presumably the
lack of side views due to the tilting limitations, and the inherent lower quality of the
high tilt images. Also, in this particular MloK1 dataset the pixel size at the sample
level was relatively large (1.3 Å), which means the data was collected at a range of
the K2 Summit’s camera detective quantum efficiency that is suboptimal from the
perspective of the SNR [McMullan et al. 2016]. However, we here show that the
previously determined structure was an average of several coexisting conformations.

46



3.3 Discussion

Consequently, SPA processing enabled the particles within the 2D crystals to be
classified, revealing significant conformational variations. While 2D classification of
unit cells has been explored in the past [Frank et al. 1988, Sherman et al. 1998], our
approach enables the retrieval of distinct 3D classes from within the same 2D crystal
dataset. The eight obtained 3D classes (Fig. 3.3) have a slightly lower resolution
than the consensus map, likely due to the limited number of particles in each class.
The conformational differences observed between the individual 3D classes explain
the low resolution to which the imaged 2D crystals showed diffraction. The analysis
suggests that the CNBDs were only partially occupied with ligands in the cAMP-
saturated crystals. Following Rangl et al. [Rangl et al. 2016], a possible interpreta-
tion is that the extended “up-state” orientation of the CNBDs corresponds to the
cAMP-free orientation, while the compact “down-state” orientation with the CNBDs
approaching the membrane, is the cAMP-bound conformation [Kowal et al. 2018].
Such insights have been obtained previously from lower resolution structures [Kowal
et al. 2014] and high-speed AFM experiments [Rangl et al. 2016]. Our data and the
processing workflow presented here, now provides higher-resolution data that invite
for a more detailed analysis of this hypothesis in 3D models of MloK1.

Variations in CNBD positions are correlated with changes in the transmembrane
regions including the VSD of MloK1, yielding insights into the mechanistic links
between CNBDs and channel modulation. The observed interaction between the
S2–S3 loop of the VSD and the CNBD β-rolls of the adjacent monomer corroborates
the coupling between VSD and CNBD previously hypothesized [Kowal et al. 2018].
In this proposed mechanism, the channel is open and in a compact conformation
when cAMP is bound, and, upon ligand unbinding, the CNBD extends away from
the membrane and closes the channel, accompanied by a tilting of the VSD towards
the extracellular side (Suppl. Movie 2). This suggests that a change in the binding
state of the CNBD is transduced to the selectivity filter via the VSD, possibly
also with help of the N-terminal loop and the S4–S5 linker (Suppl. Movie 1 and
Suppl. Movie 2), rather than directly via the C-linker of S6. Furthermore, we
also observe a helical rotation of the CNBD around the pore axis during the CNBD
extension, which is orchestrated with a rotation of the selectivity filter in the opposite
direction (Suppl. Movie 3). Combined with a constriction of the pore, we suggest
this mechanism to then prevent the passage of K+ ions at the selectivity filter [Kowal
et al. 2018, Tombola et al. 2006, Liu et al. 2015]. While the S6 helix crossing bundle
also constricts slightly during this conformational change, it remains too wide to
block ion conduction.

In summary, we have shown that the SPA approach greatly reduces the need for
perfectly planar, well-ordered 2D crystals. The procedure allows retrieving high-
resolution information from disordered and non-flat 2D crystals, as illustrated by
the 4 Å consensus model presented. Importantly, SPA also allows detecting confor-
mational variations of proteins in the 2D crystals. Classification of the low-resolution
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2D crystal images of the potassium channel MloK1 by SPA resulted in a series of
3D maps with resolutions between 4.4 and 5.6 Å, giving insight into ligand binding
and channel gating. The data processing workflow is available from a GUI in the
FOCUS package.

3.4. Methods

3.4.1. Protein expression, purification, and 2D crystallization

The expression and purification of MloK1, and the growth of 2D crystals in the
presence of cAMP is described in Kowal et al. [Kowal et al. 2014]. For convenience,
the protocol is summarized here: E. coli BL21(DE3) cells with the 6-His-tagged
MloK1 construct were grown at 37 ◦C. Protein expression was then induced with
0.2 mg/ml anhydrotetracycline for 2 h. Cells were sonicated and membrane pro-
teins solubilized with 1.2% n-decyl-β-D-maltopyranosite (Anatrace) in the buffer
containing 295 mM NaCl, 5 mM KCl, 20 mM Tris-HCl pH 8.0, 10% glycerol, 1 mM
phenylmethylsulphonyl, and 0.2 mM cAMP, and incubated for 2.5 h at 4 ◦C. The
MloK1 extract was purified at a Co2+ affinity chromatography column, in the same
buffer as before but with the addition of 0.2% n-decyl-β-D-maltopyranoside and
40/500 mM imidazole (wash/elution). Throughout the purification, 0.2 mM cAMP
(Fluka) was present to maintain the integrity of MloK1. For 2D crystallization,
detergent-solubilized MloK1 sample was subsequently mixed with E. coli polar lipid
extract (Avanti Polar Lipids) at a lipid-to-protein ratio of 0.8–1.0 (w/w) and dia-
lyzed against detergent-free buffer (20 mM KCl, 20 mM Tris-HCl pH 7.6, 1 mM
BaCl2, 1 mM EDTA, 0.2 mM cAMP) for 5–10 days.

3.4.2. Sample preparation

Grids for transmission electron microscopy were prepared as described in Kowal et al.
[Kowal et al. 2018]: 4 µl of the MloK1 2D crystal solution (0.8 mg/ml) were applied
to glow-discharged Quantifoil holey carbon grids (R3.5/1, Cu 400 mesh), which had
been coated with an additional <3-nm-thin amorphous carbon layer. Using an FEI
Vitrobot IV with the environmental chamber set at 90% humidity and 20 ◦C, excess
solution on the grid was blotted for 3.5 s, and the grids were then flash-frozen into
liquid ethane.
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3.4.3. Cryo-EM imaging

The dataset of 346 movies recorded and processed for Kowal et al. [Kowal et al. 2018]
was employed. As reported, the data were collected on an FEI Titan Krios TEM
equipped with a Gatan K2 DED. Total dose: 40 e−/Å2 distributed over 40 movie
frames. Pixel size: 1.3 Å on the sample level (counting mode). Nominal tilt range:
−55◦ to +55◦.

3.4.4. Data processing

Movies were drift-corrected using MotionCor2 [Zheng et al. 2017] via FOCUS [Biyani
et al. 2017]. Micrographs were processed using the FOCUS package until the 3D
merging step, following standard 2D electron crystallography procedures as previ-
ously implemented in the 2dx package [Gipson et al. 2007]. This yielded the defocus,
tilt geometry, lattice, and phase origin information for each micrograph. Using our
newly implemented GUI, particles, i.e., patches of the 2D crystal image centered on
crystal unit cells, were extracted from positions indicated by the cross-correlation
profile of the classical unbending algorithm [Henderson et al. 1986]. Only one lattice
per image was considered, resulting in the exclusion of 76 duplicated images due
to the presence of a second lattice. Unit cells with a cross-correlation (CC) peak
above each micrograph’s average CC peak value were picked, an approach closely
coinciding with the auto-masking procedure for 2D crystals. As the unit cell of the
MloK1 2D crystals had p4212 symmetry [Kowal et al. 2018, Kowal et al. 2014, Chiu
et al. 2007], a shift of 180 degrees along the first lattice vector was applied to the
phase origin (the crystallographic unit cell) to position a MloK1 tetramer at the
center of the particle box and allow the imposition of C4 symmetry in the single-
particle refinement steps. The box size was of 320 square pixels roughly comprising
nine MloK1 tetramers in the non-tilted views. Individual particle images were CTF-
corrected by phase flipping and averaged on a per-crystal basis using new scripts
in FOCUS. The particle export script also ensures that particles picked from the
same 2D crystal stay in the same half-set in order to prevent inflated resolution
estimations based on the FSC because of the overlap between neighboring particle
boxes [He & Scheres 2016].

3.4.5. Consensus refinement

Pre-refinement using the crystal averages was performed using a custom auto-refinement
script based on FREALIGN version 9.11 [Lyumkis et al. 2013] (see Suppl. Note A.5
for details). Subsequent refinement after convergence was performed using the same
auto-refinement procedure, but now using all particles and inheriting the alignments
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determined in the pre-refinement and defocus values as estimated at the center of
the particle window according to the initial tilt geometry, with CTF correction
performed internally by FREALIGN using Wiener filtering [Stewart & Grigori-
eff 2004, Sindelar & Grigorieff 2012]. Both, in the pre-refinement and the refinement
steps, a spherical mask was initially applied to the reference 3D reconstruction leav-
ing a region comprised of about nine MloK1 tetramers for processing. To prevent
reference bias, the highest resolution limit used for particle alignment was 7.52 Å.

3.4.6. 3D classification

A focused spherical mask on the central MloK1 tetramer was applied to subtract the
signal from the neighboring tetramers using RELION [Scheres 2012b, Bai et al. 2015].
Afterwards, the signal-subtracted particle stack was subjected to 90 cycles of maximum-
likelihood 3D classification in FREALIGN [Lyumkis et al. 2013] using eight classes
and a resolution limit of 7.0 Å. No alignments were performed at this stage. To de-
crease the processing time, for this classification the particle stack was downsampled
to a pixel size of 2.6 Å by Fourier cropping. Asymmetric classification using both
C1 symmetry and the localized reconstruction [Ilca et al. 2015, Grigorieff 2016] of
a single suitably masked monomer to search for deviations from C4 symmetry were
also attempted.

3.4.7. Map postprocessing

For post-processing and analysis of every map, a box of 104 cubic voxels containing
only the central MloK1 tetramer was extracted from the larger half-maps. The box
center was translated by 12 voxels in the Z direction to coincide with the center of the
MloK1 tetramer before cropping out the smaller volume. FSC curves between half-
maps were calculated using a spherical mask of 42 voxels radius and a soft cosine-edge
of 6 voxels width, and corrected for the relative volumes of the particle and the mask
within the box [Grigorieff 2016]. The maps were sharpened by deconvolving the MTF
curve of the Gatan K2 detector at 300 kV and then using the phenix.auto_sharpen
program [Terwilliger et al. 2018b], and low pass-filtered at the respective resolution
cutoffs defined by the 0.143 threshold criterion [Rosenthal & Henderson 2003] using
a soft cosine-edge filter. Resolution was also assessed using the 1/2-bit criterion
[van Heel & Schatz 2005] with an estimated particle diameter of 100 Å and four-fold
symmetry. A Python script called focus.postprocess was written based on the MRCZ
module [McLeod et al. 2018] and included as a command-line tool in FOCUS. Local
resolution maps were calculated using Blocres [Cardone et al. 2013].
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3.4.8. Model building

A new model was assembled by taking the N-terminal from PDB 6EO1 [Kowal
et al. 2018] (residues 1–6), the TMD from PDB 3BEH [Clayton et al. 2008] (residues
7–219), the CNBD from PDB 3CL1 [Altieri et al. 2008] (residues 220–349) and the
C-terminus also from PDB 6EO1 [Kowal et al. 2018] (residues 350–355). These
domains were individually rigid-body fitted into our consensus map using UCSF
Chimera [Pettersen et al. 2004] and then saved together as a single chain in a new
PDB file. Atoms of incomplete residues were filled in using Coot [Emsley & Cow-
tan 2004]. The model was then flexibly fit into the consensus map using Normal
Mode Analysis with iMODFIT [Lopéz-Blanco & Chacón 2013] at a resolution limit
of 4.0 Å. Riding hydrogens were added to prevent steric clashes in the subsequent
refinement [Word et al. 1999]. Secondary structure annotation was calculated using
ksdssp [Kabsch & Sander 1983] and manually adjusted in UCSF Chimera. This
single chain was then refined into the map using phenix.real_space_refine [Afonine
et al. 2018b] with electron scattering form factors, global minimization and B-factor
refinement. Modelling issues, such as Ramachandran outliers, rotamer outliers, and
steric clashes, were monitored using Molprobity [Davis et al. 2007] and manually cor-
rected in Coot, always followed by real-space refinement rounds in PHENIX [Adams
et al. 2002]. Upon convergence, three more copies of the chain were generated and
rigid-body fitted into the map in UCSF Chimera to account for the tetrameric chan-
nel. This was followed again by iterations of real-space refinement in PHENIX and
manual tweaking in Coot whenever necessary, which were always followed by re-
finement rounds in PHENIX. Finally, potassium ions and associated restraints were
added to the model at putative positions to optimize the geometry of the selectivity
filter and real-space refined again in PHENIX. Model quality metrics were assessed
throughout refinement using Molprobity, EMRinger [Barad et al. 2015], and per-
residue plots in Coot.

Based on the consensus model and the eight maps obtained after convergence of
3D classification in FREALIGN, we generated an ensemble of models representing
the conformational variability of MloK1. The consensus model was flexibly fit into
each map using Normal Mode Analysis by iMODFIT [Lopéz-Blanco & Chacón 2013]
followed by five cycles of real-space refinement in PHENIX with electron scattering
form factors, global minimization and B-factor refinement, always using the global
resolution determined for each 3D class, which ranged from 4.4 Å (class 3) to 5.6 Å
(class 8). For comparison, every model in the ensemble was superposed against
each other and against the consensus model using phenix.superpose_pdbs, and the
RMSD between the C-α atoms was computed as a similarity measure. Based on the
pairwise RMSD matrix resulting from the eight models, hierarchical agglomerative
clustering [Kelley et al. 1996] was performed using the single linkage criterion with
the scikit-learn Python module [Pedregosa et al. 2011]. For visual analysis, all
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members of the ensemble were superposed onto the consensus model based on the
selectivity filter only (residues 174:180). Distances and angles were calculated using
the Axes/Planes/Centroids tool [Meng et al. 2006] in UCSF Chimera.

3.4.9. Data analysis

Results were analyzed with the aid of Python scripts based on the MRCZ [McLeod
et al. 2018], NumPy (http://www.numpy.org), scikit-learn [Pedregosa et al. 2011],
and SciPy (http://www.scipy.org) modules.

3.4.10. Figures and animations

Plots were generated using the matplotlib Python module (http://www.matplotlib.
org). Figures and movies were made with the aid of UCSF Chimera [Pettersen
et al. 2004].
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3.4 Methods

Data availability

The raw data are deposited in the EMPIAR database, accession code EMPIAR-
10233. The full consensus map is deposited at the EMDB, accession code EMD-
4439. The cropped consensus map used for resolution estimation is deposited at
the EMDB under accession code EMD-4432 and the fitted model is deposited at
the PDB, accession code 6I9D. The ensemble of maps and models derived from 3D
classification have been deposited to the EMDB and the PDB under the following
accession codes, respectively: class 1, EMD-4441, PDB 6IAX; class 2, EMD-4513,
PDB 6QCY; class 3, EMD-4514, PDB 6QCZ; class 4, EMD-4515, PDB 6QD0; class
5, EMD-4516, PDB-6QD1; class 6, EMD-4517, PDB 6QD2; class 7, EMD-4518,
PDB 6QD3; class 8, EMD-4519, PDB 6QD4. Other data are available from the
corresponding author upon request.

Code availability

The source code for exporting a 2D crystal project to SPA programs is available
within the FOCUS project at http://github.com/C-CINA/focus. The source code
for the modified FREALIGN version is available from the repository at http://

github.com/C-CINA/frealign-2dx.

Supplementary Information

Supplementary information associated with this article can be found in Appendix A.
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4. Single Particle Analysis for High Resolution 2D Electron
Crystallography

I n this chapter, we expand on the single particle analysis methodology applied to
2D crystals, presented previously. Here we give special emphasis on the method-

ological details, and provide practical guidelines to users.

Contribution: implementation of modifications in the FOCUS and FREALIGN
packages to enable single particle 2D electron crystallography, testing of other SPA
packages on 2D crystal data, addressing of 3D classification and resolution estima-
tion issues.

The following section will be submitted as
an invited chapter in the following book:
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4 SINGLE PARTICLE ANALYSIS FOR HIGH RESOLUTION 2D ELECTRON
CRYSTALLOGRAPHY

Abstract

Electron crystallography has been used for decades to determine three-dimensional
structures of membrane proteins embedded in a lipid bilayer. However, high resolu-
tion information could only be retrieved from samples, where the 2D crystals were
well ordered and perfectly flat. This is rarely the case in practice. We implemented
in the FOCUS package a module to export transmission electron microscopy images
of 2D crystals for 3D reconstruction by single particle algorithms. This approach
allows for correcting local distortions of the 2D crystals, yielding much higher resolu-
tion reconstructions than otherwise expected from the observable diffraction spots.
In addition, the single particle framework enables classification of heterogeneous
structures coexisting within the 2D crystals. We provide here a detailed guide on
single particle analysis of 2D crystal data based on the FOCUS and FREALIGN
packages.

4.1. Introduction

Historically, the structures of membrane proteins have been much more difficult
to determine than those of their soluble counterparts. This is mainly due to the
hydrophobic nature of the transmembrane domains, which render these proteins
challenging both for crystallization and solubilization. However, a special type of
crystallography, in which the proteins form ordered two-dimensional (2D) periodical
arrays in a lipid membrane, is suitable for gathering information on their three-
dimensional (3D) structures. It was from a naturally occurring 2D crystal, the
purple membrane of Halobacterium salobium, that the first 3D structure of a mem-
brane protein was obtained [Henderson & Unwin 1975]. This breakthrough made
the transmission electron microscope (TEM) a promising instrument for studying
membrane proteins, as long as 2D crystals could be obtained. In fact, after it was
demonstrated that embedding the sample in vitreous ice eliminated drying and fix-
ation artifacts and reduced the impact of radiation damage [Adrian et al. 1984],
electron crystallography became the method of choice for solving membrane protein
structures, reaching near-atomic resolution in a number of cases, such as bacteri-
orhodopsin [Henderson et al. 1990], the plant light-harvesting complex [Kühlbrandt
et al. 1994], αβ-tubulin [Nogales et al. 1998] and aquaporin-0 [Gonen et al. 2005].
Unfortunately, it was also realized that satisfying the sample quality requirements
for achieving high resolution diffraction, namely the perfect ordering and flatness of
the 2D crystals, in most cases was very difficult or even impossible.

While it is possible in some cases to employ X-ray crystallography [Deisenhofer &
Michel 1989, Landau & Rosenbusch 1996] or nuclear magnetic resonance (NMR) [Liang
& Tamm 2016] to solve structures of membrane proteins, these techniques also have
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their own shortcomings, namely the need for suitably large 3D crystals, or being con-
strained to small molecular weights, respectively. Furthermore, in both techniques,
the membrane protein environment is often not comparable to the native cellular
membrane. In single particle cryo-electron microscopy (cryo-EM), however, most
of these technical challenges are overcome by performing 3D reconstructions from
proteins randomly oriented in solution [Frank 2006, Kühlbrandt 2014]. Membrane
proteins, specifically, can be solubilized if surrounded by detergent micelles [Liao
et al. 2013] or a lipid nanodisc [Gao et al. 2016].

Nevertheless, there are specific cases where working with 2D crystals is necessary
or even advantageous compared to these other techniques. One example is when
such periodical arrangements occur natively in the cell membrane [Henderson &
Unwin 1975, Henderson et al. 1990], or when their natural formation is associated
with a biological specific function [Goñi et al. 2014]. Another example is when the
2D array is designed artificially, enabling studies of proteins and other molecules
that would be difficult otherwise [Gonen et al. 2015, Subramanian et al. 2018].
Other advantages are that 2D crystallography offers the highest possible efficiency
in terms of number of particles in the field of view, and allows reconstructions from
arbitrarily small proteins, which can be challenging for conventional single particle
analysis (SPA). Those are specially interesting aspects if combined with the single
particle approach outlined in this chapter.

2D electron crystallography can be performed both in the diffraction or the imaging
mode of the TEM [Schenk et al. 2010]. In this chapter, we will cover only the imaging
mode, in which several projection images of 2D crystals at different orientations are
recorded. As in single particle analysis, the principle of 3D reconstruction is based
on the central section theorem [Frank 2006, De Rosier & Klug 1968]. The period-
ical nature of the two-dimensional array in real space appears as diffraction spots
(Bragg peaks) in reciprocal space. These spots can then be indexed, measured, and
corrected for the contrast transfer function (CTF) of the microscope. After merging
the detected spots in 3D reciprocal space, a real-space map of the protein can be ob-
tained by Fourier inversion [Schenk et al. 2010, Stahlberg et al. 2015]. Algorithms for
performing these operations have been implemented in the MRC package [Crowther
et al. 1996], and subsequently in the 2dx [Gipson et al. 2007] and FOCUS [Biyani
et al. 2017] packages, among others [van Heel et al. 1996]. A technical limitation
of 2D electron crystallography is that samples in the microscope can typically only
be tilted up to about 60 degrees for geometric reasons, therefore leaving a cone of
missing information in 3D Fourier space. Furthermore, only if the 2D crystals are
perfectly flat and well ordered, high resolution diffraction spots will be observed. Be-
cause this is rarely the case in practice, image processing algorithms were developed
to correct for the crystal distortions in silico [van Heel & Hollenberg 1980, Saxton &
Baumeister 1982]. One such algorithm, the so-called image unbending [Henderson
et al. 1986], has been particularly successful [Henderson et al. 1990]. This method
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works by moving small patches of the 2D crystal image by iteratively comparing
cross-correlation peaks indicating the locations of unit cells in real space with their
predicted positions. However, this approach is intrinsically limited to distortions in
the image plane, and cannot account for azimuth angle variations that are present
when 2D crystals with larger in-plane distortions are imaged at higher tilts. In order
to be able to correct for out-of-plane distortions, such as “bumps” in the 2D crystal,
the patches need to be compared (e.g., cross-correlated) against a reference in 3D
space, which is essentially what single particle refinement and reconstruction algo-
rithms do [Frank 2006]. First attempts in this direction showed promise [Scherer
et al. 2014, Kuang et al. 2015], but were still limited to low resolution reconstruc-
tions. This was in part because the datasets analyzed in these works had not yet been
collected on direct electron detectors (DED) [McMullan et al. 2016], and partially
because the algorithms implemented did not account for the very low signal-to-noise
(SNR) ratios of cryo-EM images in a probabilistic manner [Sigworth et al. 2010].

We have since then implemented a module in the FOCUS package that allows the
user to export a 2D crystallography project for processing with standard single-
particle analysis software. This not only brings to electron crystallography the
maturity that these packages have achieved in terms of robustness and perfor-
mance [Punjani et al. 2017, Grant et al. 2018, Zivanov et al. 2018], but, more
importantly, it opens the possibility of classifying heterogeneous structures [Scheres
et al. 2007, Lyumkis et al. 2013] coexisting within the 2D crystals. In the ?? section,
we will describe in detail the workflow for processing 2D crystal data within the sin-
gle particle framework, with an emphasis on practical tips and tricks. The approach
presented here is based on the one we used to process poorly diffracting 2D crys-
tals of MloK1, a 160 kDa prokaryotic potassium channel [Kowal et al. 2014, Kowal
et al. 2018]. Using single particle refinements, we were able to obtain a map of MloK1
at 4 Å resolution and to observe distinct conformations of its cyclic-nucleotide bind-
ing domain (CNBD), helping to elucidate the mechanism of gating for this chan-
nel [Righetto et al. 2019]. The method is generally applicable to other 2D crystal
samples as well.

4.2. Materials

4.2.1. Software

In this work, we refer to the software package FOCUS (http://www.focus-em.org) [Biyani
et al. 2017] and a version of the FREALIGN package [Grigorieff 2016] extended
with additional features useful for the processing of 2D crystal data, hereby called
frealign-2dx to avoid confusion with the original implementation (http://github.
com/C-CINA/frealign-2dx) [Righetto et al. 2019]. Both, FOCUS and frealign-2dx

58

http://www.focus-em.org
http://github.com/C-CINA/frealign-2dx
http://github.com/C-CINA/frealign-2dx


4.3 Methods

are freely available as open-source software and run on Linux-based operating sys-
tems.

4.2.2. Hardware

A typical computing workstation to carry out the data processing steps described
ahead will have the following hardware components (see Note 1):

• 2× 12-core CPU

• 256 GB RAM

• > 50 TB HD storage

• 1 TB SSD storage (used as a fast "scratch" disk)

• 2x NVIDIA GTX 1080 GPU card (see Note 2)

With this setup, it is possible to carry out real-time data preprocessing (e.g., drift-
correction and CTF estimation, see Section 4.3.1), classical 2D crystal processing
(see Section 4.3.2) and single particle refinements (Section 5 onwards). However,
for the processing of large datasets, in particular with large box sizes, a high-
performance computing (HPC) cluster may be required.

4.3. Methods

We here describe the computational steps required to process 2D crystal data with
single particle software. For details and protocols on the growth of 2D crystals and
their sample preparation for TEM imaging, please refer to [Abeyrathne et al. 2010,
Abeyrathne et al. 2012, Goldie et al. 2014, Schmidt-Krey & Cheng 2013]. After
exporting the data from FOCUS [Biyani et al. 2017], we will use frealign-2dx, an
extended version of the FREALIGN package [Grigorieff 2016] (see Supplementary
Notes 1 and 2 of [Righetto et al. 2019]), although any other single particle analysis
package can also be used, in principle (see Note 3).

4.3.1. Data acquisition and initial processing of movies

To ensure a good spectral SNR (SSNR) in the high-resolution range, we recommend
the acquisition of movies at a microscope magnification corresponding to a pixel
size <1 Å at the sample level, to benefit from the improved detective quantum
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efficiency (DQE) of DEDs at lower detector resolutions [McMullan et al. 2016]. Total
exposures in the range of 40-50 e−/Å2 per movie are known to work well. Multiple
2D crystals should be imaged, with tilt angles ranging from 0 to ±60 degrees. A
typical dataset will contain ∼100 to ∼1000 movies, which should be spread accross
the tilt range.

Movies of 2D crystals should be corrected for beam-induced drift [Brilot et al. 2012]
and for beam-induced resolution loss by applying dose-dependent temperature fac-
tors to each frame before computing frequency-weighted averages from all frames [Grant
& Grigorieff 2015], generating a drift-corrected average image. Also, defocus and
astigmatism have to be estimated for each image [Rohou & Grigorieff 2015, Zhang 2016].
Using FOCUS, these steps can be carried out in real time during the microscopy
session and the dataset can be conveniently pruned based on parameters such as
total drift, measured defocus and estimated CTF resolution, among others [Biyani
et al. 2017].

4.3.2. Conventional 2D crystallographic reconstruction

Before starting with the single particle approach, it is necessary to process the data
in conventional 2D electron crystallography fashion. For each 2D crystal image in
the dataset, the crucial parameters to be obtained at this stage are:

• The defocus and astigmatism at the center of the image

• The tilt geometry of the specimen plane, defined by the angles TLTANG and
TLTAXIS

• The orientation of the 2D crystal on the specimen plane, defined by the angle
TAXA

• The phase origin (translational shifts)

• The unit cell positions provided by the unbending algorithm [Henderson et al. 1986]

Ideally, the best possible 3D map should be obtained in this way by iterative 3D
merging and refinement before proceeding, although an initial, low-resolution map
may suffice (see Note 4). For more information and protocols for the processing of
2D crystal data, please refer to [Schenk et al. 2010, Stahlberg et al. 2015, Gipson
et al. 2007, Schmidt-Krey & Cheng 2013, Biyani et al. 2018].
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4.3.3. Exporting a 2D crystal project for single particle analysis

Having performed conventional 2D crystallography data processing, we can proceed
to the single particle analysis of 2D crystals. The single particle scripts are avail-
able under the Particles tab on the top bar of the FOCUS GUI. The first script,
Pick & export particles, is the core of our approach, allowing the user to extract
the particles and export these data in a way that is understood by single particle
programs. The script will operate on the images that have been selected via the
FOCUS library GUI (see Note 5). The script presents a number of parameters to
the user, the most important of which will be explained below.

Particle Picking

The classical unbending algorithm [Henderson et al. 1986] generates a cross-correlation
(CC) profile (Fig. 4.1a). The peaks in this CC profile indicate the position of
the unit cells, available after running the Unbend II script during the 2D crys-
tal processing in Section 4.3.2 (Fig. 4.1b). This information, stored in the file
<image_name>_profile.dat for each micrograph, will be used to pick the particles
from the 2D crystals (Fig. 4.1c).

Optionally, a Phase Origin Shift can be applied to the CC peaks. This is a trans-
lational shift, here presented in degrees in relation to the unit cell dimensions. A
phase origin shift of 180◦ in one direction means shifting by half the length of the
unit cell. Such a shift may be required when the center of the protein does not
coincide with the center of the crystal unit cell, as shown in Fig. 4.2. The shift is
calculated accordingly for non-tilted crystals, based on the current estimate of the
tilt geometry.

The Box size parameter defines the side length of the (squared) box into which the
particles will be windowed, in pixels. The particles, in this context, are patches
of the 2D crystals, and this parameters defines how large such patches should be.
Differently from conventional SPA, it is not possible here to have a single protein
unit isolated in the box. Also, in the tilted views the projection of the neighboring
proteins overlaps with that of the central protein, which has to be taken into account
during the particle alignments (see Fig. 4.4). For this reason, the box size should
be large enough to contain the protein of interest plus at least one neighbor protein
on each side, implying an overlap between the boxes of adjacent particles, as shown
by the blue boxes in Fig. 4.1c. This also favors the smoothness of the alignment
parameters across the 2D crystal, because of the natural correlations existing among
adjacent particles (proteins located close to each other in the 2D crystal tend to
appear in similar orientations). Furthermore, larger boxes contain more signal,
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Figure 4.1: Particle picking from unbending profile. a) The unbending algo-
rithm compares the observed and predicted unit cell positions. Displace-
ment vectors are 10× exaggerated for visualization, with colors indicating
the displacement direction. b) CC peaks indicating unit cell positions
after unbending. Darker dots indicate stronger peaks. c) Particle picking
based on the information from b). Green circles are picked particles (i.e.,
above user-selected threshold) and magenta circles are ignored particles.
The blue squares indicate the size (416 Å in this case) of the overlap-
ping patches to be extracted, with the crosses indicating the box centers.
Scale bar: 500 Å.

rendering the alignments more reliable. On the other hand, a box too large detracts
from the goal of correcting local crystal distortions as accurately as possible. The
optimal box size will depend mainly on the actual size and molecular weight of
the protein. Smaller proteins will certainly require larger patches comprising more
neighboring units, and vice-versa.

The Threshold to include particles parameter allows to define how strict the pick-
ing should be:

CCthr ≥ µCC + zσCC (4.1)

where CCthr is the threshold above which candidate particles defined by the CC
peaks in a given 2D crystal will be picked, µCC is the average of all CC peaks in that
crystal and σCC their standard deviation. z is a multiplier of the standard deviation
to make the threshold more or less selective. Higher (positive) values of z make the
picking more stringent and in theory selects “better” particles. Conversely, lower
(negative) values will pick more, potentially also “worse”, particles. The default for
Threshold to include particles is z = 0, meaning only CC peaks above average
will be boxed, which in most cases is a good compromise (see green and magenta
circles in Fig. 4.1c).
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Figure 4.2: Shifting the phase origin. In single particle analysis it is desired to
have the protein of interest at the center of the reconstruction box. This
is especially important when the object is symmetrical in 3D. Crystal-
lographic reconstructions may have point-group symmetry, while single
particle reconstructions may have space-group symmetry. In the case of
MloK1, the phase origin of non-tilted views has to be shifted by half a
unit cell (180◦), to bring one tetramer to the center of the particle box
and then be able to apply C4 symmetry. The procedure is illustrated
for the projection map of a non-tilted crystal. The tilted views are also
shifted accordingly by the cosine of the tilt angle.
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CTF Correction

Each particle will be assigned a defocus value. For perfectly non-tilted images, the
defocus will be the same for all particles. However, for tilted images there will be
a defocus gradient. The defocus at the center of each particle box is computed
according to the CTFTILT equation [Mindell & Grigorieff 2003]:

∆f = ∆f0 + [(x− x0)sinφ− (y − y0)cosφ]tanγ (4.2)

where ∆f is the defocus at the center of the particle box, ∆f0 is the defocus at
the center of the image, (x, y) and (x0, y0) are the coordinates of the box and the
image centers, respectively, φ is the angle between the tilt axis and the X-axis (i.e.,
TLTAXIS) and γ is the tilt angle (TLTANG). Astigmatism is assumed to be con-
stant across the whole image. The particles are boxed without CTF correction,
which will be performed later by frealign-2dx. However, in addition to boxing un-
corrected particles, it is possible and recommended to generate also a CTF corrected
particle stack. There are three options for this CTF correction in FOCUS: phase
flipping, CTF multiplication, or Wiener filtering. The latter requires a user-defined
ad hoc constant proportional to the inverse of the dataset’s SNR. Any of the three
options should yield similar results for the purposes of calculating crystal averages
(Section 4.3.4).

Exporting the metadata

When generating the particle metadata files, the orientation for each particle will be
inherited from the 2D crystal it was picked from. As frealign-2dx uses the SPIDER
angle convention [Frank et al. 1996], the crystallographic tilt geometry is converted
to Euler angles as follows [Biyani et al. 2018]:

ψ = 270◦ − TLTAXIS
θ = TANGL

φ = 90◦ − TAXA
(4.3)

where ψ is an in-plane rotation (2D), θ is the tilt angle, and φ is a 3D rotation.
These values, along with defocus information and other metadata, are stored in a
text file called particles.par. The particle stack is stored in the file particles.mrcs.
If CTF-corrected stacks are generated, additional similar files will also be created.
All these files are located in the directory stacks/ inside the location specified by the
General Single-Particle directory parameter. If an absolute path is not specified,
this location will be relative to the merge/ directory within the FOCUS project
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directory. Optionally, figures indicating the included and ignored picking coordinates
overlayed on the micrographs can also be saved (inside the picking/ directory), and
the metadata can also be saved in .star format for RELION (see Note 6). The
underlying Python script that performs particle picking and metadata creation can
be efficiently run in parallel, with a user-defined number of threads.

It is important to notice that while creating the particle stacks and respective meta-
data, the script will by default ensure that particles extracted from the same 2D crys-
tal stay assigned to the same “half-set”. This is required to prevent inflated resolution
estimates, because of the large overlap between adjacent particles (Fig. 4.1c) [He &
Scheres 2016]. In frealign-2dx this is accomplished by interleaving the 2D crystals
in the particle stack and in the .par file. In RELION, this is controlled by the
rlnRandomSubset and rlnHelicalTubeID labels in the .star file (see Note 7).

4.3.4. Pre-Refinement

After picking and exporting the particles, it should be possible to start a single
particle refinement straight away (Section 4.3.5). It is fast and useful, however, to
run a “pre-refinement” (see below), using crystal averages prior to the full refinement
with individual particles.

Crystal averages

The next script in the pipeline, Generate crystal averages, will calculate crystal
averages, using the CTF-corrected particle stacks (Section 5). These averages are
analogous to 2D class averages in SPA. They provide a straightforward way of visu-
ally assessing the picking parameters chosen (emphe.g., phase origin shift, box size,
etc.). This procedure is also known as the correlation averaging method [Saxton &
Baumeister 1982]. The Fourier ring correlation (FRC) for each crystal is also com-
puted, its plots can be consulted under the FRC/ directory. As a validation measure,
the crystal averages should be highly similar to their corresponding projection maps,
such as those shown in Fig. 4.2 (except for the phase origin, if a shift was applied
as described in Section 5). The difference is that the crystal averages are computed
by averaging the boxed unit cells directly, while the projection maps are computed
from the information in the diffraction spots alone (which is also a form of averag-
ing). Examples of crystal averages are shown in Supplementary Fig. 3 of [Righetto
et al. 2019].
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Running the pre-refinement

The script Prepare pre-refinement offers a graphical interface to generate an mparameters

file for frealign-2dx [Grigorieff 2016]. It will also put the files required by frealign-2dx
into the pre-refine directory, by default. The default values should be reasonable,
but the user is encouraged to fine-tune the parameters to her or his needs. We draw
the attention here to the Auto-refinement parameters available in our modified ver-
sion of frealign-2dx:

• FSC threshold for resolution limit? (thresh_fsc_ref): the resolution limit
used in refinement (for preventing overfitting) will be taken as the resolution
where the Fourier shell correlation (FSC) curve crosses this threshold (default:
0.800)

• FSC threshold for map improvement evaluation? (thresh_fsc_eval): any map
improvement between refinement cycles will be assessed by looking at the res-
olution where the FSC curve crosses this threshold (default: 0.143)

• Minimum resolution limit? (res_min): this parameter prevents the auto-
refiner from using a resolution too low, which may cause the refinement to
diverge (default: 40 Å)

• Stay away from current map resolution? (ref_stay_away): this parameter
prevents the resolution limit from getting too close to the current map resolu-
tion, which would potentially introduce bias in the refinement (default: 2 Å)

• Try different combinations of parameter mask? (change_pmask): if enabled,
this parameter makes the auto-refiner try different combinations among the ac-
tive refinement parameters (φ, θ, ψ, x, y), before declaring convergence, which
helps avoiding local minima (default: yes)

• Keep the tilt angle fixed? (no_theta): if active, the tilt angle (θ) will be
kept fixed. Sometimes this is helpful for 2D crystal data (default: no)

For more information, please see Supplementary Note 2 of [Righetto et al. 2019].
After preparing the pre-refinement, it can be launched via the Run pre-refinement

script. Alternatively, it can be launched from the command line by running the
frealign_run_refine_auto program inside the pre-refinement directory. The crystal
averages are only a few hundred for a typical dataset and they have a high SNR.
The pre-refinement should therefore complete in only a few minutes and noticeably
improve the tilt geometry estimation (now converted to Euler angles), as shown in
Fig. 4.3. Plots of the angular changes can also be obtained by running the Analyze

pre-refinement results script.
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Figure 4.3: Single particle refinement from 2D crystals. Left: The initial
reconstruction uses parameters from 2D crystallographic data process-
ing. Center: The map is then improved by doing a “pre-refinement”
with frealign-2dx using crystal averages. Right: Using particles (local
patches) extracted from the 2D crystals starting with parameters ob-
tained in the pre-refinement, the map is refined to high resolution with
frealign-2dx. Both the height and the color of the cylinders (here shown
for the asymmetric unit only) indicate the proportion of particles or
crystal averages in the corresponding orientation, relative to each dataset
(red: high particle density, blue: low particle density; a.u.). Maps shown
are not sharpened. Scale bar: 50 Å.
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4.3.5. Consensus Refinement

After the pre-refinement is complete, the full refinement using the extracted parti-
cles can take place. This refinement finally corrects for the local distortions of the
2D crystals. As in the pre-refinement, the FOCUS script Prepare refinement will
generate the mparameters file and generate the proper file structure for the frealign-
2dx refinement. At this stage, the extracted particles will inherit the pre-refined
alignment parameters from their “parent” 2D crystals (Section 4.3.4). This is done
internally by the Python script SPR_FrealignParameterInheritance. The extracted
particles have a much lower SNR than the crystal averages, and their alignment pa-
rameters are expected to not deviate too much from the crystal average. Therefore,
besides the auto-refinement parameters (Section 4.3.4), it is now recommended to
activate the alignment restraints available in frealign-2dx (see Note 8):

• Restraint for Euler angles, in degrees (sigma_angles): standard deviation
for a Gaussian restraint on the Euler angles

• Restraint for x,y shifts, in pixels (sigma_shifts): standard deviation for
a Gaussian restraint on the x, y shifts

More information about these restraints can be found in the Supplementary Note 1
of [Righetto et al. 2019]. Upon convergence, a higher quality map should have been
obtained, and a more diverse set of views should be observed, as shown in Fig. 4.3.
This evidences that particles from the same 2D crystal are not exactly always in the
same orientation. This map, commonly referred to as a “consensus map” because no
3D classification has been performed (yet), can now be postprocessed as described
in Section 4.3.7. The user is also encouraged to experiment with more advanced
features, such as defocus refinement [Grant et al. 2018, Grigorieff 2016].

4.3.6. 3D Classification

Perhaps the most interesting feature of the single particle method is its ability to
classify heterogeneous data into conformationally homogeneous classes [Lyumkis
et al. 2013, Scheres 2012a]. Structural variability is also a source of disorder in
2D crystals, thus limiting the achievable resolution by conventional crystallographic
methods. We have used 3D classification to detect distinct conformations of the
MloK1 CNBD in relation to the transmembrane domain (TMD) [Righetto et al. 2019].

Differently from conventional SPA, however, in 2D crystal particles the protein of
interest is always surrounded by neighboring proteins. This means that, in tilted
views, the projection of the neighbors overlaps with the projection of the classifica-
tion target. This problem is illustrated in Fig. 4.4.
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Figure 4.4: Signal subtraction for 3D classification. For 2D crystal data,
the projection of the neighboring proteins (transparent yellow densities)
overlap with the projection of the classification target (red density) in
the tilted views. In order to perform 3D classification, it is necessary to
subtract the signal of the neighboring proteins from the particles. Shown
here is an example from the MloK1 dataset. Scale bar: 50 Å.

Therefore, 3D classification will only work properly if the signal from the neigh-
bor proteins is subtracted from the particle images. For more accurate results in
signal subtraction of 2D crystal data, the user should calculate a completely un-
masked reconstruction in frealign-2dx (see Fig. 4.4). This can be done by setting a
reconstruction radius larger than the particle box in the mparameters file and then
running the command frealign_calc_reconstructions from the refinement direc-
tory (see Note 9). Based on this reconstruction, the user should then define a soft
mask focussed on the protein of interest (emphe.g., the central MloK1 tetramer),
and invert this mask to select everything else that should be subtracted from the
experimental projections (i.e., the particles). The focus.postprocess tool can be
used to create such masks (see Section 4.3.7). The signal subtraction itself can be
accomplished from the command line using RELION [Bai et al. 2015]. An example
command line for this would be:

relion_project --i particles_9_r1-subtract.mrc --subtract_exp --angpix 2.68

--ctf --ang particles_9_r1.star --o subtracted_particles

The mparameters file can then be edited to point to the new subtracted_particles.mrcs

stack. If required, the new particle stack and the subtracted 3D reference can be
downsampled to a coarser pixel size for computational speedup. Also, the user
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Figure 4.5: Resolution estimation. a) The full, sharpened consensus map of
MloK1, with the central tetramer, which was cropped for resolution es-
timation, highlighted. b) FSC curve for the central tetramer, after ad-
justing for the protein volume, and FRC curves for the xy and xz = yz
planes.

should set the nclasses parameter to the number of classes desired. In order to run
the 3D classification, the user should start immediately after the refinement cycle
in which the consensus refinement converged (emphe.g., 10, if the auto-refinement
converged in cycle 9). Because the signal-subtracted particles may contain too lit-
tle signal for reliable alignments, it is recommended to disable the optimization of
any alignment parameters at this stage and run the classification for a pre-defined
number of cycles (emphe.g., 40). In this case, the auto-refiner will not be used and
the 3D classification can be launched with the command frealign_run_refine. The
occupancies of the particles in each class will be randomized to initialize the classi-
fication. Convergence of the 3D classification can be assessed by the user with the
frealign_calc_stats.

4.3.7. Assessing Resolution and Post-Processing

Resolution is typically assessed by computing the FSC curves [Harauz & van Heel 1986,
Rosenthal & Henderson 2003] between independently (beyond a certain resolution)
refined half-maps. As explained in Section 5, FOCUS ensures that particles from
the same 2D crystal are assigned to the same half-sets to prevent an inflation of
the FSC curve. Normally, only a sub-volume is of interest, for example, the central
tetramer in the case of MloK1, as shown in Fig. 4.5.

We developed a program called focus.postprocess that conveniently offers a number
of volume cropping, masking, resolution estimation and sharpening operations. A
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typical command line is:

focus.postprocess map1.mrc map2.mrc --angpix 1.3 --crop_center 0,0,-12

--crop_size 104,104,104 --mtf data_mtf_k2_300kv.star --mw 160.0

--mask_radius 42 --out consensus

The focus.postprocess tool has features that allow the user to assess the resolution
anisotropy of the map due to the missing cone (options --cone_aperture, --xy_only,
--xz_only and --yz_only). All options can be found by typing focus.postprocess

--help on the command line.

If maps from multiple 3D classes have been obtained and refined, the same proce-
dures should be applied on them. Finally, the postprocessed maps can be used for
modelling the atomic structure of the protein [Brown et al. 2015].

4.4. Conclusions

Single particle refinement algorithms can obtain 3D reconstructions from disordered
2D crystals at resolutions well beyond the range of observable diffraction diffraction
spots. A dedicated module in the FOCUS package and the frealign-2dx program, a
modified version of FREALIGN, enable this method. The approach is not limited
to these specific implementations, though. A likely reason for so many 2D crystals
being disordered is conformational heterogeneity. The single particle approach to
2D crystals allows signal subtraction and 3D classification, which can be used to
disentangle different conformations as demonstrated for the MloK1 potassium chan-
nel dataset. In summary, this method presents a viable alternative to conventional
2D crystallography when the 2D crystal form is related to the protein function or
intentionally designed.

4.5. Notes

1. For other possible hardware examples, see the official online FOCUS documentation: http://focus.
c-cina.unibas.ch/wiki/doku.php?id=1_0:hardware_linux

2. Depending on which packages you will use, GPU cards may not be required. Please consult the
specific documentation of the software packages present in your data processing pipeline.

3. We have also successfully used cisTEM [Grant et al. 2018], RELION [Scheres 2012a] and cryoSPARC [Pun-
jani et al. 2017] with 2D crystal data, although these packages have not been as extensively tested
and customized as frealign-2dx in this context.

4. Actually, just merging in 2D may be enough in some cases, as long as phase origins are sufficiently
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accurate. In this case, however, an initial 3D map needs to be obtained by other means. For
example, we have successfully used stochastic gradient descent (SGD) [Punjani et al. 2017] to this
end.

5. It is assumed the dataset has been pruned accordingly before and/or during the conventional 2D
crystal reconstruction workflow.

6. The program par2star.py can also be called from the command line as a standalone tool.

7. If using cryoSPARC, please note that, at present, it ignores these fields and always randomizes the
order of the particles when assigning its half-sets. In this case it is up to the user to ensure that
the resolution estimation is unbiased by, for example, re-splitting the data based on the 2D crystals
after the refinement and calculating half-maps using FREALIGN or RELION.

8. If using RELION, similar behavior would be accomplished by using local searches, i.e., setting the
initial angular sampling equal to the sampling from which to perform local searches.

9. For the signal subtraction and 3D classification tasks, the user should work from the command line,
as these options are not available from the FOCUS GUI.
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5. Application: Membrane binding induces domain
rearrangements and oligomerization that prime FAK for
activation

T his chapter presents a biologically significant application of the methods de-
scribed in Chapters 3 and 4. Focal Adhesion Kinase (FAK) is an enzyme that

self-assembles attached to a lipid membrane. It is involved in the processes of cell
adhesion and migration, and is known to be overexpressed in cancer cells. Because
the spontaneously formed arrays are largely disordered, our single particle approach
to 2D crystals is required to determine the structure of membrane-assembled FAK.

Contribution: processing of FAK 2D crystal data with SPA algorithms, model
fitting and refinement.
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5.1 Introduction

5.1. Introduction

Focal adhesions are complex macromolecular structures that allow cells to mechan-
ically sense the external environment, i.e., the extracellular matrix (ECM). Located
on the cytoplasmic side of the cell membrane, they transduce mechanical forces into
signalling between the ECM and internal, long (> 10 µm) actin microfilaments. The
enzyme focal adhesion kinase (FAK) is a key component of focal adhesion sites. Be-
cause of its role in regulating events such as cell migration, adhesion and survival,
FAK is an anticancer drug target [Lietha et al. 2007, Bauer et al. 2019].

Although atomic structures for individual domains have been determined, little is
known about the quaternary structure of FAK and its assembling with respect to
the membrane and other proteins [Lietha et al. 2007]. It has been previously ob-
served that a particular phospholipid of the cell membrane, PIP2, is involved in FAK
activation [Goñi et al. 2014] and allosteric regulation [Zhou et al. 2015]. In one of
these studies, FAK was shown to assemble in clusters [Goñi et al. 2014]. Further in
vitro experiments revealed that FAK tends to spontaneously assemble into relatively
ordered 2D arrays in the presence of a PIP2 monolayer. Such a layer is expected to
closely resemble the native environment of the eukaryotic cell membrane where the
protein is found, and therefore prompted the use of 2D electron crystallography and
our single-particle approach for solving the FAK structure. The chicken FAK stud-
ied here preserves ∼95% sequence identity to human FAK. The construct comprises
the catalyic kinase domain (32 kDa) [Nowakowski et al. 2002] and its autoinhibiting
FERM domain (42 kDa) [Ceccarelli et al. 2006], with a total molecular weight of
approximately 74 kDa. Despite advances in the development of phase plates for en-
hancing contrast in transmission electron microscopy (TEM) [Khoshouei et al. 2017],
membrane proteins of this size still pose great challenge for single particle cryo-EM.
This is not a constraint, however, for 2D electron crystallography.

5.2. Results

We first collected cryo-EM data from 2D crystals of FAK alone, hereby denoted the
“FAK apo” dataset, and subsequently of FAK in the presence of the AMP-PNP
ligand, hereby denoted the “FAK AMP-PNP” dataset. Fig. 5.1 shows a typical
micrograph imaged from these samples and its Fourier transform (FT). It is readily
seen that these 2D crystals diffract only to ∼25 Å or worse.

Nevertheless, we proceeded with standard 2D crystallographic image processing, re-
sulting in a map where only the FERM domains were visible. In the 2D crystals, the
FAK monomers tend to assemble in p2 symmetrical dimers, which interface other
dimers via the FERM domain. The low resolution of this map invited the appli-
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Figure 5.1: Typical micrograph of a FAK 2D crystal. A typical non-tilted mi-
crograph from the FAK apo dataset is shown, taken at −2.3 µm defocus.
The inset shows the central part of the micrograph FT amplitudes. The
green dashed ring corresponds to a resolution of 1/22 Å−1. The few
diffraction spots visible are well under this limit, indicating that the 2D
crystals are poorly ordered. Scale bar: 500 Å

cation of our single particle approach to 2D crystals. Using our newly developed
interface in the FOCUS package for picking and exporting 2D crystal patches as sin-
gle particles, a set of 361,976 particles from 595 micrographs was obtained. The map
was then reconstructed and refined with our modified FREALIGN implementation
[Grigorieff 2016, Righetto et al. 2019] starting from the previously determined tilt
geometry and C2 symmetry imposition. While this indeed led to a better map, the
kinase domains were still poorly resolved. Surprisingly, an ab initio map calculation
without symmetry in cryoSPARC [Punjani et al. 2017] revealed an even better map
where the kinase domains could be identified, which was further improved by imposi-
tion of C2 symmetry and refinement of the particle alignments. The evolution of the
FAK apo map is shown in Fig. 5.2, with 106,783 particles in the final reconstruction.
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Figure 5.2: Maps obtained from the FAK apo dataset with different al-
gorithms. The first map (left to right) was obtained by conventional
2D crystallographic processing imposing p2 symmetry. The second map
was refined with FREALIGN imposing C2 symmetry, using the crystal-
lographic tilt geometry as initialization for the alignment parameters.
The third and fourth maps were refined in cryoSPARC from intial maps
obtained from the SGD-based ab initio algorithm, without symmetry
and with C2 symmetry imposed, respectively. Scale bar: 50 Å.

Based on the experience with the “apo” dataset, the FAK AMP-PNP data were
directly exported into cryoSPARC after initial 2D crystallographic processing and
particle picking in FOCUS. From this dataset we were able to extract nearly 2.7
million particles. Interestingly, already at an early stage we could identify the ex-
istence of two different types of “crystal packings”, or spatial arrangements of the
FAK dimers, as shown in Fig. 5.3. After 2D and 3D classification rounds, only one
of these yielded a map of acceptably high resolution, with the same type of packing
observed in the “apo” dataset (Fig. 5.2). The best reconstruction comprised 548,394
particles.

As the initial tilt geometry for both datasets was not very accurate, we further re-
fined the particle orientations and defocus values in cisTEM [Grant et al. 2018]. An
issue in resolution estimation arised, however, as cryoSPARC shuffled the order of the
particles assigned to the half-sets, hence inflating the Fourier shell correlation (FSC)
curves [Harauz & van Heel 1986] (Fig. B.1). For a more accurate (and more conser-
vative) resolution assessment, we calculated new half-maps ensuring that particles
from the same 2D crystal were always assigned to the same half-set, using the final
set of alignment parameters. After masking, the overall resolution of the FAK dimer
at the center of the reconstructed maps was of ∼6 Å for both datasets (Fig. 5.4a).
Local resolution estimation indicated the FERM domains as more stable, while the
kinase domain, that contains the catalytic site, is likely more flexible (Fig. 5.4b).
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Figure 5.3: Two types of 2D crystal packings in the FAK-AMPPNP sam-
ple. a) The 2D class averages from cryoSPARC reveal two different
types of 2D crystal packing in the FAK-AMPPNP dataset. They were
identified already at the stage of sample screening at the Talos TEM.
b) The maps obtained with 3D classification in cryoSPARC on the full
dataset collected at the Titan confirmed the two types of crystal packing.
Scale bars: 50 Å.
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At this resolution level, it was possible to observe α-helices and confidently fit the
FERM and kinase domains, as shown in Fig. 5.5.

5.3. Discussion

Using 2D electron crystallography combined with single particle analysis, we ob-
tained reconstructions of FAK with and without the AMP-PNP ligand from spon-
taneously self-assembled 2D crystals on a PIP2 lipid monolayer. This condition is
believed to closely resemble the cellular membrane where focal adhesion sites are
natively formed. Despite the 2D crystals being very disordered, not showing diffrac-
tion beyond ∼25 Å (Fig. 5.1), we were able to obtain maps at ∼6 Å resolution
(Fig. 5.4a).

Furthermore, the power of 2D and 3D classification in single particle analysis allowed
better maps to be resolved, including the detection of two different types of FAK
assembling in 2D crystals in the AMP-PNP dataset (Fig. 5.3). It is not clear if
and how these two types of crystal packings are functionally related. However, the
assembly that led to the highest resolution map in the presence of AMP-PNP was
of the same type as in the apo state. Interestingly, the FERM-FERM interfaces
between FAK dimers also seem to be very flexible according to our local resolution
estimations (Fig. 5.4b). Altogether, these are likely reasons why the FAK 2D crystals
show high mosaicity and diffract only to low resolution.

With the single particle approach, however, different types of (pseudo-)crystalline
arrangements and disorder can be identified and discarded where appropriate. Cou-
pled with the localised refinements, this leads to maps of much higher resolutions
than would be expected by conventional crystallographic methods, as demonstrated
here for FAK. Furthermore, we have shown that virtually any single-particle soft-
ware can be used to process 2D crystal data, with three different packages being
used in this project (FREALIGN, cryoSPARC, and cisTEM). However, special care
has to be taken to ensure that resolution estimates are not exaggerated by the large
overlap between adjacent particles, as discussed in Section 5.4.5 (Figs. 5.4 and B.1).

Using flexible fitting methods, we fitted the known structures of the FERM and
kinase domains into our maps, revealing some conformational differences between
the FAK apo and AMP-PNP-bound states (Fig. 5.5). These models, which are still
under interpretation, will provide new insights on mechanism and function, in light
of recent studies on FAK regulation by interaction with lipids [Goñi et al. 2014, Zhou
et al. 2015] and mechanical forces [Bauer et al. 2019].
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Figure 5.4: Resolution estimation of the FAK maps. a) FSC curves for the
apo and AMP-PNP maps, with and without masking. The curves were
calculated after re-splitting the dataset into random half-sets based on
the micrographs instead of the particles (see Suppl. Fig. 1). Masked
FSC curves were corrected for artificial correlations introduced by the
mask [Chen et al. 2013]. The insets show projections of the maps after
application of a spherical mask to select the central dimer only. b) Local
resolution maps estimated with Blocres [Cardone et al. 2013], with the
global resolution indicated. Scale bars: 50 Å.
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Figure 5.5: Flexible fitting of FAK models into the maps. a) Atomic models
of FAK were flexibly fit into the apo (yellow ribbons) and AMP-PNP
(blue ribbons) maps. The kinase and the FERM domains are shown
in dark red and steel blue ribbons, respectively. b) Close-up on the
central dimer only, with the models for the apo and AMP-PNP states
superposed. One monomer (left) is colored according to the domains
(kinase: dark red; FERM: steel blue), while the other monomer (right)
is colored according to the ligand binding state (apo: yellow; AMP-PNP:
blue). Scale bars: 50 Å.
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5.4. Methods

5.4.1. Protein expression and purification

Purified FAK was generated as reported in [Goñi et al. 2014]. In brief, chicken
FAK31-686 containing an N-terminal 6xHis tag was expressed by transient expres-
sion in HEK293GnT1 suspension cultures using polyethylenimine (PEI) as trans-
fection agent. Purification was performed by Nickel-NTA affinity chromatography,
followed by anion exchange (Source 15Q column) and size exclusion (Superdex200)
chromatography. Purified FAK is concentrated in the storage buffer (20 mM Tris,
200 mM NaCl, 5% Glycerol, 2 mM TCEP] to ∼5-10 mg/ml and aliquots are flash
frozen in LN2 and stored at −80 ◦C.

5.4.2. 2D crystallization and sample preparation

PIP2 monolayers are prepared by dispensing PIP2 lipid (brain porcine, Avanti Polar
Lipids) dissolved in chloroform/methanol onto a FAK protein solution at 0.05 mg/ml.
2D crystals form spontaneously over ∼3 days at 4 ◦C. Initial crystals were polycrys-
talline, after optimization, larger single-lattice crystals were grown in 50 mM sodium
acetate pH 5.5, 300 mM LiSO4. Lipid monolayers with bound 2D FAK crystals were
then picked up with a holey non-charged carbon grid (Lacey Carbon 300 mesh),
blotted and frozen using an FEI Vitrobot IV plunge freezer.

5.4.3. Cryo-EM imaging

FAK apo

Grids containing the FAK apo sample were imaged at an FEI Tecnai Polara and an
FEI Titan Krios TEMs, both equipped with a Gatan K2 DED. A Gatan Imaging
Filter (GIF) with a slit aperture of 20 eV was also employed at the Titan Krios. A
total of 1,145 dose-fractionated movies (612 from the Titan and 533 from the Polara)
each with an accumulated exposure of 40 e−/Å2 distributed over 80 movie frames
were acquired in counting mode. Pixel size: 1.088 Å (Polara), 1.7 Å or 1.058 Å
(Titan), on the sample level. Nominal tilt angles: 0◦, 15◦, 30◦, 45◦, 60◦.
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FAK AMP-PNP

Grids containing the FAK AMP-PNP sample were imaged at the same FEI Titan
Krios TEM as above. A total of 2,608 dose-fractionated movies each with an ac-
cumulated exposure of 80 e−/Å2 distributed over 40 movie frames were acquired in
counting mode. Pixel size: 1.058 Å on the sample level. Nominal tilt angles: 0◦,
10◦, 20◦, 30◦, 40◦, 50◦.

In both cases, the data collection was automated via SerialEM scripts [Schorb
et al. 2018], with drift correction and dose weighting performed by MotionCor2
[Zheng et al. 2017] and CTF estimation by CTFFIND4 [Rohou & Grigorieff 2015]
via FOCUS [Biyani et al. 2017] during the microscopy session.

5.4.4. Data processing

FAK apo

The 2D crystals displayed high mosaicity and hence diffracted only to low-resolution
(typically <25 Å, as shown in Fig. 5.1). Initial processing was carried out in FOCUS
[Biyani et al. 2017] following conventional 2D electron crystallographic procedures:
determination of defocus, tilt geometry, lattice, unbending, and merging [Gipson
et al. 2007, Schenk et al. 2010]. These steps resulted in an initial, low-resolution
3D reconstruction with p2 symmetry imposed, where the FERM domain could be
identified but not the kinase domain (Fig. 5.2). A total of 595 micrographs were
deemed good enough to be included in the reconstruction.

For this reason, we decided to try the single particle approach to 2D crystals as
described in Chapters 3 and 4. We used the FOCUS module [Righetto et al. 2019]
to pick and export particles extracted from the FAK 2D crystals. Given the three
different magnifications present in the dataset (1.7 Å and 1.058 Å from the Titan,
and 1.088 Å from the Polara), the particles were downsampled to a pixel size of
1.7 Å when needed. In total, 361,976 particles were extracted at a box size of
238 × 248 pixels. Starting from the converted crystallographic tilt geometry, the
map was then refined with the modified version of FREALIGN [Grigorieff 2016,
Righetto et al. 2019] with C2 symmetry imposed. While the map did improve
visibly, resolution was still not good enough to confidently place the kinase domain
(Fig. 5.2). We then decided to try cryoSPARC and its stochastic gradient descent
(SGD) ab initio algorithm on this FAK dataset. After 2D classification for cleaning
up the set of particles, a much better initial map was obtained and then refined
to comparably higher resolutions, initially in C1 and afterwards with C2 symmetry
imposed, as shown in Fig. 5.2. Finally, the C2-symmetric map was exported into

83



5 APPLICATION: MEMBRANE BINDING INDUCES DOMAIN
REARRANGEMENTS AND OLIGOMERIZATION THAT PRIME FAK FOR
ACTIVATION

cisTEM [Grant et al. 2018] for further rounds of alignment and defocus refinement.
The final reconstruction comprised 106,783 particles.

FAK AMP-PNP

As before, the 2D crystals displayed high mosaicity, with only low resolution diffrac-
tion spots. Initial processing was carried out in FOCUS [Biyani et al. 2017] following
the standard 2D electron crystallographic procedures as above: determination of
defocus, tilt geometry, lattice, unbending, and merging [Gipson et al. 2007, Schenk
et al. 2010]. From the 2,608 movies acquired, 850 were deemed good enough to be
included in the reconstruction.

We then used the FOCUS module [Righetto et al. 2019] to pick and export particles
extracted from the FAK AMP-PNP 2D crystals. In total, 2,666,154 particles were
extracted at a pixel size of 2.116 Å and a box size of 200 × 200 pixels. Downsam-
pling was applied for speedup reasons. With this dataset, we went directly for single
particle processing with cryoSPARC. After 2D classification rounds, the multi-class
ab initio map estimation confirmed the existence of two distinct types of 2D crys-
tal packings in this dataset, which had been already observed during the sample
screening stage (Fig. 5.3). The best 3D classes representing each crystal packing
contained 548,394 (class 1) and 322,786 particles (class 2), respectively. The best
3D class (class 1) was then refined further in cryoSPARC and subsequently in cis-
TEM [Grant et al. 2018], including defocus refinement.

5.4.5. Postprocessing and resolution estimation

During refinement in cryoSPARC and cisTEM it was observed that the FSC curves
never dropped below zero (Fig. B.1). This happened because cryoSPARC shuf-
fled the order of the particles for its half-set assignment, violating the crystal-based
split performed by the FOCUS as explained in Sections 3.4.4 and 4.3.3. There-
fore, in order to obtain more reliable resolution estimates, the half-sets were split
again based on the 2D crystals (i.e. particles from the same 2D crystal were always
assigned to the same half-set) and reconstructed using the relion_reconstruct pro-
gram [Scheres 2012b].

The FSC curves [Harauz & van Heel 1986] were then calculated using focus.postprocess

[Righetto et al. 2019]. For assessing the resolution at the central dimer only, a spher-
ical mask with a soft edge was applied, and the FSC curve was corrected for the
correlations introduced by the mask [Chen et al. 2013] (Fig. 5.4a). The 0.143 thresh-
old was used for resolution estimation and the maps were sharpened by deconvolv-
ing the MTF of the detector and reversing the contrast loss by a negative B-factor
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5.4 Methods

[Rosenthal & Henderson 2003]. Finally, local resolution was estimated using Bsoft
[Cardone et al. 2013] (Fig. 5.4b).

5.4.6. Modelling

A model for the FAK monomer was created in UCSF Chimera [Pettersen et al. 2004]
by taking the FERM domain from PDB 2AEH [Ceccarelli et al. 2006] and the
kinase domain from PDB 1MP8 [Nowakowski et al. 2002]. Flexible fitting into the
FAK apo and FAK AMP-PNP maps was performed using normal mode analysis
by iMODFIT [Lopéz-Blanco & Chacón 2013], followed by real space refinement in
PHENIX [Afonine et al. 2018b]. Copies of the monomer were gradually inserted,
fitted and refined into the 2D crystal supercell to optimize the geometry at the
interfaces.
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6. Conclusions

The adoption of direct electron detectors (DED) has drastically changed the land-
scape of structural biology [Kühlbrandt 2014]. The higher SNR [McMullan et al. 2016]
and the ability to correct for beam-induced motion [Brilot et al. 2012] offered by
these detectors have generally improved the resolutions obtainable by cryo-EM tech-
niques, even to near-atomic resolution in some cases [Zivanov et al. 2018]. Combined
with tools for automation of the data collection [Schorb et al. 2018] and data process-
ing pipelines [Biyani et al. 2017, Zivanov et al. 2018], the amount of data generated
for cryo-EM experiments has also grown rapidly. Aiming at addressing this chal-
lenge, in Chapter 2 we introduced MRCZ, an extension to the widely adopted MRC
format, that natively supports modern data compression codecs that take advan-
tage of CPU multi-threading and caching capabilities. In particular, we found the
zStandard codec to generally offer the best tradeoff between compression ratio and
compression rate, although other codec options are available to satisfy specific needs.
As blosc is an open-source meta-compression library, it is actually possible to include
any compression codec desired, which would be readily available for MRCZ.

We have also developed a software package, FOCUS, that offers a user-friendly
graphical front-end to several other software packages employed in cryo-EM [Biyani
et al. 2017]. By pipelining common processing steps such as drift-correction, CTF
estimation and particle picking, FOCUS enables real-time data processing, and the
ability to easily prune the dataset according to pre-defined parameters related to
data quality. This makes cryo-EM data collection more efficient and less vulnerable
to problems that would waste a multi-day microscopy session, as problems can be
readily diagnosed and fixed as needed. Since its release, we have been maintaining
FOCUS and including new functionality, such as new features to support high-
throughput data acquisition using beam-image shift [Cheng et al. 2018, Zivanov
et al. 2018].

Concerning 2D electron crystallography of membrane proteins, we have also de-
veloped improved algorithms that, for example, perform more accurate unbend-
ing based on DED movie frames and estimate the tilt geometry with higher local
accuracy by cutting the 2D crystal image into tiles [Biyani et al. 2018]. While
such advances indeed lead to better reconstructions by 2D crystallography [Kowal
et al. 2018], they still lag behind the resolutions offered by the single particle anal-
ysis (SPA) technique since the recent adoption of new sample preparation methods
[Gao et al. 2016, Lee & MacKinnon 2017] and improvements in data processing al-
gorithms [Scheres 2012a, Grigorieff 2016, Punjani et al. 2017, Grant et al. 2018]. In
Chapters 3 and 4 we demonstrated that these SPA software packages can also be
used to process 2D crystal data, enabled by a new module in FOCUS. In this way,
local distortions can be corrected by aligning small patches of the 2D crystals to a
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6 CONCLUSIONS

reference in 3D. Although conceptually simple, the idea of using SPA algorithms on
“particles” extracted from 2D crystals is not straightforward, as special care has to
be taken to avoid exaggerated resolution estimations, and the inherent local corre-
lations across the 2D crystal can be exploited by choosing a suitable box size and
imposing restraints on the particle alignments. We modified the FREALIGN pack-
age [Grigorieff 2016], written in the FORTRAN programming language, to include
such restraints and an automated refinement algorithm, reducing the need for user
intervention and subjective interpretations [Righetto et al. 2019]. Also, we developed
a postprocessing tool written in Python, focus.postprocess, that conveniently offers
a number of map filtration, masking and other operations from a single command-
line interface and is not specific to any SPA software package. The development
of these scientific computing tools, which are written in a variety of programming
languages, required the adoption of modern software engineering practices such as
version control, continuous integration and code profiling.

As reported in Chapter 3, using the hybrid single particle 2D electron crystallog-
raphy approach, we obtained a “consensus” map of the MloK1 potassium at ∼4Å
resolution from 2D crystals that would not show diffraction beyond ∼10Å in the
best cases. Even more interesting was the confirmation that the MloK1 2D crystals
contained heterogeneous conformations of the CNBD, in agreement with observa-
tions from high-speed AFM experiments [Rangl et al. 2016], a movement that is
linked to the channel function [Kowal et al. 2018]. For the first time, distinct con-
formations of a protein were resolved in 3D from 2D crystals, thanks to the ability
of SPA algorithms to disentangle heterogeneous datasets into more homogeneous
classes of particles [Righetto et al. 2019]. This finding challenges the very notion
of regarding proteins periodically arranged in a lipid bilayer as “crystals”, which
are normally thought to be a perfectly ordered arrangement of identical objects in
a lattice. In retrospect, it also provides an explanation to why the majority of 2D
crystals would not show diffraction at high resolution: they are likely heterogeneous,
and such structural variability induces lattice distortions.

It is true, however, that the single particle approach to 2D crystals here devised is still
more complicated and less likely to reach high resolutions ≤3.5Å than conventional
SPA with current methods and algorithms. Nevertheless, the question of whether 2D
crystals or lipid nanodiscs can better emulate the cellular membrane environment
and thus a more physiological condition remains. The answer will likely depend
on the protein being studied and its relationship to specific phospholipids and to
other membrane proteins. For example, some potassium channels are thought to
form clusters in the membrane [Duncan et al. 2017], while other proteins can even
naturally assemble into 2D crystals [Henderson & Unwin 1975].

We applied our method on one such case where the protein tends to spontaneously
assemble into 2D crystals, focal adhesion kinase (FAK), a protein involved in me-
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chanical sensing and cell migration processes. As shown in Chapter 5, we could ob-
tain maps at ∼6Å resolution from highly disordered 2D crystals that did not show
any diffraction beyond ∼25Å, and revealed two different types of crystal packings
using single particle 2D and 3D classification. It is for cases like this that we believe
our method is a suitable tool that allows structure determination in a functionally
relevant condition. Furthermore, it can also be valuable for studying 2D arrays of
proteins that are artificially designed [Gonen et al. 2015, Suzuki et al. 2016].

The adoption of phase plates to increase contrast in cryo-EM is already enabling
smaller structures to be resolved [Khoshouei et al. 2017]. In combination with better
detectors and lower-energy machines [Peet et al. 2019], the main instrumental limi-
tations are likely to be addressed in the near-future. From the sample preparation
perspective, microfluidic protein isolation from nanoliters of cell lysate, a problem
on which we have also worked [Schmidli et al. 2019], will greatly enhance efficiency
and allow the proteome of specific cells to be studied at high resolution. In addition
to 2D crystals and lipid nanodiscs, membrane protein structures can now also be
solved when embedded in liposomes, which allows the application of an electrical
potential difference between each side of the lipid bilayer [Tonggu & Wang 2018].
On the computational side, more automated and robust methods for model building
[Terwilliger et al. 2018a] and validation [Afonine et al. 2018a] are being developed.
It is especially interesting the recent introduction of deep learning and other modern
machine learning methods in the field, in applications such as ab initio map estima-
tion [Punjani et al. 2017], automatic tomogram segmentation and annotation [Chen
et al. 2017], particle picking [Tegunov & Cramer 2018] and protein dynamics esti-
mation from heterogeneous datasets [Dashti et al. 2019]. In this scenario, not only
can we expect a higher throughput in cryo-EM structure determination, but, more
importantly, the integration of data from different and complementary experimen-
tal sources will allow a better understanding of the complex cell machinery [Russel
et al. 2012].
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A. Supplementary Information for “Retrieving
High-Resolution Information from Disordered 2D
Crystals by Single Particle Cryo-EM”

A.1. Supplementary Figures

Figure A.1: New graphical user interface in FOCUS created to export a
2D electron crystallography dataset for single particle analysis.
The full pipeline for refinement of a single map based on FREALIGN
can be executed following the sequence of scripts shown in the panel on
the left. Alternatively, all scripts can be called from the command line.

93



A SUPPLEMENTARY INFORMATION FOR “RETRIEVING
HIGH-RESOLUTION INFORMATION FROM DISORDERED 2D CRYSTALS
BY SINGLE PARTICLE CRYO-EM”

Figure A.2: Particle picking from 2D crystals. The center of each particle (a
windowed patch of the 2D crystal) corresponds to the center of each
unit cell determined by the classical unbending algorithm [Crowther
et al. 1970, Henderson et al. 1986], optionally with an additional phase
shift applied to translate the center of a protein to the center of the
window. a) The cross-correlation (CC) profile of a 2D crystal of Mlok1
obtained by the classical unbending procedure5. The CC peaks indicate
putative positions of unit cells. b) After application of a threshold to the
values of the CC peaks to facilitate particle selection: green, particles
picked (above threshold); magenta, particles ignored because they are
probably bad or false positives (below threshold). Scale bar: 500 Å.
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A.1 Supplementary Figures

Figure A.3: Randomly selected crystal averages from the MloK1 dataset.
The particles contain one MloK1 tetramer in the center and at least eight
neighboring complete tetramers, depending on the crystal tilt angle.
Non-tilted images (tilt angle < 5◦) are marked with a star for ease of
visualization. Scale bar: 100 Å.
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A SUPPLEMENTARY INFORMATION FOR “RETRIEVING
HIGH-RESOLUTION INFORMATION FROM DISORDERED 2D CRYSTALS
BY SINGLE PARTICLE CRYO-EM”

Figure A.4: Resolution of the consensus map. (continued on next page)
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A.1 Supplementary Figures

a) Local resolution map according to Blocres using a kernel of 20 cubic voxels and
an FSC threshold of 0.143 with colorbar units in Å. b) Average B-factor per residue
of the refined MloK1 atomic model with colorbar units in Å2. c) Histogram of
voxel-assigned resolutions according to Blocres as in a). d) FSC of the central area
cropped for postprocessing and analysis of the central MloK1 tetramer, with a box
size of 104 cubic voxels. The solid lines correspond respectively to: orange, FSC
between the unmasked cropped half-volumes; cyan, FSC between the cropped half-
volumes after applying a soft-edged spherical mask of radius 54.6 Å; magenta, using
the same soft-edged spherical mask, but after adjusting the masked FSC for the
relative volumes of the molecule (MW=160 kDa) and the mask according to the
Single Particle Wiener (SPW) Filter [Sindelar & Grigorieff 2012] (Fpart/Fmask =
0.288). For resolution assessment, both the 0.143 cutoff and the 1/2-bit criterion
curve [van Heel & Schatz 2005] (blue dotted line) are shown (calculated for 4-fold
symmetric particle with longest dimension of 100 Å). e) FSC between full half-maps
at the end of consensus refinement, corresponding to a box size of 320 cubic voxels
(i.e., before cropping) and masked by a soft-edged sphere with radius of 192.96 Å. f)
FRC between the unmasked, cropped half-volumes as in d) along orthogonal central
slices only: blue, along the xy-plane; green, along the xz-plane (identical to the FRC
along the yz-plane due to imposition of C4 symmetry, not shown). The solid vertical
black line shown in panels d), e) and f) indicates the highest resolution limit used
to align the particles in FREALIGN: 7.52 Å.
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A SUPPLEMENTARY INFORMATION FOR “RETRIEVING
HIGH-RESOLUTION INFORMATION FROM DISORDERED 2D CRYSTALS
BY SINGLE PARTICLE CRYO-EM”

Figure A.5: MloK1 model fit to map. Selected fragments along one chain of the
refined MloK1 atomic model shown inside the consensus electron density
map. The map was globally sharpened using the phenix.auto_sharpen
program [Terwilliger et al. 2018b]. A zone of 2.5 Å around the model
was used to mask the map in UCSF Chimera [Pettersen et al. 2004].
Color bar indicates the residue index from the N- to the C- terminal.
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A.1 Supplementary Figures

Figure A.6: Signal subtraction. The central MloK1 tetramer, shown in red, was
masked using a soft spherical mask. This mask was inverted in order to
mask all the neighboring tetramers, shown in transparent yellow, from
a fully unmasked reconstruction of the consensus map. This masked
map without the central tetramer was subtracted from all experimental
particle images using the alignments determined in the consensus refine-
ment, prior to the 3D classification. For this operation, the map and
the particles were coarsened by a factor of 2 (i.e., a pixel size of 2.6 Å)
by Fourier cropping. Scale bar: 50 Å.
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A SUPPLEMENTARY INFORMATION FOR “RETRIEVING
HIGH-RESOLUTION INFORMATION FROM DISORDERED 2D CRYSTALS
BY SINGLE PARTICLE CRYO-EM”

Figure A.7: Resolution of the 3D classes. (continued on next page)
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A.1 Supplementary Figures

FSC curves of the central area cropped for postprocessing and analysis of the central
MloK1 tetramer, with a box size of 104 cubic voxels, as performed for the consensus
map (Supplementary Figure A.4). Likewise, all FSC curves were calculated after
masking the half-volumes with a soft-edged spherical mask with a radius of 54.6 Å
and adjusted for the relative volumes of the molecules (MW=160 kDa) and the
mask according to the Single Particle Wiener filter [Sindelar & Grigorieff 2012].
The resolution stated next to the class number on the title of each plot corresponds
to the 0.143 FSC threshold [Rosenthal & Henderson 2003]. The solid vertical black
line indicates the resolution limit used to classify the particles in FREALIGN: 7.0 Å.
No particle alignment was performed at the stage of 3D classification.
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A SUPPLEMENTARY INFORMATION FOR “RETRIEVING
HIGH-RESOLUTION INFORMATION FROM DISORDERED 2D CRYSTALS
BY SINGLE PARTICLE CRYO-EM”

Figure A.8: 3D classification results and particle positions. The locations
where particles were picked from the 2D crystals are shown on four
representative micrographs of the MloK1 dataset. Each circle around
the center of the particle is color coded according to the class with the
highest occupancy (maximum likelihood) for that particle. Scale bar is
500 Å.
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A.1 Supplementary Figures

Figure A.9: Pairwise similarity within ensemble of atomic models. a) The
pairwise RMSD between the eight atomic models derived from the 3D
classes was calculated after superposition of the C-α atoms and plotted
as a symmetrical matrix for ease of comparison. b) Based on the RMSD
matrix from a), a hierarchical agglomerative clustering (HAC) was cal-
culated using the single linkage criterion8 and the dendrogram was plot-
ted to indicate similarity relationships within the ensemble. Model #1
is the most different from all other models in the ensemble, followed by
model #3; conversely, models #2 and #7 are the most similar to each
other, followed by models #6 and #8. In both panels the RMSD values
are given in Angstroms. See also Supplementary Table A.2.
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A SUPPLEMENTARY INFORMATION FOR “RETRIEVING
HIGH-RESOLUTION INFORMATION FROM DISORDERED 2D CRYSTALS
BY SINGLE PARTICLE CRYO-EM”

A.2. Supplementary Tables

Table A.1: Summary of MloK1 single-particle refinement from 2D crystals.
Values in parentheses refer to the previously published structure [Kowal
et al. 2018].

Symmetry applied C4 (p4212)
Global resolution 4.0 Å (4.5 Å)
Number of micrographs 270 (346)
Number of particles 231,688
Pixel size 1.3 Å
Box size 320
Clashscore 6.30
Ramachandran outliers 0.00 %
Ramachandran favored 88.31 %
Rotamer outliers 0
Molprobity score [Davis et al. 2007] 1.94
EMRinger score [Barad et al. 2015] 0.810
CCmask [Afonine et al. 2018b] 0.677
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A.2 Supplementary Tables

Table A.2: Pairwise RMSD values among members of the model ensemble.
Values computed between all C-α atoms after global superposition, sorted
in descending order. See also Supplementary Figure 9.

Model # Model # RMSD [Å]
1 4 1.021
1 6 0.927
1 5 0.892
3 5 0.845
1 8 0.808
3 6 0.781
3 4 0.742
3 8 0.710
1 7 0.708
5 6 0.701
4 5 0.661
2 4 0.643
1 2 0.638
2 3 0.601
1 3 0.586
3 7 0.571
5 7 0.571
2 5 0.563
4 7 0.558
2 6 0.525
4 6 0.518
5 8 0.515
4 8 0.490
6 7 0.461
2 8 0.448
7 8 0.446
6 8 0.398
2 7 0.387
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A SUPPLEMENTARY INFORMATION FOR “RETRIEVING
HIGH-RESOLUTION INFORMATION FROM DISORDERED 2D CRYSTALS
BY SINGLE PARTICLE CRYO-EM”

A.3. Supplementary Movies

Supplementary Movie 1. Blinking of the CNBD. A simple morph from
model $4 (“compact” conformation) to model $1 (“extended” conformation) in the
ensemble derived from the 3D classes. Each chain is shown with a different ribbon
color. Potassium ions are colored purple, and the side chains in the selectivity filter
are explicitly shown (residues 175-178). a) Side view; b) CNBD view; c) pore view.
Movie generated in UCSF Chimera [Pettersen et al. 2004].

Supplementary Movie 2. Blinking of the CNBD and tilting of the VSD.
A simple morph from model $6 (“compact” conformation) to model $1 (“extended”
conformation) in the ensemble derived from the 3D classes. Each chain is shown with
a different ribbon color. Potassium ions are colored purple, and the side chains in
the selectivity filter are explicitly shown (residues 175-178). a) Side view; b) CNBD
view; c) pore view. Movie generated in UCSF Chimera [Pettersen et al. 2004].

Supplementary Movie 3. Rotation of the CNBD and the selectivity fil-
ter with respect to the TMD. A simple morph from model $5 (intermediate
“compact” conformation) to model $3 (intermediate “extended” conformation) in
the ensemble derived from the 3D classes. Each chain is shown with a different rib-
bon color. Potassium ions are colored purple, and the side chains in the selectivity
filter are explicitly shown (residues 175-178). a) Side view; b) CNBD view; c) pore
view. Movie generated in UCSF Chimera [Pettersen et al. 2004].
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A.4 Supplementary Note 1

A.4. Supplementary Note 1

Alignment restraints in FREALIGN

When processing 2D crystal data with FREALIGN v9.11, it might be necessary
to restrain the changes in Euler angles and x, y shifts. We therefore introduced
optional restraints to the scoring function being optimized, in the form of Gaussian
priors. These restraints have the Gaussian form previously described for x, y shifts
and defocus [Chen et al. 2009] and for helical parameters [Alushin et al. 2010].
Following the notation from Chen et al. [Chen et al. 2009], FREALIGN maximizes
a weighted similarity measure CCw between each particle image X and a projection
A of the 3D model:

S(φ; Θ) = CCw(φ; Θ) + σ2

|X||A|
ln f(φ; Θ) (A.1)

where φ is the set of parameters being optimized, Θ is a set of parameters governing
the restraints imposed on or on a subset of its parameters, σ is an estimate of the
noise standard deviation equal to |X − A|/

√
N , N is the number of pixels in the

image and f is the restraint function. For the x, y shifts of an image, the restraint
imposed on refinement cycle i is has the same form as the restraint described in
Chen et al. [Chen et al. 2009]:

fxy(φ; Θ) = exp
[
−(xi − xi−1)2

2σ2
x

− −(yi − yi−1)2

2σ2
y

]
(A.2)

where σx = σy is a parameter defined by the user controlling how strongly restrained
the translational change must be. For an Euler angle ψ, the restraint is then:

fψ(φ; Θ) = exp
[
−(ψi − ψi−1)2

2σ2
ψ

]
(A.3)

and analogously for the Euler angles θ and Φ. For simplicity, we assume σψ = σθ =
σΦ.

The translational and angular restraints can be specified by their respective keywords
in FREALIGN’s mparameters file as:

# Alignment-restraint parameters
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sigma_angles 0.0 ! When greater than 0: Restrains the Euler angles to avoid

they change too much in one cycle (STD in degrees).

sigma_shifts 0.0 ! When greater than 0: Restrains the x,y shifts to avoid they

change too much in one cycle (STD in Angstrom).
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A.5. Supplementary Note 2

Auto-refinement in FREALIGN

We implemented a single-particle auto-refinement algorithm based on FREALIGN
v9.11. The algorithm proceeds by evaluating the FSC between the reconstructed
half-maps at the end of each refinement cycle at two different thresholds: a “high”
threshold (thresh_fsc_ref), for example FSC = 0.5, and a lower threshold (thresh_fsc_eval),
for example FSC = 0.143 [Rosenthal & Henderson 2003]. For the next refinement
cycle, it uses the resolution limit based on thresh_fsc_ref. Any FSC improve-
ment beyond this resolution limit, evaluated at thresh_fsc_eval, is considered to
be unbiased. It is important to remark that these FSC thresholds are arbitrary and
not necessarily related to the actual map resolution. If the map does not improve,
based on this criterion, then the same refinement cycle can be run again trying dif-
ferent combinations of parameters (PSI, THETA, PHI, SHX, SHY) for refinement
(change_pmask option), thus changing and/or reducing the dimensionality of the re-
finement optimization problem. If all parameter combinations have been exhausted
and the FSC does not improve from one cycle to the next, refinement is considered
to have converged. Even if auto-refinement has converged in the previous step, in
some cases, further resolution improvements may still be obtained by modifying
other FREALIGN parameters and starting a new auto-refinement procedure from
the last cycle of the previous run. We note that a similar auto-refinement strategy
was implemented in the cisTEM package [Grant et al. 2018].

The auto-refiner can be tuned by the user via the following keywords in FREALIGN’s
mparameters file:

# Auto-refinement parameters (only used if calling frealign_run_refine_auto script)

thresh_fsc_ref 0.8 ! Auto-refiner will take the resolution where the FSC crosses

this threshold as the limit for the refinement (typically 0.4 to 0.8).

thresh_fsc_eval 0.143 ! Auto-refiner will evaluate map improvement by looking

at the resolution where the FSC crosses this threshold.

res_min 40.0 ! Auto-refiner won’t ever use a resolution lower than this as the

limit for the refinement.

ref_stay_away 2.0 ! Auto-refiner won’t ever use a limit for alignment that is

less than this value away from the current map’s resolution.

change_pmask T ! T or F. Set to T to allow auto-refiner to try different combinations

of parameter_mask if necessary.
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no_theta F ! T or F. Set to T to keep the tilt angle THETA fixed (always unchanged)

in auto-refinement. Useful for 2D crystal data.

A modified version of FREALIGN v9.11 supporting these features is available at
http://github.com/C-CINA/frealign-2dx.
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B. Supplementary Information for “Membrane binding
induces domain rearrangements and oligomerization that
prime FAK for activation”

B.1. Supplementary Figures

Figure B.1: Resolution estimation of the AMP-PNP map in cryoSPARC
and cisTEM. The FSC curves at the end of the refinement in
cryoSPARC (top) and cisTEM (bottom) are shown. As the half-sets
in these cases have been randomly split by cryoSPARC based on the
particles, without any regard to which 2D crystal they came from, the
FSC curves never fall below zero, due to the artificial correlations intro-
duced by the overlap between adjacent particle boxes.
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List of Abbreviations

List of Abbreviations

2D two-dimensional.

3D three-dimensional.

ABC ATP-binding cassette.

ATP adenosine triphosphate.

blosc blocked, shuffle, compression library.

cAMP cyclic adenosine monophosphate.

CC cross-correlation.

CCD charge-coupled device.

CMOS complementary metal-oxide semiconductor.

CNBD cyclic-nucleotide binding domain.

CPU central processing unit.

cryo-EM cryo-electron microscopy.

cryo-ET cryo-electron tomography.

CTF contrast transfer function.

DED direct electron detector.

DNA deoxyribonucleic acid.

DQE detective quantum efficiency.

ECM extracellular matrix.

ED electron diffraction.

EMDB Electron Microscopy Data Bank.

EMPIAR Electron Microscopy Public Image Archive.
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List of Abbreviations

FAK focal adhesion kinase.

FFT fast Fourier transform.

float32 floating-point 32-bit computer data, ∼6 significant figures.

FPGA Field-Gate Programmable Arrays.

FRC Fourier ring correlation.

FREALIGN Fourier REconstruction and ALIGNment.

FSC Fourier shell correlation.

FT Fourier transform.

GB Gigabyte (230 bytes).

Gb Gigabit, network (109 bits).

GPCR G protein-coupled receptor.

GPU graphics processing unit.
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