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Abstract
A finite element heterogeneous multiscale method (FE-HMM) is proposed for the simulation of time-dependent elastic waves in a rapidly varying heterogeneous elastic medium. It is based on a standard finite element discretization of an effective wave equation at the macro scale, whose a priori unknown effective material coefficients are computed on sampling domains at the micro scale within each macro finite element. Hence the computational effort becomes independent of the highly heterogeneous elastic medium at the smallest scale. Optimal error estimates and convergence rates in the energy and the $L^2$ norm are derived, which are explicit in the macro and micro discretization errors. Numerical experiments verify the sharpness of the error bounds and illustrate the versatility of the method for non-periodic, layered or stochastic media.
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1. Introduction

The efficient numerical simulation of time-dependent elastic wave phenomena is of fundamental importance in a variety of scientific and engineering applications. Finite element methods (FEM) are becoming increasingly popular because they easily accommodate localized small scale geometric features such as cracks, fractures, pinch-outs, or material interfaces. Thus when combined with local time-stepping strategies [20, 27], high-order FE methods are probably the method of choice for elastic wave propagation [36].

Yet when material heterogeneities not only occur at a scale much smaller than the wave length but also throughout the computational domain, classical finite element (or finite difference) methods become inefficient. As standard FE methods require grid resolution down to the finest scales in the medium, they indeed lead to prohibitively large problem sizes, even though the wave length itself might occur at a more moderate macroscopic scale. Not only for the simulation of seismic waves at the planetary scale but also for the prediction of the complex time-dependent response of engineered composite materials or structures, the need for multiscale strategies becomes all too obvious.

Multiscale methods generally fall into either of two classes: with or without explicit scale separation. Multiscale methods that forgo any underlying assumption of scale separation...
either replace the medium by an upscaled effective medium or devise a generalized multiscale FE basis constructed to capture the fine-scale information. This preprocessing step typically requires the solution of numerous local problems whose computational cost scales as the original problem for decreasing $\varepsilon$.

In the absence of scale separation, Capdeville et al. [14, 15], for instance, extended classical two-scale homogenization to the non-periodic case by artificially introducing a small scale parameter, $\varepsilon_0$, as the ratio between the desired (user-defined) smallest length scale and the smallest physical wave length. After a standard two-scale asymptotic expansion in $\varepsilon_0$, the resulting local cell problems are either solved by FE [14] or by FFT [15]. Finally, a low-pass filter is applied to the resulting stresses and strains to build a smoothly varying effective elastic tensor, which can then be used within any standard FE method.

Alternatively, multiscale FE or FD methods determine during pre-processing new multiscale FE or FD basis functions by numerically solving appropriate local problems. In particular, we mention the operator upscaling method proposed in [38], which is based on a two stage procedure. The computational domain is first decomposed into a macro mesh and subgrid problems resolving the smallest scale are computed on each macro element. Subgrid solutions and coarse test functions are then used to obtain the solution of the wave equation. Another related method is based on generalized FE bases [24, 25]. As in [38], a macro mesh is first defined and multiscale basis functions are computed within each coarse block to form a basis for computing a solution of the wave equation. Without the assumption of scale separation, those fine scale problems need to be resolved inside each macro element; hence, the computational cost of such operator-based upscaling methods typically scales like a fully resolved FE (or FD) method. Moreover, non-standard (generalized) FE bases not only lead to denser stiffness matrices but also to mass matrices, which cannot be lumped into diagonal approximations anymore [24, 38]. This difficulty is somewhat mitigated by the use of discontinuous Galerkin methods which yield a block-diagonal mass-matrix [25]. By pre-computing associated harmonic coordinate transformations, one can also avoid the assumption of scale separation; nevertheless multiple fine scale problems then need to be solved over the entire computational domain [35]. For further references on multiscale methods for wave propagation, we refer to the recent review article [8].

In contrast, the finite element heterogeneous multiscale method (FE-HMM) assumes that the heterogeneities occur at a micro scale $\varepsilon > 0$ smaller than the dominating wave length. Still, it neither requires the small-scale dependence to be periodic nor does it make any simplifying assumptions about the macro scale behavior of the elastic medium, which may also contain isolated small scale features. The heterogeneous multiscale method (HMM) was first introduced for elliptic multiscale problems [21, 4, 5] and computes an effective macro equation from micro computations in local sampling domains of size $\varepsilon$; hence, the computational cost remains independent of the micro scale.

For stationary multiscale problems from elasticity, the FE-HMM was proposed and analyzed in [1] while numerical examples were given in [9]. The FE-HMM for the acoustic wave equation was first introduced in [6] for moderate fixed times $T > 0$ and later extended in [7] to long time. Indeed at very long times, $T^\varepsilon = \varepsilon^{-2}T$, the true solution begins to deviate from
the homogenized equation, as it develops a dispersive behavior due to the subtle interplay between small and intermediate scales. To capture this dispersive effect, the homogenized model requires additional terms which lead to a family of effective Boussinesq-type equations \([7, 10]\). An alternative finite difference based multiscale method for the long time wave propagation in heterogeneous media was proposed in \([22, 23]\), which uses dynamical micro problems. In one dimension and for periodic media, the method given in \([12]\) captures the effective flux of the long time multiscale wave problem.

Here, we propose and analyze the first FE-HMM for time-dependent elastic waves. From a rigorous and fully discrete a priori error analysis, we infer optimal settings for the macro-/microscopic mesh parameters. Moreover, the complexity of the FE-HMM method scales only with the number of macro degrees of freedom, that is independently of \(\epsilon\). Various numerical examples in layered, stochastic or fully heterogeneous media demonstrate both the accuracy and efficiency of the FE-HMM for numerical wave propagation of elastic waves in arbitrary heterogeneous media.

Our paper is structured as follows. In Section 2, we introduce the elastic wave equation and recall some known analytical results from classical homogenization theory. Next in Section 3, we present the FE-HMM for the elastic wave equation and derive in Section 4 optimal error estimates with respect to the \(L^2\) and the energy norm. Finally, we present some numerical experiments in Section 5 to corroborate the theory and to illustrate the versatility of the FE-HMM approach in the presence of non-periodic, anisotropic or stochastic media.

2. The elastic wave equation

We consider a linear highly heterogeneous elastic medium contained in a bounded domain \(\Omega \subset \mathbb{R}^d, d = 1, 2, 3\) with Lipschitz continuous boundary \(\Gamma\). Inside \(\Omega\), we assume that the heterogeneities occur at a micro scale \(\epsilon > 0\) smaller than the dominating wave length but make no further simplifying assumptions, such as periodicity, about the medium. Hence, we seek the displacement \(u^\epsilon : [0, T] \to H^1_0(\Omega)^d\) governed by the elastic wave equation

\[
\partial_t u^\epsilon(t) - \text{div}(a^\epsilon(x) : e(u^\epsilon(t))) = f(t), \quad \text{in } \Omega \times (0, T],
\]

\[
\partial_t u^\epsilon(t) = 0, \quad \text{on } \Gamma \times [0, T],
\]

with the initial conditions at time \(t = 0\),

\[
u^\epsilon(0) = g_1, \quad \partial_t u^\epsilon(0) = g_2, \quad \text{in } \Omega.
\]
Here, \( u^\varepsilon(t) \) associates to every time \( t \) the spatially varying \( d \)-dimensional vector-valued displacement field of the elastic medium, \([u^1_1(t,x), \ldots, u^d_d(t,x)]^T\), whereas \( f = (f_1(t,x), \ldots, f_d(t,x)) \) and \( g_i = (g_i(x), \ldots, g_{i_d}(x)) \) for \( i = 1, 2 \). For conciseness we will sometimes omit the explicit dependency on time and merely use \( u^\varepsilon \) to denote \( u^\varepsilon(t) \). In (1), the linearized \( d \times d \) strain tensor \( e \) is defined as

\[
e(u^\varepsilon) = (e_{ij}(u^\varepsilon))_{1 \leq i,j \leq d}, \quad e_{ij}(u^\varepsilon) = \frac{1}{2} \left( \frac{\partial u^\varepsilon_i}{\partial x_j} + \frac{\partial u^\varepsilon_j}{\partial x_i} \right), \quad i,j = 1, \ldots, d.
\]

The final time \( T > 0 \) is fixed independently of \( \varepsilon \). Otherwise the true solution \( u^\varepsilon \) displays at very long times, \( T^\varepsilon = \varepsilon^{-2}T \), a dispersive behavior no longer described by classical homogenization theory. Additional terms are then needed to capture those dispersive effects, leading to a family of effective Boussinesq-type equations [7, 10].

The weak formulation of (1) reads: find \( u^\varepsilon : [0,T] \rightarrow H^1_0(\Omega)^d \) such that

\[
\langle \partial_t u^\varepsilon(t), w \rangle + B^\varepsilon(u^\varepsilon(t), w) = F(w,t), \quad \forall w \in H^1_0(\Omega)^d,
\]

with the initial conditions (2). Here \( \langle \cdot, \cdot \rangle \) denotes the dual pairing between \( H^{-1} \) and \( H^1 \) (if \( \partial u^\varepsilon(t) \) is in \( L^2(\Omega) \), we use the standard \( L^2 \) inner product) whereas the bilinear form \( B^\varepsilon : H^1(\Omega)^d \times H^1(\Omega)^d \rightarrow \mathbb{R} \) is given by

\[
B^\varepsilon(v,w) = \int_\Omega a^\varepsilon(x)e(v) : e(w)\,dx,
\]

and the right hand side \( F : H^1(\Omega)^d \rightarrow \mathbb{R} \) is given by

\[
F(w,t) = \int_\Omega f(t)w\,dx.
\]

For any \( d \times d \) square matrix \( M \), we denote its Frobenius norm by \( \|M\|_F = (M : M)^{1/2} = (\sum_{i,j=1}^d M_{ij}^2)^{1/2} \). Then, we assume that the fourth-order heterogeneous tensor \( a^\varepsilon \), \( a^\varepsilon_{ijkl}(x) \in L^\infty(\Omega) \), for \( i,j,k,l = 1, \ldots, d \) satisfies

\[
a^\varepsilon_{ijkl} = a^\varepsilon_{jikl} = a^\varepsilon_{klij},
\]

(4)

\[
\alpha \|M\|_F^2 \leq a^\varepsilon M : M, \quad \text{for any symmetric matrix } M,
\]

(5)

\[
\|a^\varepsilon M\|_F \leq \beta \|M\|_F, \quad \text{for any symmetric matrix } M,
\]

(6)

where \( 0 < \alpha \leq \beta < \infty \). Under the above assumptions, the weak formulation (3) is well-posed and thus admits a family of unique solutions \( \{u^\varepsilon\}_\varepsilon \), indexed by the superscript \( \varepsilon \). Indeed, by combining the first Korn inequality,

\[
\|v\|_{H^1(\Omega)} \leq C \left( \int_\Omega |e(v)|^2\,dx \right)^{1/2},
\]

(7)

where the \( H^1(\Omega)^d \) norm is defined as

\[
\|v\|_{H^1(\Omega)^d} = \left( \sum_{i,j=1}^d \int_\Omega \left( \frac{\partial v_i}{\partial x_j} \right)^2 \,dx + \sum_{i=1}^d \int_\Omega v_i^2 \,dx \right)^{1/2},
\]
with the coercivity of the tensor \( a^\varepsilon \), we immediately conclude that the bilinear form \( B^\varepsilon \) is coercive, i.e.
\[
B^\varepsilon(v, v) = \int_{\Omega} a^\varepsilon(x)e(v) : e(v)dx \geq C \left( \int_{\Omega} |e(v)|^2 dx \right) \geq C \|v\|_{H^1_0(\Omega)}^2, \quad \forall v \in H^1_0(\Omega)^d.
\]
The existence and uniqueness of a (weak) solution, given sufficient regularity of the data,
\[
f \in L^2(0, T; L^2(\Omega)^d), \quad g_1 \in H^1_0(\Omega)^d, \quad \text{and} \quad g_2 \in L^2(\Omega)^d,
\]
follows then from the Lax-Milgram’s Lemma and
\[
u^\varepsilon \in L^2(0, T; H^1_0(\Omega)^d) \quad \text{and} \quad \partial_t u^\varepsilon \in L^2(0, T; L^2(\Omega)^d).
\]
In fact, \( u^\varepsilon \) is more regular (see [31]) because \( u^\varepsilon \in L^\infty(0, T; H^1_0(\Omega)^d) \) with time derivative \( \partial_t u^\varepsilon \in L^\infty(0, T; L^2(\Omega)^d) \). Therefore, we have
\[
u^\varepsilon \in C([0, T]; H^1_0(\Omega)^d) \quad \text{and} \quad \partial_t u^\varepsilon \in C([0, T]; L^2(\Omega)^d).
\]

**Classical homogenization theory**

The numerical solution of (1) with standard FEM requires the mesh size to be smaller than the finest scales in the medium, which is prohibitively expensive when \( \varepsilon \) is small. Still, the effective dynamics at the macro scale can be described using homogenization theory [34, 19]. By using the theory of \( H \)-convergence [32, 11], one can show that the effective behavior of the heterogeneous solution \( u^\varepsilon \) is well-described by the solution of the homogenized wave equation for short times \( T > 0 \) [13, 19]. Indeed, \( u^\varepsilon \) converges (up to a subsequence) weakly in \( H^1 \) to the solution, \( u^0 \), of
\[
\langle \partial_t u^0(t), w \rangle + B^0(u^0(t), w) = F(w), \quad \forall w \in H^1_0(\Omega)^d,
\]
with the initial conditions (2). Here the bilinear form \( B^0 : H^1(\Omega)^d \times H^1(\Omega)^d \to \mathbb{R} \) is given by
\[
B^0(v, w) = \int_{\Omega} a^0(x)e(v) : e(w)dx,
\]
where the homogenized tensor \( a^0 \) satisfies properties (4)–(6) for some constants \( 0 < \alpha_0 \leq \beta_0 < \infty \). Under additional assumptions on the small scale behavior of the tensor, such as periodicity
\[
(H1) \quad \sigma^\varepsilon(x) = \sigma(x/\varepsilon) = \sigma(y) \text{ is } Y \text{-periodic in } y, \text{ where } Y = (0, 1)^d,
\]
the whole sequence \( u^\varepsilon \) converges weakly to \( u^0 \) and explicit equations are available to compute \( a^0 \):
\[
a_{ijkl}^0 = \frac{1}{|Y|} \int_{Y} a_{ijkl}(y) + \sum_{h,m=1}^d a_{ijhm}(y) \frac{\partial \chi_h^k(y)}{\partial y_m} dy,
\]
where the functions $\chi_{kl}^{h} \in W_{\text{per}}(Y)$ are solutions of the micro problems

$$
- \frac{\partial}{\partial y_j} \left( a_{ijhm} \frac{\partial \chi_{kl}^{h}}{\partial y_m} \right) = \frac{\partial a_{ijkl}}{\partial y_j}, \quad \text{in } Y, \quad \text{for } i = 1, \ldots, d,
$$

with periodic boundary conditions. Here, the space $W_{\text{per}}(Y)$ is defined as

$${W_{\text{per}}(Y)} = \{ v \in H_{\text{per}}^{1}(Y)^{d} | \int_{Y} v_{i} dy = 0, i = 1, \ldots, d \}.$$

**Remark.** Problem (1) can be easily adapted to inhomogeneous Dirichlet and Neumann boundary conditions. Then lifting of the Dirichlet data is required, which leads to additional terms in (3) and (8).

### 3. FE-HMM for elastic waves

The FE-HMM approach incorporates micro to macro scale interactions by solving inside each element at the coarse level a few micro scale problems inside sampling domains centered about quadrature nodes. By averaging the solutions of those micro problems, the overall effects are then translated from micro to macro scale. Thus we consider a family of regular coarse partitions $\{T_{H}\}$ over $\Omega$ with mesh size $H \gg \varepsilon$ and introduce the corresponding standard continuous piecewise polynomial (macro) FE space of degree $p \geq 1$:

$$V^{p}(\Omega, T_{H}) = \{ v^{H} \in H^{1}_{0}(\Omega)^{d} | v^{H}|_{K} \in R^{p}(K)^{d}, \forall K \in T_{H} \},$$

where $R^{p}(K)$ is the space $P^{p}(K)$ of polynomials on $K$ of degree at most $p$ if $K$ is a triangle (or tetrahedron), or the space $Q^{p}(K)$ of polynomials on $K$ of degree at most $p$ in each variable if $K$ is a rectangle (or hexahedron).

For computation, the integrals involved in the finite-dimensional Galerkin counterpart of (3) must be approximated numerically. In doing so, we shall use two different quadrature formulas (QF), the first to approximate the bilinear form and the second to approximate the $L^{2}$ inner product. Each QF needs to satisfy separate accuracy and stability requirements to avoid any subsequent loss in accuracy and thus achieve optimal convergence rates.

First, let $\hat{K}$ be a reference element and $\{\hat{\omega}_{j}, \hat{x}_{j}\}$ be any QF on $\hat{K}$. We shall make some or all of the following assumptions; for $j = 1, \ldots, J$, with $J \geq 1$, let $\hat{\omega}_{j} > 0$ and

(Q1) there exists $\lambda > 0$ : $\sum_{j=1}^{J} \hat{\omega}_{j} |\nabla \hat{p}(\hat{x}_{j})|^{2} \geq \lambda \| \nabla \hat{p} \|^{2}_{L^{2}(\hat{K})}$, for all $\hat{p} \in R^{p}(\hat{K})^{d}$,

(Q2) $\int_{\hat{K}} \hat{p}(\hat{x}) d\hat{x} = \sum_{j=1}^{J} \hat{\omega}_{j} \hat{p}(\hat{x}_{j})$, for all $\hat{p} \in R^{\sigma}(\hat{K})^{d}$, where $\sigma = \max(2p - 2, 2p)$ if $R^{\sigma} = P^{\sigma}$, or $\sigma = \max(2p - 1, p + 1)$ if $R^{\sigma} = Q^{\sigma}$.

(Q3) $\sum_{j=1}^{J} \hat{\omega}_{j} |\hat{p}(\hat{x}_{j})|^{2} \geq \lambda \| \hat{p} \|^{2}_{L^{2}(\hat{K})}$, for all $\hat{p} \in R^{p}(\hat{K})^{d}$.
Inside each element $K$, we now consider two different QF, $\{\omega_{j,K}, x_{j,K}\}$ and $\{\tilde{\omega}_{l,K}, \tilde{x}_{l,K}\}$ with $1 \leq j, l \leq L$, to evaluate the bilinear form $B_H$ and the discrete inner product $(\cdot, \cdot)_H$, respectively. We assume that both QF satisfy assumptions (Q1) and (Q2) above, while the second QF, used to evaluate $(\cdot, \cdot)_H$, must also satisfy assumption (Q3).

Around each quadrature node $x_{j,K}$ involved in the numerical approximation of $B_H$, we consider a sampling domain $K_{\delta_j}$ of size $\delta \ll H$ and a family of fine partitions $\{T_h\}$ over $K_{\delta_j}$ of mesh size $h \leq \varepsilon$. There we also introduce the corresponding micro FE space of continuous piecewise polynomials of degree $q \geq 1$:

$$V^q(K_{\delta_j}, T_h) = \{v^h \in W(K_{\delta_j}) \mid v^h|_K \in \mathcal{R}^q(K)^d, \ \forall K \in T_h\}.$$ 

The choice of the subspace $W(K_{\delta_j})$ of $H^1(K_{\delta_j})^d$ determines the coupling between the micro and macro solvers by incorporating the appropriate boundary conditions into the micro problems (14) below, namely

$$W(K_{\delta_j}) = H^1_{\text{per}}(K_{\delta_j})^d, \text{ for periodic coupling,} \quad (10)$$

$$W(K_{\delta_j}) = H^1_0(K_{\delta_j})^d, \text{ for Dirichlet coupling.} \quad (11)$$

Given the above definitions of the macro and micro FE spaces, the overall FE-HMM reads:

find $u^H \in V_0^p(\Omega_T, T_H)$ such that

$$(\partial_t u^H, w^H)_H + B_H(u^H, w^H) = F(u^H), \quad \forall u^H \in V_0^p(\Omega_T, T_H), \quad (12)$$

with initial conditions given by nodal interpolations of $g_1$ and $g_2$ given in (2). We define $(\cdot, \cdot)_H$ by

$$(\partial_t v^H, w^H)_H = \sum_{K \in T_H} \sum_{l=1}^L \tilde{\omega}_{l,K} \partial_t v^H(\tilde{x}_{l,K})w^H(\tilde{x}_{l,K}),$$

$$F(w^H) = \int_{\Omega} f w^H dx.$$ 

The bilinear form $B_H : V_0^p(\Omega_T, T_H) \times V_0^p(\Omega_T, T_H) \to \mathbb{R}$, in (12), is given by

$$B_H(u^H, w^H) = \sum_{K \in T_H} \sum_{j=1}^J \frac{\omega_{j,K}}{|K_{\delta_j}|} \int_{K_{\delta_j}} a^x(x)e(u^h_j) : e(w^h_j)dx, \quad (13)$$

and where the micro solutions $u^h_j$ (resp. $w^h_j$) satisfy $u^h_j - u^H_{\text{lin},j} \in V^q(K_{\delta_j}, T_h)$ and

$$\int_{K_{\delta_j}} a^x(x)e(u^h_j) : e(z^h)dx = 0, \quad \forall z^h \in V^q(K_{\delta_j}, T_h). \quad (14)$$

The term $u^H_{\text{lin},j}(x)$ corresponds to a linearization of $u^H$ at the integration nodes $x_{j,K}$, i.e.,

$$u^H_{\text{lin},j}(x) = u^H(x_{j,K}) + (x - x_{j,K})e(u^H(x_{j,K})).$$
Note that the micro solutions $u^h_j$ do not depend on time and that the micro problems (14) are well-posed, which follows from the Lax–Milgram lemma together with Korn’s inequality. As a consequence, problem (12) is well-posed and, in particular, admits a unique solution $u^H \in L^\infty(0,T;V_p^0(\Omega,\mathcal{T}_H))$, for all $\varepsilon,H,h > 0$ (see [6, 7, 19]) .

**Recovery of the homogenized tensor**

A numerical approximation of the homogenized tensor $a^0$ can be obtained during the assembly process of the FE-HMM. For general symmetric tensors and sampling domains, we define at each quadrature node $x_{j,K}$, two tensors $a^0_K$ and $\bar{a}^0_K$ by

\[
(a^0_K(x_{j,K}))_{iklm} = \frac{1}{|K_{\delta_j}|} \int_{K_{\delta_j}} a^\varepsilon(x)e(\varphi^h_{jik}) : e(\varphi^h_{jlm})dx,
\]

(15)

and

\[
(\bar{a}^0_K(x_{j,K}))_{iklm} = \frac{1}{|K_{\delta_j}|} \int_{K_{\delta_j}} a^\varepsilon(x)e(\varphi_{jik}) : e(\varphi_{jlm})dx,
\]

(16)

where $\varphi^h_{jik} \in V^q(K_{\delta_j},T_h)$ ($\varphi_{jik} \in W(K_{\delta_j})$) are the solutions of (14) and $i,k,l,m = 1,\ldots,d$.

**4. A priori error analysis**

In this section, we derive a priori estimates for the error between the homogenized solution $u^0$ of (8) and the FE-HMM solution $u^H$ of (12). The total error splits into three separate contributions: a macro error, which primarily depends on the macro mesh size $H$, a modeling error which measures the accuracy of the upscaling procedure, and a micro error mainly determined by the micro mesh size $h$. Hence the combined modeling and micro error, $e_{HMM}$, is bounded by its two separate contributions as

\[
e_{HMM} = \|a^0(x_{j,K}) - a^0_K(x_{j,K})\|_F \leq \|a^0(x_{j,K}) - \bar{a}^0_K(x_{j,K})\|_F + \|\bar{a}^0_K(x_{j,K}) - a^0_K(x_{j,K})\|_F,
\]

with

\[
e_{MOD} = \|a^0(x_{j,K}) - \bar{a}^0_K(x_{j,K})\|_F,
\]

\[
e_{MIC} = \|\bar{a}^0_K(x_{j,K}) - a^0_K(x_{j,K})\|_F,
\]

and where $a^0_K$ and $\bar{a}^0_K$ are defined in (15) and (16) respectively.

The micro error $e_{MIC}$ results from the FE discretization of the micro problems and can be bounded without any assumptions about the spatial structure of the tensor $a^\varepsilon$ apart from (4)–(6). If the solutions $\psi^i \in W(K_{\delta_j})$ of the continuous counterpart of (14) in fact are in $H^{q+1}(K_{\delta_j})^d$ and satisfy

\[
(H2) \ |\psi^i|_{H^{q+1}(K_{\delta_j})} \leq C\varepsilon^{-q}|K_{\delta_j}|^{1/2}, \text{ for all } K \in \mathcal{T}_H, i = 1,\ldots,d,
\]
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then it holds for each macro element \( K \in \mathcal{T}_H ([1, 2, 9]): \)

\[
e_{MIC} \leq C \left( \frac{h}{\varepsilon} \right)^{2q}.
\]  

(17)

To determine an upper bound on the modeling error \( e_{MOD} \), we need to make additional assumptions about the tensor \( a^\varepsilon \), such as local periodicity ([2, 9]); i.e.,

(H3) \( a^\varepsilon(x) = a(x, x/\varepsilon) = a(x, y) \) is \( Y \)-periodic in \( y \).

If \( a^\varepsilon \) satisfies (H3) with \( a_{ijkl}(x, y) \in W^{1,\infty}(\bar{\Omega}, L^\infty(Y)) \) for all \( i, j, k, l = 1, \ldots, d \), we have

\[
e_{MOD} \leq C\varepsilon, \text{ if } W(K_{\delta}) = H^1_{per}(K_{\delta})^d, \quad \delta/\varepsilon \in \mathbb{N},
\]

\[
e_{MOD} \leq C(\delta + \varepsilon/\delta), \text{ if } W(K_{\delta}) = H^1_0(K_{\delta})^d, \quad \delta/\varepsilon \notin \mathbb{N}, \delta > \varepsilon.
\]  

(18)

Furthermore, if we collocate the slow variable \( x \) at the quadrature points \( x_{j,K} \) in the evaluation of the macro (13) and micro (14) bilinear forms, the modeling error reduces to

\[
e_{MOD} = 0, \text{ if } W(K_{\delta}) = H^1_{per}(K_{\delta})^d, \quad \delta/\varepsilon \in \mathbb{N},
\]

\[
e_{MOD} \leq C\varepsilon/\delta, \text{ if } W(K_{\delta}) = H^1_0(K_{\delta})^d, \quad \delta/\varepsilon \notin \mathbb{N}, \delta > \varepsilon.
\]  

(19)

To derive an a priori error analysis, we now consider the elliptic projection \( \pi_H u^0 \) of the homogenized solution \( u^0 \), defined by

\[
B_H(\pi_H u^0, v^H) = B^0(u^0, v^H) + (\partial_t u^0, v^H) - (I_H \partial_t u^0, v^H)_H,
\]  

(20)

where \( I_H \) is any nodal interpolant which satisfies

\[
\|v - I_H v\|_{H^m(\Omega)} \leq CH^{k-m}\|v\|_{H^k(\Omega)}, \quad 0 \leq m \leq 1, \quad 2 \leq k \leq p + 1.
\]  

(21)

Since \( I_H u^0 \in V^p_0(\Omega, \mathcal{T}_H) \) and \( B_H \) is coercive, the elliptic projection \( \pi_H u^0 \in V^p_0(\Omega, \mathcal{T}_H) \) is well-defined. We can define the initial conditions of (12) as

\[
u^H(0) = I_H u^0(0) = I_H g_1, \quad \text{and} \quad \partial u^H(0) = I_H \partial_t u^0(0) = I_H g_2.
\]

To derive an upper bound for

\[
\|\partial_t (u^0 - u^H)\|_{L^\infty(0,T;L^2(\Omega))} + \|u^0 - u^H\|_{L^\infty(0,T;H^1(\Omega))},
\]

we shall estimate the difference between \( \pi_H \partial_t^ku^0 \) and \( \partial_t^ku^0 \) for \( k = 0, 1, 2 \). To do so, we first recall the following estimates (given in [17] for simplicial elements), which hold for \( v^H, w^H \in V^p(\Omega, \mathcal{T}_H) \) and \( m = 0, 1, 2 \):

\[
|B^0(v^H, w^H) - B^0_H(v^H, w^H)| \leq CH^{p+m}\max_{i,j,k,l} \|a_{ijkl}^0\|_{W^{p+m,\infty}(\Omega)}\|v^H\|_{H^{p+m}(\Omega)}\|w^H\|_{H^{1+m}(\Omega)},
\]

(22)

\[
|\nabla v^H - \nabla w^H| \leq CH^{p+m}\|v^H\|_{H^{p+m}(\Omega)}\|w^H\|_{H^{1+m}(\Omega)}.
\]  

(23)
where \( \| \cdot \|_{\bar{H}^p(\Omega)} \) is a broken norm, given by
\[
\|v\|_{\bar{H}^p(\Omega)} = \left( \sum_{K \in \mathcal{T}_H} \|v\|^2_{\bar{H}^p(K)} \right)^{1/2}.
\]

Similar estimates also hold for rectangular elements, see \[18\].

**Lemma 4.1.** Suppose that (22) and (23) hold for \( m = 0 \) and that
\[
\partial_t^\nu u^0 \in L^2(0,T;H^{p+1}(\Omega)), \quad \nu = 0, 1, 2,
\]
\[
\partial_t^{2+\nu} u^0 \in L^2(0,T;H^p(\Omega)), \quad \nu = 1, 2,
\]
\[
a^0_{ijkl} \in W^{\infty}(\Omega), \quad i, j, k, l = 1, \ldots, d.
\]

Then
\[
\|\partial_t^\nu u^0 - \pi_H \partial_t^\nu u^0\|_{L^2(0,T;H^p(\Omega))} \leq C(H^p + e_{MIC} + e_{MOD}),
\]
where the constant \( C \) is independent of \( H, h, \) and \( \varepsilon \). The micro error \( e_{MIC} \) and the modeling error \( e_{MOD} \) are given by (17) and (18) or (19), respectively.

**Proof.** We give the proof for \( \nu = 0 \). For higher \( \nu \), the proof follows by differentiating (20). Let \( B^0_H \) denote the bilinear form corresponding to a standard FE discretization applied to (8),
\[
B^0_H(v^H, w^H) = \sum_{K \in \mathcal{T}_H} \sum_{j=1}^J \omega_{j,K} a^0(x_{j,K}) e(v^H(x_{j,K})) e(w^H(x_{j,K})).
\]

By definition of the elliptic projection (20), we have
\[
B_H(\pi_H u^0 - I_H u^0, v^H) = B^0(u^0 - I_H u^0, v^H) + B_0(I_H u^0, v^H) - B_H(I_H u^0, v^H) + (\partial_t u^0, v^H)
\]
\[
- (I_H \partial_t u^0, v^H_H) + (I_H \partial_t u^0, v^H) - (I_H \partial_t u^0, v^H_H)
\]
\[
= B^0(u^0 - I_H u^0, v^H) + B^0(I_H u^0, v^H) - B_H(I_H u^0, v^H)
\]
\[
+ B_0^H(I_H u^0, v^H) - B_H(I_H u^0, v^H_H)
\]
\[
+ (\partial_t u^0 - I_H \partial_t u^0, v^H) + (I_H \partial_t u^0, v^H) - (I_H \partial_t u^0, v^H_H).
\]

We bound each term and use the short-hand notation \( \| \cdot \|_{L^2(\Omega)} \) to denote the norm \( \| \cdot \|_{L^2(0,T;H^p(\Omega))} \), \( p \geq 1 \). Using the boundedness of \( B^0 \), it holds
\[
B^0(u^0 - I_H u^0, v^H) \leq C H^p \|u^0\|_{L^2(\Omega)} \|v^H\|_{L^2(H^1)},
\]
where \( I_H \) satisfies (21). For the second and third terms, we use equation (22) with \( m = 0 \) to obtain
\[
B^0(I_H u^0, v^H) - B^0_H(I_H u^0, v^H) \leq C H^p \|I_H u^0\|_{L^2(\Omega)} \|v^H\|_{L^2(H^1)} \leq C H^p \|u^0\|_{L^2(\Omega)} \|v^H\|_{L^2(H^1)}.
\]
From [1, Lemma 4.3] and [7, Lemma 4.1], it then holds
\[ B_0^0(I_Hu^0, v^H) - B_H(I_Hu^0, v^H) \leq C e_{HMM} \|I_Hu^0\|_{L^2(H^1)} \|v^H\|_{L^2(H^1)} \leq C e_{HMM} \|u^0\|_{L^2(H^1)} \|v^H\|_{L^2(H^1)}. \]

We bound the first inner product by
\[ \langle \partial_t u^0 - I_H(\partial_t u^0), v^H \rangle \leq C H \|\partial_t u^0\|_{L^2(H^p)} \|v^H\|_{L^2(H^1)}, \]
where we have used estimate (21). The last term is bounded by
\[ \langle I_H(\partial_t u^0), v^H \rangle - \langle I_H(\partial_t u^0), v^H \rangle_H \leq C H \|u^0\|_{L^2(H^p)} \|v^H\|_{L^2(H^1)}. \]

By using the coercivity of \( B_H \), we now obtain
\[ \|\pi_H u^0 - I_H u^0\|_{L^2(H^1)} \leq C B_H(\pi_H u^0 - I_H u^0, \pi_H u^0 - I_H u^0) \]
\[ \leq C (H^p \|u^0\|_{L^2(H^p)} + e_{HMM} \|u^0\|_{L^2(H^1)} + H^p \|\partial_t u^0\|_{L^2(H^p)}) \|\pi_H u^0 - I_H u^0\|_{L^2(H^1)}. \]

To conclude we use integration in time, estimate (21), and the fact that \( e_{HMM} \leq e_{MIC} + e_{MOD} \) together with the triangle inequality
\[ \|u^0 - \pi_H u^0\|_{L^2(H^1)} \leq \|u^0 - I_H u^0\|_{L^2(H^1)} + \|\pi_H u^0 - I_H u^0\|_{L^2(H^1)}. \]

A similar Lemma holds for the \( L^2 \) norm, where we combine a classical Aubin-Nitsche argument with the \( H^1 \) estimates given in Lemma 4.1.

**Lemma 4.2.** Suppose that (22) and (23) hold for \( m = 1 \) and that
\[
\begin{align*}
\partial_\nu^\nu u^0 & \in L^2(0,T; H^{p+1}(\Omega)), & \nu = 0, 1, \\
\partial_\nu^{2+\nu} u^0 & \in L^2(0,T; H^p(\Omega)), & \nu = 0, 1, \\
a^{ijkl} & \in W^{p,\infty}(\Omega), & i, j, k, l = 1, \ldots, d.
\end{align*}
\]

Then
\[ \|\partial_\nu u^0 - \pi_H \partial_\nu u^0\|_{L^2(0,T;L^2(\Omega))} \leq C (H^{p+1} + e_{MIC} + e_{MOD}), \]
where the constant \( C \) is independent of \( H, h, \) and \( \varepsilon \). The micro error \( e_{MIC} \) and the modeling error \( e_{MOD} \) are given by (17) and (18) or (19), respectively.

We can now express a bound for the difference between \( u^0 \) and \( u^H \).

**Theorem 4.3.** Let \( u^0 \) and \( u^H \) be the solutions of (8) and (12), respectively. Suppose that (22) and (23) hold for \( m = 0 \). Further assume that (21) holds and that
\[
\begin{align*}
\partial_\nu^\nu u^0 & \in L^2(0,T; H^{p+1}(\Omega)), & \nu = 0, 1, 2, \\
\partial_\nu^{2+\nu} u^0 & \in L^2(0,T; H^p(\Omega)), & \nu = 1, 2, \\
a^{ijkl} & \in W^{p,\infty}(\Omega), & i, j, k, l = 1, \ldots, d, \\
g_1 & \in (H^{p+1}(\Omega))^d, & g_2 \in (H^{p(2,p)}(\Omega))^d, \\
\partial_\nu^\nu u^H & \in L^2(0,T; H(\Omega)), & \partial_\nu^{2+\nu} u^H \in L^2(0,T; L^2(\Omega)) & \nu = 0, 1.
\end{align*}
\]
Then
\[ \|\partial_t(u^0 - u^H)\|_{L^\infty(0,T;L^2(\Omega))} + \|u^0 - u^H\|_{L^\infty(0,T;H^1(\Omega))} \leq C(H^p + e_{MIC} + e_{MOD}), \]
where the constant \( C \) is independent of \( H, h, \) and \( \varepsilon \). The micro error \( e_{MIC} \) and the modeling error \( e_{MOD} \) are given by (17) and (18) or (19), respectively.

**Proof.** Here we use the short-hand notation \( \| \cdot \|_{L^2(H^p)} \) to denote the norm \( \| \cdot \|_{L^2(0,T;H^p(\Omega))} \), \( p \geq 1 \). First, we decompose the error for \( u^0 - u^H \) as
\[ \|u^0 - u^H\|_{L^2(H^1)} \leq \|u^0 - \pi_H u^0\|_{L^2(H^1)} + \|\pi_H u^0 - u^H\|_{L^2(H^1)}. \]
The first error term is bounded according to Lemma 4.1 as
\[ \|u^0 - \pi_H u^0\|_{L^2(H^1)} \leq C(H^p + e_{HMM}). \]

Next, we compute
\[
(\partial_t(u^H - \pi_H u^0), v^H)_H + B_H(u^H - \pi_H u^0, v^H) \\
= (\partial_t u^H, v^H)_H - (\partial_t \pi_H u^0, v^H)_H + B_H(u^H, v^H) - B_H(\pi_H u^0, v^H) \\
= F(v^H) - (\partial_t \pi_H u^0, v^H)_H - B_H(\pi_H u^0, v^H) \\
= (\partial_t u^0, v^H)_H + B^0(u^0, v^H) - (\partial_t \pi_H u^0, v^H)_H - B_H(\pi_H u^0, v^H) \\
= (\partial_t u^0, v^H)_H + B^0(u^0, v^H) - (\partial_t \pi_H u^0, v^H)_H - B^0(u^0, v^H) - (\partial_t u^0, v^H)_H + (I_H \partial_t u^0, v^H)_H \\
= (I_H \partial_t u^0 - \partial_t \pi_H u^0, v^H)_H,
\]
where we have used (20) to replace \( B_H(\pi_H u^0, v^H) \).

Now, let \( \eta_H = (u^H - \pi_H u^0) \) and note that
\[
\frac{1}{2} \frac{d}{dt} ((\partial_t \eta_H, \partial_t \eta_H)_H + B_H(\eta_H, \eta_H)) = (I_H \partial_t u^0 - \pi_H \partial_t u^0, \partial_t \eta_H)_H.
\]
With \( \xi(t) = (\partial_t \eta_H, \partial_t \eta_H)_H + B_H(\eta_H, \eta_H) \), we obtain from Young’s inequality
\[
\frac{1}{2} \frac{d}{dt} \xi(t) \leq C(||I_H \partial_t u^0 - \pi_H \partial_t u^0||^2_{L^2(L^2)} + ||\partial_t \eta_H||^2_{L^2(L^2)}).
\]
Since
\[ ||\partial_t \eta_H||^2_{L^2(L^2)} \leq (\partial_t \eta_H, \partial_t \eta_H)_H \leq (\partial_t \eta_H, \partial_t \eta_H)_H + B_H(\eta_H, \eta_H) = \xi(t), \]
it holds
\[
\frac{1}{2} \frac{d}{dt} \xi(t) \leq C(||I_H \partial_t u^0 - \pi_H \partial_t u^0||^2_{L^2(L^2)} + \xi(t)).
\]
From Gronwall’s inequality, we thus obtain the upper bound
\[
\sup_{0 \leq t \leq T} \xi(t) \leq C(\xi(0) + ||I_H \partial_t u^0 - \pi_H \partial_t u^0||^2_{L^2(L^2)}),
\]
which implies
\[ \sup_{0 \leq t \leq T} \xi(t) \leq C(\xi(0) + H^{2(p+1)} + e^2_{HMM}), \]
by using Lemma 4.2.

It remains to bound \( \xi(0) \). By definition, we have
\[ \xi(0) = ((\partial_t \eta_H, \partial_t \eta_H)_H + B_H(\eta_H, \eta_H))|_{t=0} \leq C(\| \partial_t \eta_H(0) \|^2_{L^2(\Omega)} + B_H(\eta_H(0), \eta_H(0))). \]
Since \( u^0(0) = g_1 \), we obtain that
\[ |B_H(\eta_H(0), \eta_H(0))| \leq C\| \eta_H(0) \|^2_{H^1(\Omega)} = C\| u^H(0) - \pi_H u^0(0) \|^2_{H^1(\Omega)} \]
\[ = C(\| I_H g_1 - \pi_H u^0(0) \|^2_{H^1(\Omega)}) \]
\[ \leq C(\| I_H g_1 - g_1 \|_{H^1(\Omega)}^2 + \| u^0(0) - \pi_H u^0(0) \|^2_{H^1(\Omega)}) \]
\[ \leq C(H^p g_1 \| g_1 \|^2_{L^{p+1}(\Omega)} + \| u^0 - \pi_H u^0 \|^2_{L^2(H^1)}) + \| \partial_t u^0 - \pi_H \partial_t u^0 \|^2_{L^2(H^1)}) \]
\[ \leq C(H^p g_1 \| g_1 \|^2_{L^{p+1}(\Omega)} + H^{2p} + e^2_{HMM}), \]
where we have used the continuous embedding of \( H^1(\Omega) \) into \( C(\Omega) \), Lemma 4.1, estimate (21) with \( m = 1, k = p + 1 \), and the regularity assumption on \( g_1 \). Similarly,
\[ \| \partial_t \eta_H(0) \|_{L^2(\Omega)} = \| I_H g_2 - \pi_H \partial_t u^0(0) \|_{L^2(\Omega)} \]
\[ \leq C(\| I_H g_2 - g_2 \|_{L^2(\Omega)} + \| \partial_t u^0(0) - \pi_H \partial_t u^0(0) \|_{L^2(\Omega)}) \]
\[ \leq C(H^p g_2 \| g_2 \|_{H^p(\Omega)} + \| \partial_t u^0 - \pi_H \partial_t u^0 \|_{L^2(L^2)} + \| \partial_t u^0 - \pi_H \partial_t u^0 \|_{L^2(L^2)}) \]
\[ \leq C(H^p g_2 \| g_2 \|_{H^p(\Omega)} + H^{p+1} + e_{HMM}). \]
Combining the above estimates, we thus obtain
\[ \sup_{0 \leq t \leq T} \xi(t) \leq C(H^{2p} + e^2_{HMM}) \]
and
\[ \| \partial_t \eta_H \|_{L^2(L^2)} + \| \eta_H \|_{H^1(\Omega)} \leq C \sup_{0 \leq t \leq T} \xi(t) \leq C(H^{2p} + e^2_{HMM}), \]
which concludes the proof as \( e_{HMM} \leq e_{MIC} + e_{MOD}. \)

A priori error estimates also hold for the \( L^2 \) norm using a classical Aubin-Nitsche argument together with Lemmas 4.1 and 4.2.

**Theorem 4.4.** Let \( u^0 \in H^1_0(\Omega)^d \) and \( u^H \) be solution of (8) and (12) respectively. Suppose that (22) and (23) hold for \( m = 1 \). Further assume that (21) holds and
\[ \partial_t^\nu u^0 \in L^2(0,T;H^{p+1}(\Omega)), \quad \nu = 0,1,2,3 \]
\[ a^0_{ijkl} \in W^{p+1,\infty}(\Omega), \quad i,j,k,m,l = 1,\ldots,d, \]
\[ g_1 \in H^{p+1}(\Omega)^d, \]
\[ \partial_t^\nu u^H \in L^2(0,T;L^2(\Omega)), \quad \nu = 0,1, \]
Then
\[ \|u_0 - u^H\|_{L^\infty(0,T;L^2(\Omega))} \leq C(H^{p+1} + e_{MIC} + e_{MOD}), \]
where the constant is independent of \(H, h, \) and \(\varepsilon\). The micro \(e_{MIC}\) and modeling \(e_{MOD}\) errors are given by (17) and (18) or (19), respectively.

**DOF for the FE-HMM**

Optimal convergence rates can be obtained by balancing the macro and micro errors as follows:
\[
H^p \sim \left(\frac{h}{\varepsilon}\right)^{2q}, \text{ for the } H^1 \text{ norm; } \quad H^{p+1} \sim \left(\frac{h}{\varepsilon}\right)^{2q} \text{ for the } L^2 \text{ norm.}
\]

Let \(N_{macro}\) and \(N_{micro}\) denote the total number of degrees of freedom used in the macro and micro solvers respectively, and assume that \(H \sim \frac{1}{N_{macro}}\) and \(\frac{h}{\varepsilon} \sim \frac{1}{N_{micro}}\). From the convergence rates given in Theorems 4.3 and 4.4, we thus obtain
\[
N_{micro} \sim N_{macro}^{p/2q}, \text{ for the } H^1 \text{ norm; } \quad N_{micro} = N_{macro}^{(p+1)/2q}, \text{ for the } L^2 \text{ norm.}
\]

5. **Numerical experiments**

In this section, we present a series of numerical experiments that illustrate the usefulness of the FE-HMM for wave propagation in a linear elastic media. We recall that we seek a numerical approximation of \(u_0\), the solution of the homogenized elastic wave equation
\[
\partial_t u_0 - \text{div} \left( a^0 : e(u_0) \right) = f.
\]
In general, the expected a priori error rates, given in Theorems 4.3 and 4.4, are
\[
\|u_0(T) - u^H(T)\|_{H^1(\Omega)} \leq C(H^p + e_{MIC} + e_{MOD}),
\]
\[
\|u_0(T) - u^H(T)\|_{L^2(\Omega)} \leq C(H^{p+1} + e_{MIC} + e_{MOD}),
\]
where the micro \(e_{MIC}\) and modeling \(e_{MOD}\) errors are given in (17) and (18) (or (19) if collocation is used), respectively.

The tensors considered in the following two-dimensional experiments correspond to \(4 \times 4\) matrices with entries \(a_{ijkl}\), \(i, j, k, l = 1, 2\). Due to symmetry, as in (4), only 9 entries are truly independent. Hence, we shall represent any heterogeneous tensor in the numerical experiments below by the \(3 \times 3\) matrix
\[
a^\varepsilon(x) = \begin{pmatrix}
a_{1111}^\varepsilon & a_{1122}^\varepsilon & a_{1112}^\varepsilon \\
a_{1212}^\varepsilon & a_{2222}^\varepsilon & a_{2212}^\varepsilon \\
a_{1112}^\varepsilon & a_{2212}^\varepsilon & a_{1212}^\varepsilon
\end{pmatrix}.
\]

First, we consider periodic or locally periodic tensors and verify the convergence rates of Theorems 4.3 and 4.4. Next, we consider a layered material and compare the FE-HMM results with those derived in [24] based on the MsFEM. Finally, we consider a layered random media, where the randomness is produced by a von Karman correlation function [26].
Figure 1: Periodic medium. Error $\|u^0(T) - u^H(T)\|$ vs. the macro mesh size $H$ for different fixed micro mesh sizes $h$ with $P^1$ macro and micro FE spaces: (a) $H^1(\Omega)$ and (b) $L^2(\Omega)$ norm.

**Periodic medium**

For our first experiment, we choose a $Y$-periodic tensor in $y$ and shall study convergence of $u^0$ and $u^H$ at time $T$. Let $\Omega = [-1, 1]^2$ and $a^0$ be the homogenized tensor that corresponds to the heterogeneous tensor

$$ a^\varepsilon(x) = \begin{pmatrix} \sin(2\pi x_1/\varepsilon) + 2 & 0 & 0 \\ 0 & \sin(2\pi x_2/\varepsilon) + 2 & 0 \\ 0 & 0 & 10 \end{pmatrix}. $$

Explicit equations are available (see [13, 34, 19]) for $a^0$, which is given by

$$ a^0 = \begin{pmatrix} \sqrt{3} & 0 & 0 \\ 0 & \sqrt{3} & 0 \\ 0 & 0 & 10 \end{pmatrix}. $$

We choose homogeneous Neumann boundary conditions, a Gaussian initial condition $g_1$, and zero initial velocity $g_2$. Here, the reference solution $u^0$ is computed on a very fine uniform mesh with mesh size $h_f$. Collocation to the slow variable is used at the quadrature points, which reduces the modeling error to zero – see Section 4. Further, we set the size of the sampling domain to $\delta = \varepsilon$. Then, the micro error can be reformulated in terms of the number of degrees of freedom as $h/\varepsilon \approx 1/N_{\text{micro}}$, whereas the convergence rates w.r.t. the $H^1$ and the $L^2$ norm are now given by

$$ \|u^0(T) - u^H(T)\|_{H^1(\Omega)} \leq C(H^p + e_{\text{MIC}}), \quad \|u^0(T) - u^H(T)\|_{L^2(\Omega)} \leq C(H^{p+1} + e_{\text{MIC}}). $$

To demonstrate that convergence can only be achieved when both the micro and the macro mesh are refined, we now proceed as follows: We consider a fixed micro mesh with mesh size $h$ sufficiently small so that the micro error remains negligible relative to the macro error at initial moderately fine macro mesh sizes $H$. As the macro mesh is progressively...
refined, however, the macro error will eventually become smaller than the micro error and the convergence rates therefore stagnate. We set $\varepsilon = 1/10$, $T = 0.2$ and use an initial coarse mesh size of $H = 1/12$. In Figures 1(a) and 1(b), we consider piecewise linear macro and micro FE and display the $H^1$ and $L^2$ errors at time $t = 0.2$ vs. the macro mesh size $H$, for different micro mesh sizes $h = 1/4$, $1/8$, and $h = 1/16$.

For time discretization, we always use the (explicit, second-order) leapfrog scheme and impose the CFL stability condition:

$$\Delta t \leq \frac{h_f}{50},$$

where $h_f$ is the mesh size of the fine mesh used to compute the reference solution. Similarly for the FE-HMM, we impose the CFL condition:

$$(\Delta t)_{HMM} \leq \frac{H}{50}.$$  

Since $H$ is much larger than $h_f$, the CFL condition for the FE-HMM is much less restrictive than the CFL condition (24) used for the reference solutions $u^0$ and $u^\varepsilon$.

In Figures 2(a) and 2(b), we show the $H^1$ and $L^2$ errors vs. $H$ at time $t = 0.2$, using $P^2$ macro and $P^1$ micro FE. The initial macro mesh is set to $H = 1/6$ and the micro mesh sizes to $h = 1/4, 1/8, 1/16$, and $h = 1/32$. Here, optimal macro-micro refinements are given by

$$N_{\text{micro}} = N_{\text{macro}}, \quad (H^1 \text{ norm}), \quad N_{\text{micro}} = N_{\text{macro}}^{3/2}, \quad (L^2 \text{ norm}).$$

Now the effect of the micro error in the $H^1$ and $L^2$ norm is even more apparent when $P^2$ macro FE are used with $P^1$ micro FE. Indeed, the micro error now is larger relatively to the macro error and hence the threshold value, where the micro error starts to dominate, more prominent.

Next, we display the horizontal cross-section at $x_2 = 0$ of the displacement in the $x_1$ direction and the horizontal cross-section at $x_1 = 0$ of the displacement in the $x_2$ direction.
Figure 3: Periodic medium. Horizontal cross-sections (a) at $x_2 = 0$ in the $x_1$ direction and (b) at $x_1 = 0$ in the $x_2$ direction of the displacement fields $u^0$ (black) and $u^\varepsilon$ (dashed blue) at the final time $T = 0.2$, with $\varepsilon = 1/50$.

at the final time $T = 0.2$ of $u^0$ and $u^\varepsilon$, computed using $P^2$ finite elements. In Figure 3(a), we show the amplitude of the displacement along the $x_1$ direction for the homogenized solution in black and for the fully resolved (true) solution with $\varepsilon = 1/50$ in blue; the $x_2$ displacement is shown in Figure 3(b). In Figure 4, we compare the corresponding FE-HMM solution again with the homogenized solution $u^0$. Since the error between the two tensors $a^0_K$ and $a^0$ is small, $u^0$ and $u^H$ essentially coincide.

As $\varepsilon$ diminishes, the homogenized solution captures increasingly better the global behavior of the heterogeneous solution. In Figures 5(a) and 5(b), we compare the two displacement fields along the $x_1$ and $x_2$ directions for $\varepsilon = 1/100$, respectively.

**Locally periodic medium**

For our second experiment, we shall verify the convergence rates of Theorems 4.3 and 4.4 for a heterogeneous problem with a locally periodic tensor $a^\varepsilon$. Let $a^\varepsilon$ be defined by

$$
 a^\varepsilon (x) = \begin{pmatrix}
 \sin(2\pi x_1/\varepsilon) \sin(x_1^2 x_2^2) + 2 & 0 & 0 \\
 0 & \sin(2\pi x_2/\varepsilon) \sin(x_1^2 x_2^2) + 2 & 0 \\
 0 & 0 & 10
\end{pmatrix}.
$$

Here, the exact homogenized tensor is not known and we use very fine meshes for the macro and micro problems. Collocation is still used at the quadrature points and we fix the micro mesh size sufficiently fine value to ensure that it is initially negligible relative to the micro error. We set $T = 0.1$ and choose an initial mesh of size $H = 1/8$. In Figures 6(a) and 6(b), we show the $H^1$ and $L^2$ errors at the final time $T$, using $P^2$ macro and $P^1$ micro FE with sampling domains of different size $\delta$. 
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Figure 4: Periodic medium. Horizontal cross-sections (a) at $x_2 = 0$ in the $x_1$ direction and (b) at $x_1 = 0$ in the $x_2$ direction of the displacement fields $u^0$ (black) and $u^H$ (dashed red) at the final time $T = 0.2$, with $\varepsilon = 1/50$ and $h = 1/32$.

Figure 5: Periodic medium. Horizontal cross-sections (a) at $x_2 = 0$ in the $x_1$ direction and (b) at $x_1 = 0$ in the $x_2$ direction of the displacement fields $u^0$ (black) and $u^\varepsilon$ (red) at the final time $T = 0.2$, with $\varepsilon = 1/100$. 
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Horizontally layered material

We now consider a horizontally layered HTI-VTI material ([16]), where the tensor \( a^\varepsilon \) is given by

\[
a^\varepsilon(x) = a_I \chi^\varepsilon(x) + a_{II} (1 - \chi^\varepsilon(x)), \quad x \in \Omega,
\]

and \( \chi^\varepsilon(x) \) corresponds to the indicator function of the \( \varepsilon \)-width horizontal layers shown in Figures 7(a) and 7(b); hence, \( \chi^\varepsilon(x) \) is constant in the (horizontal) \( x_1 \)-direction and alternates between 0 and 1 in the \( x_2 \) direction.

We let \( \Omega = [-2, 0]^2 \), where \( x_2 = 0 \) corresponds to the earth’s surface, and set the tensors \( a_V \) and \( a_H \) to

\[
a_I = \begin{pmatrix} 46 & 18 & 0 \\ 18 & 30 & 0 \\ 0 & 0 & 7 \end{pmatrix}, \quad a_{II} = \begin{pmatrix} 30 & 18 & 0 \\ 18 & 46 & 0 \\ 0 & 0 & 7 \end{pmatrix}.
\]

Note that the tensor \( a_I \) has horizontal anisotropy, whereas the tensor \( a_{II} \) has vertical anisotropy. For \( \varepsilon = 1/10 \), the component \( a_{1111}^\varepsilon \) and \( a_{2222}^\varepsilon \) are represented in Figures 7(a) and 7(b) respectively. We compute the homogenized tensor on a cell problem of size \( \delta = 2 \varepsilon \) with a mesh size \( h = \frac{1}{1024} \), in accordance with the numerical results of [24].

For horizontally layered anisotropy elastic media, an effective homogeneous tensor can be derived using an averaging method proposed by Schoenberg and Muir [37]. Detailed equations for the computations of the homogenized tensor can be found in [16], which yield

\[
a^0 = \begin{pmatrix} 38 & 18 & 0 \\ 18 & 36.30 & 0 \\ 0 & 0 & 7 \end{pmatrix}.
\]

The numerical homogenized tensor \( a^0_K \) can be computed during the assembly process of the FE-HMM using equation (15). As the medium is periodic, the value of the numerical homogenized tensor \( a^0_K \), computed in the sampling domain \( K_{\delta_j} \), is the same at each quadrature node \( x_{j,K} \).
Using $P^1$ macro and micro FE, we obtain that $a_K^0$ is

$$a_K^0 = \begin{pmatrix} 38 & 18 & 0 \\ 18 & 36.3158 & 0 \\ 0 & 0 & 7 \end{pmatrix},$$

and the error $e = |a_K^0 - a^0|$ in percent is

$$e = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0.04\% & 0 \\ 0 & 0 & 0 \end{pmatrix}.$$

Using quadratic micro FE gives

$$a_K^0 = \begin{pmatrix} 37.99 & 17.99 & 0 \\ 17.99 & 36.328 & 0 \\ 0 & 0 & 7 \end{pmatrix},$$

and an error $e = |a_K^0 - a^0|$ in percent of

$$e = \begin{pmatrix} 0.026\% & 0.055\% & 0 \\ 0.055\% & 0.077\% & 0 \\ 0 & 0 & 0 \end{pmatrix}.$$

In Figure 8(a), we plot the amplitude (in the Euclidean norm) of the reference solution $u^e$ at time $t = 0.1$ for $\varepsilon = 1/50$ and in Figure 8(b), we plot the amplitude of the numerical homogenized solution. The global behavior of the two solutions is similar.

**Arbitrarily heterogeneous media**

In our final numerical experiment, we consider a random layered media generated by the von-Karman correlation function [26, 24, 33]

$$v_\kappa(x) = \frac{1}{2^{\kappa-1} \Gamma(|\kappa|)} \left( \left| \frac{x}{c} \right| \right)^\kappa K_\kappa \left( \left| \frac{x}{c} \right| \right),$$
Figure 8: Horizontally layered material. Snapshots at time $t = 0.1$ of (a) the amplitude of the reference solution $u^\varepsilon$ and (b) the amplitude of the homogenized solution for $\varepsilon = 1/50$.

where $\kappa$ is the Hurst number, $K_\kappa$ is a modified Bessel function of order $\kappa$, and $c = (c_H, c_V)$ is the correlation distance of the heterogeneities in the medium, where $c_H$ ($c_V$) stands for the horizontal (vertical) size of the heterogeneities.

The medium is obtained by filtering white noise by a spectral filter, which is the square root of the power spectrum density function (the Fourier transform) of the von-Karman correlation function. We start by computing the von-Karman function on a fine grid over $\Omega$, compute its Fourier transform and take the square root; this is the spectral filter. Next, we take a uniform distribution between 0 and 1, compute its Fourier transform and multiply it by the filter. The random field, denoted by $\xi^\varepsilon$, is then obtained by transforming back to the spatial domain $\Omega$. We chose $\kappa < 0$, as in such cases the von Karman correlation function describes small heterogeneities that are not resolved by the effective solution [30]. The tensor $a^\varepsilon$ is given by adding the random von-Karman field to a layered tensor with layer size of $\varepsilon$, i.e.,

$$ a^\varepsilon(x) = a_L^\varepsilon(x) + \xi^\varepsilon I_{3 \times 3}. $$

The layered tensor, denoted by $a_L^\varepsilon$, is given by

$$ a_L^\varepsilon = \begin{pmatrix}
 a_{1111} & a_{1122} & 0 \\
 a_{1122} & a_{2222} & 0 \\
 0 & 0 & a_{1212}
\end{pmatrix}, $$

where each entry is layered. The tensor $a^\varepsilon$ is the three-by-three matrix

$$ a^\varepsilon(x) = \begin{pmatrix}
 a_{1111} + \xi^\varepsilon & a_{1122} + \xi^\varepsilon & \xi^\varepsilon \\
 a_{2211} + \xi^\varepsilon & a_{2222} + \xi^\varepsilon & \xi^\varepsilon \\
 \xi^\varepsilon & \xi^\varepsilon & a_{1212} + \xi^\varepsilon
\end{pmatrix}. $$
Table 1: Layered von-Karman random medium. Components of the numerical homogenized tensor computed on sampling domains with increasing size $\delta$.

<table>
<thead>
<tr>
<th>$\delta$</th>
<th>$a_{K_{1111}}^0$</th>
<th>$a_{K_{1122}}^0$</th>
<th>$a_{K_{1112}}^0$</th>
<th>$a_{K_{2222}}^0$</th>
<th>$a_{K_{2212}}^0$</th>
<th>$a_{K_{1212}}^0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$8\varepsilon$</td>
<td>13.5734</td>
<td>4.1497</td>
<td>0.6353</td>
<td>11.0198</td>
<td>1.4192</td>
<td>5.2596</td>
</tr>
<tr>
<td>$16\varepsilon$</td>
<td>13.5824</td>
<td>4.1541</td>
<td>0.6377</td>
<td>11.0261</td>
<td>1.4265</td>
<td>5.2665</td>
</tr>
<tr>
<td>$24\varepsilon$</td>
<td>13.5653</td>
<td>4.137</td>
<td>0.6277</td>
<td>11.0144</td>
<td>1.4028</td>
<td>5.2475</td>
</tr>
<tr>
<td>$32\varepsilon$</td>
<td>13.5822</td>
<td>4.1538</td>
<td>0.6328</td>
<td>11.0600</td>
<td>1.4137</td>
<td>5.2723</td>
</tr>
<tr>
<td>$40\varepsilon$</td>
<td>13.5759</td>
<td>4.1512</td>
<td>0.6354</td>
<td>11.0331</td>
<td>1.4216</td>
<td>5.2662</td>
</tr>
<tr>
<td>$48\varepsilon$</td>
<td>13.5751</td>
<td>4.1534</td>
<td>0.6353</td>
<td>11.0453</td>
<td>1.4218</td>
<td>5.2712</td>
</tr>
</tbody>
</table>

Let $K_\kappa$ be the first order modified Bessel function and set $\kappa = -0.2$, $c = (0.2, 0.01)$, and $\varepsilon = 1/16$. The different components of the tensor $a^\varepsilon$ are shown in Figures 9(a) to 9(f).

As the tensor has a period of four layers, we take sampling domains of size $\delta = 4n\varepsilon$, $n \in \mathbb{N}^*$ with a mesh size $h$ small enough to capture the heterogeneities of the media, i.e., set by the correlation distance $c$. The Schoenberg-Muir averaging method fails for layered media with arbitrary heterogeneities, and similarly we cannot use the exact formula for the homogeneous tensor in a layered media [29, 19]. Thus, no explicit equations are available for the homogenized tensor and its values are sensitive to the size of the sampling domains, $\delta$. However, from the theory of homogenization in random media, the homogenized tensor at a point $x \in \Omega$ reaches a stable value as $\delta$ increases. We take a micro number of degrees of freedom $N_{\text{micro}} = 1025$ and increase $\delta$. We set $\varepsilon = 1/50$, $c = (\varepsilon/2, \varepsilon/4)$ and take $n = 2, 3, \ldots, 12$, leading to sampling domain of sizes $8\varepsilon \leq \delta < 1$. We take a quadrature point $x_{j,K}$, at the center of $\Omega$, and compute the numerical homogenized tensor $a^0_{K}(x_{j,K})$. As $\delta$ increases while keeping a mesh size to fully resolve the fine scales, the numerical tensor tends to stabilize around

$$a^0_{K}(x_{j,K}) = \begin{pmatrix} 13.575 & 4.153 & 0.635 \\ 4.153 & 11.045 & 1.421 \\ 0.635 & 1.421 & 5.271 \end{pmatrix}.$$  

Table 5 gives the values of the numerical homogenized tensor $a^0_{K}(x_{j,K})$ for different values of $\delta$.

Now, we consider homogeneous Neumann boundary conditions and an initial condition given by a Gaussian pulse located at the center of $\Omega$. For both the reference and the numerical solutions, we consider a CFL condition

$$\Delta t \leq \frac{h_f}{30}.$$  

Let $u^H$ be the numerical homogenized solution computed with FE-HMM using $P^2$ macro FE and $P^1$ micro FE with $\delta = 8\varepsilon$ with a number of micro degrees of freedom $N_{\text{micro}} = 128,$
Figure 9: Layered von-Karman random media for $\varepsilon = 1/16$, (a) $a_{1111}^\varepsilon$, (b) $a_{1122}^\varepsilon$, (c) $a_{1112}^\varepsilon$, (d) $a_{2222}^\varepsilon$, (e) $a_{2212}^\varepsilon$, and (f) $a_{1212}^\varepsilon$. 
where the micro problems are solved around each macro quadrature points. Consider as well, a numerical solution $u^{0,H}$ computed with the tensor (25) obtained by taking a sampling domain of size $\delta = 48 \varepsilon$ with a number of micro degrees of freedom $N_{\text{micro}} = 1024$. In Figure 10, we plot snapshots at times $t = 0.025, 0.05, 0.075,$ and $0.1$ of the numerical homogenized solution $u^H$ in the first column, the numerical solution $u^{0,H}$ in the second column, and the reference solution $u^\varepsilon$ in the third column. We observe that the three solutions give similar behavior, albeit with oscillations for the reference solution. At last, in Figure 11, we plot the reference solution $u^\varepsilon$ for $\varepsilon = 1/100$ at time $t = 0.05$ and $t = 0.1$. When $\varepsilon$ diminishes, we find that the heterogeneous and homogeneous displacements essentially coincide.

In Figure 12, we compare two numerical FE-HMM solutions using a numerically homogenized tensor computed either on a single sampling domain (left column) or in each sampling domains of the macroscopic mesh (right column), each with $\delta = 8\varepsilon$. Both numerical solutions, computed using $P^2$-macro and $P^1$-micro FE, yield similar displacement fields. In Figure 13, we also display horizontal cross-section at $x_2 = -0.5$ in the $x_1$-direction and at $x_1 = 0$ in the $x_2$-direction. In Figures 13(a) and 13(b), we compare the numerical homogenized solutions computed with a numerical tensor $a^K_j$ obtained from a single sampling domain $K_{\delta_j}$ either with $\delta = 48 \varepsilon$ (in blue) or with $\delta = 8 \varepsilon$ (in black). Further, in Figures 13(c) and 13(d), we compare the numerical homogenized solutions computed either with $a^K_j$ obtained from a single sampling domain $K_{\delta_j}$ (in black) or from individual sampling domains $K_{\delta_j}$, both with $\delta = 8 \varepsilon$. All numerical solutions essentially coincide.

6. Conclusion

We have presented a multiscale FE method for time-dependent wave propagation in heterogeneous elastic media. It is based on a macro FE discretization of an effective wave equation, whose coefficients are computed on local sampling domains through micro computations. Although the finite element heterogeneous multiscale method (FE-HMM) assumes that the heterogeneities occur at a micro scale $\varepsilon > 0$ smaller than the dominating wave length, it neither requires the small-scale dependence to be periodic nor does it make any simplifying assumptions about the macro scale behavior of the elastic medium.

Since the size of the sampling domains scales with the smallest scale, $\varepsilon$, in the medium, our method accurately captures the overall macroscopic behavior of the time-dependent wave field up to any given but fixed time at a computational cost independent $\varepsilon$. We have proved fully discrete a priori error estimates in the $H^1$ and $L^2$ norm, which yield optimal convergence rates when the macro and micro mesh parameters are refined simultaneously. Our numerical experiments in locally periodic or stochastic media corroborate the expected convergence rates but also demonstrate the accuracy in fully heterogeneous situations.

Since the FE-HMM approach is based on standard finite elements at the macro and micro levels, it immediately applies to higher order finite or spectral elements, and to higher dimensional problems. For added flexibility in the mesh design, discontinuous Galerkin methods can also be used instead [3, 28]. Since the FE-HMM approach preserves the structure of the mass-matrix resulting from the macro FE discretization, it enables explicit time integration, just like standard FEM. Hence in the presence of complex geometry and local mesh
Figure 10: Layered von-Karman random medium. Snapshots at time $t = 0.025, 0.05, 0.075, \text{ and } 0.1$ of the amplitudes of the numerical homogenized solution ($1^{st}$ column), the homogeneous solution with the tensor (25) ($2^{nd}$ column), and the reference heterogeneous solution $u^\varepsilon$ ($3^{rd}$ column).
refinement at the macroscopic level, it can also be combined with explicit local time-stepping strategies [20, 27].

The FE-HMM approach can also be extended to capture long time behavior by using appropriate modified effective equations, see [10] and the references therein.
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Figure 12: Layered von-Karman random medium. Snapshots at time $t = 0.025, 0.05, 0.075,$ and $0.1$ of the numerical homogenized solution with $\sigma_K$ computed in one sampling domain $K_\delta_j$ with $\delta = 8\varepsilon$, and whose value is used at each quadrature points ($1^{st}$ column), snapshots of the homogeneous solution with $\sigma_K$ computed in each sampling domain $K_\delta_j$ with $\delta = 8\varepsilon$ ($2^{nd}$ column).
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Figure 13: Layered von-Karman random medium. Horizontal cross-sections at time $t = 0.1$ of the (a) $x_1$-direction at depth $x_2 = -0.5$ and (b) at $x_1 = 0$ in the $x_2$-direction of the numerical homogenized solution with $a^0_K$ computed in one sampling domain $K_\delta$ with $\delta = 48\varepsilon$ (in blue) and with $\delta = 8\varepsilon$ (in black). Horizontal cross-section of the (c) $x_1$-direction at depth $x_2 = -0.5$ and (d) $x_2$-direction at $x_1$-direction of the numerical homogenized solution with $a^0_K$ computed in one sampling domain $K_\delta$ with $\delta = 8\varepsilon$ (in black) and the numerical homogenized solution with $a^0_K$ computed in each sampling domain $K_\delta$ with $\delta = 8\varepsilon$ (in red).
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