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Chapter 1

Introduction

Spin based electronics or spintronics is a field having the electron’s spin degree of freedom as a subject. It is about how to write, transfer and read information using the electron spin. The birth of spintronics is considered to be the discovery of the giant magnetoresistance (GMR) in 1988 and since then a major progress has been achieved in the field. The best example of this progress is the development of so called spin-valves. Modern day spin-valves are based on the GMR and they are used for measuring small magnetic fields. Their most common application is as sensors in hard disk reading heads.

Spintronics can conceptually be divided in two parts. The first one is about generating and detecting spin polarized electrons, which is normally done using ferromagnetic materials, but can also be done using optical methods. The latter part is about coherent transfer of spin information. It is of fundamental importance to understand how spin information can be transferred coherently over larger distances.

In recent years new nanoscale allotropes of carbon have been discovered. In 1985 the first fullerene, the buckyball was discovered and 1991 carbon nanotubes (CNT) were discovered by Sumio Iijima. CNTs behave as one-dimensional conductors and the coherence length of the electron in them is very long, especially in individual SWCNT, where the electrons have been found to be coherent over the distance of 3 µm. Moreover, carbon is believed to have long spin coherence length, due to low spin orbit coupling and no nuclear spin of its main isotope. This all makes CNTs an interesting platform for spin transport studies.

The first work on CNT spin-valve devices was done on multiwall carbon nanotubes (MWCNTs) contacted by Co electrodes. By applying magnetic field to the device the magnetization of the Co electrodes can be changed between parallel and antiparallel mutual orientation. The resistance for parallel...
and antiparallel mutual orientation, $R_P$ and $R_A$ respectively, are measured and the TMR, which is defined as follows

$$TMR = \frac{R_A - R_P}{R_P},$$

(1.1)
is calculated. The TMR of this first CNT spin-valve was 9% at maximum and it was positive (i.e $R_A > R_P$) [7, 8].

Negative TMR signal was later measured in similar devices, i.e. MWCNTs contacted with Co electrodes. The maximal size of the TMR signal in these devices was 36% for a low current bias, but higher current bias resulted in lower TMR signals [9]. The origin of the different sign of the TMR was not clear by then.

The first CNT spin devices fabricated in our lab were MWCNTs contacted by Pd$_{1-x}$Ni$_x$ ($x \approx 0.7$) [1]. These ferromagnetic contacts were transparent, having room temperature resistance of 5.6 kΩ. What was new about these devices was that they were equipped with a back gate and could be tuned between different transport regimes [10]. More importantly it was shown that TMR was dependent on the back gate voltage [11]. Further studies revealed that the TMR signal was either negative or positive dependent on applied gate voltage, but the origin of this behavior was not well understood [12].

When the signal changes in TMR were studied single wall carbon nanotubes (SWCNT) grown in-house by chemical vapor deposition (CVD) using methane as a carbon source became available. The CVD growing process had been optimize to produce individual SWCNT [13]. Individual CVD grown SWCNTs were connected with PdNi contacts. In such device it was shown that the TMR signal was correlated with the coulomb oscillations of the quantum dot which is formed in the SWCNT between the contacts. In SWCNT the quantum dot behavior is much simpler than in MWCNT and the TMR could be tuned smoothly from positive to negative values by the gate voltage [12, 14]. This work demonstrated for the first time the control of spin transport in a three terminal device.

There are still many open questions concerning SWCNT spin devices. There are mainly two issues that one should be concerned about when constructing a SWCNT spin valve device. The first one is the switching characteristics of the electrodes. The switching in the devices contacted with PdNi contacts is not always clear indicating that the electrode consists of many magnetic domains.

The latter one is due to spurious effects in the SWCNT spin-valves. Such effects could be magneto-coulomb effect [15] or tunnelling anisotropic magnetoresistance (TAMR). Spurious effects could cause a “false TMR signal”.\footnote{Pd$_{0.3}$Ni$_{0.7}$ will from now on be written as PdNi}
i.e. a switching behavior in the signal as a function of applied field that that does not originate from transport of spin.

The focus of the this work was mainly to address these issues but some work was also done on how to process of individual SWCNT devices. PdNi electrodes were studied in order to understand their switching behavior better. We worked to optimize the switching characteristics of the spin-valve devices, by trying other contact materials on the SWCNTs.

One way of avoiding spurious effects is to make multi-terminal devices. It has been shown in metallic nanostructures that by measuring non-local spin signals, artefacts can be avoided. Non-local spin transport measurements have been done on SWCNT contacted by four Co contacts [16]. The multiterminal devices made in this work have two normal contacts and two ferromagnetic contacts. They are gateable with a back-gate enabling it to study the behavior of the three quantum dots that are formed in each segment of the tube between the contacts.

Outline of this thesis

• **Chapter 2** is on the basics of spintronics. It includes a short description on ferromagnetism and on anisotropic magnetoresistance (AMR) and for historical reasons giant magnetoresistance (GMR) is briefly discussed. The tunnelling magnetoresistance is explained and Jullière’s model.

• **Chapter 3** is on carbon nanotubes. It is focused on single wall carbon nanotubes (SWCNT), their structure and their electronic properties.

• **Chapter 4** is on processing of SWCNT devices. The first part of the chapter is on SWCNT production and characterization of the SWCNT material. A lot of time was invested in the lab in finding the best way to obtain individual SWCNT for our nanotube project. Both main approaches tested, i.e spreading tubes from suspension solution and CVD growth are described. In the latter part it is generally described how to make SWCNT devices.

• **Chapter 5** is on SWCNT based spin valves. The idea behind the SWCNT is discussed (the statement of the problem) and then measurements using different ferromagnetic contact materials are discussed. Temperature dependence on TMR in SWCNT is discussed in the last section of the chapter.

• **Chapter 6** is on measurements on multiterminal devices. Non-local and semi-nonlocal measurements are shown and discussed.
• **Chapter 7** is a summary of the thesis.

Details on experimental setups and recipes can be found in appendices.
Chapter 2

Spin transport – Spintronics

2.1 Introduction

Spin transport measurements date back to 1857 when Thomson (also known as Lord Kelvin) discovered the anisotropic magnetoresistance (AMR). In 1973 Tedrow and Meservy measured the spin polarization of ferromagnetic metals using tunneling from a ferromagnetic metal to a superconductor [17] and two years later, in 1975, Jullière discovered the tunneling magnetoresistance (TMR) [18].

The discovery of giant magnetoresistance (GMR) in 1989 [1] is considered to be the birth of spintronics as a research field. This was the first time that spin transport had been demonstrated in a non-magnetic material. GMR was embraced by the electronic industry. It is used to make so called spin-valves, which are very sensitive magnetic field detectors. GMR spin-valves are e.g. used as hard-disk read heads and the first GMR based hard-disk read heads were produced by IBM in 1997 [19].

In order to make a spintronic device one has to be able to generate and detect spin polarized electrons. This is normally done with ferromagnets as in this work, where SWCNT were contacted by electrodes of ferromagnetic metals.

2.2 Ferromagnetism

2.2.1 Origin of ferromagnetism

Ferromagnetism originates from the spins of not fully populated inner shells of the atoms. In transition metals it is the $d$ shell, which is not completely full whereas in the rare earth metals it is the $f$ shell. The interaction between
two spins can be described by

\[ U_{i,j} = -2J_{i,j} S_i \cdot S_j, \quad (2.1) \]

where \( J_{i,j} \) is the overlap integral of the spins (see e.g. [20]). It is the \( J_{i,j} \) that aligns the spins and in ferromagnets \( J_{i,j} > 1 \) for making it energetically favorable for the spins to be aligned parallel. The parallel ordering results in a net magnetization of the material. In general the situation is however more complicated. The size and sign of \( J_{i,j} \) depends on the lattice structure of the material. Moreover the spins in the lattice are not necessarily all of the same size. All this can yield many types of spin ordering that are the subject of a vast field in physics: Magnetism (see e.g. [21]).

### 2.2.2 The spin polarization in ferromagnet

Due to the magnetic field induced by the ordered spins in ferromagnets the density of states as a function of energy is split. In Fig.[2.1] the spin resolved density of states of the \( d \) electrons is sketched. Due to the splitting the density of states at Fermi energy differs between majority and minority spins [3]. In ferromagnetic metals it is custom to refer to the spins which are parallel to
the magnetization as *majority spins* and to the spins that are *antiparallel* to the magnetization as *minority spins* \[17\]. The spin polarization is defined as

$$P = \frac{n^+(E_F) - n^-(E_F)}{n^+(E_F) + n^-(E_F)}$$

(2.2)

where $n^+(E_F)$ and $n^-(E_F)$ are the densities of states of majority and minority spins respectively at the Fermi energy. Because of the definition of *minority* and *majority* spins, the polarization can be negative, which is indeed the case in the sketch in Fig.2.1.

Spin polarization as it is defined in Eq.(2.2) is not possible to measure directly in a transport measurement. A more appropriate definition for transport measurements would be

$$P = \frac{I^+ - I^-}{I^+ + I^-}$$

(2.3)

where $I^+$ and $I^-$ are the currents of majority and minority spin electrons. Results on spin polarization from tunnelling measurements of Tedrow and Meservy (\[17\]) are better described by

$$P_T = \frac{n^+(E_F)|T\uparrow| - n^-(E_F)|T\downarrow|}{n^+(E_F)|T\uparrow| + n^-(E_F)|T\downarrow|}$$

(2.4)

where $|T\uparrow(\downarrow)|$ are the transmission matrixes for majority and minority spins respectively \[22\]. The spin polarization can also be measured using superconducting point contacts. In that case the definition of spin polarization would be

$$P_C = \frac{n^+(E_F)v_F^+ - n^-(E_F)v_F^-}{n^+(E_F)v_F^+ + n^-(E_F)v_F^-}$$

(2.5)

where $v_F^+$ and $v_F^-$ are the Fermi velocities for majority and minority spins respectively \[22\].

One should bear in mind that different measurement techniques for measuring spin polarization do not measure exactly the same thing and that is the reason why different methods yield different values of $P$ \[22\].

### 2.2.3 Anisotropy energy and Domains

There are few things about the magnetic properties of ferromagnets that one should have in mind when constructing devices by contacting nanostructures using ferromagnetic electrodes. It is mainly the magnetic anisotropy and domain structure of the ferromagnet that is of importance.
Due to spin-orbit coupling, the electron wave functions of the spin controlling inner electrons have spheroidal and not spherical charge distribution, thus making the overlap energy ($J_{i,j}$) asymmetric. The asymmetry, which is tied to the direction of the spin, causes $J_{i,j}$ to have minima for spin orientation along certain crystallographic directions \[20\].

Co has a hexagonal crystal and the easy axis of the magnetization is along the hexagonal axis. Ferromagnets like Fe and Ni have a cubic crystal structure and easy axes of magnetization is along the edges of the cube \[20, 23\].

A bulk ferromagnet is normally divided into different regions or domains of parallel magnetization. This happens for single crystal bulk as well as for polycrystalline material. The domains are separated by transition layers called domain walls \[23\]. Due to the spin interaction energy and the crystalline anisotropy energy it costs energy to form the domain walls \[20\].

A homogeneously magnetized object induces a field around itself, as shown in Fig.2.2(a), which is called demagnetization field. The energy of the magnetic field is given by \[24\]:

$$E_m = \int_V B^2 \, dV \quad (2.6)$$

By splitting the magnet into areas of opposite magnetization the field energy (Eq.(2.6)) is lowered as shown in Fig.2.2(b) and (c). The lowest external magnetic field and thus the lowest field energy is obtained by the formation of so called closure domains, when the field lines are closed in the magnet as shown in Fig.2.2(d) \[23\]. For smaller magnetic particles (of size of 10 – 100 nm) the energy cost of forming domain walls overcomes the energy win of the demagnetizing field. The particles consist of one magnetic domain and thus are completely magnetized.

For single domain particles and smaller objects, especially of ferromagnetic materials with low crystalline anisotropy, the demagnetizing field plays a bigger role in defining the easy axis of magnetization. The demagnetizing field of a magnetic object is highly dependent on its shape and the orientation of magnetization. For an elongated structure the magnetic field energy (Eq.(2.6)) will be lower if the magnetization is along the elongated structure. This phenomenon is called shape anisotropy.

### 2.2.4 Hysteresis and coercivity

The energy of a single domain particle in an applied magnetic $\mathbf{H}$ field is given by

$$E = -\mathbf{\mu} \cdot \mathbf{H} + KV \sin \theta, \quad (2.7)$$
2.2 Ferromagnetism

Figure 2.2: (a) The field around a magnetized object has an energy dependent on its strength and area (see Eq. (2.6)). This energy can be lowered by formation of domains. In (b) and (c) it is shown how the field is reduced when the object is split into areas of opposite direction. (d) So called closure domains minimize the demagnetizing field.

Figure 2.3: (a) Magnetohysteresis of a single domain particle. (b) Magnetohysteresis of a multidomain material.
where $K$ is the anisotropy constant of the material, $V$ the volume of the particle, $\mu$ its magnetic moment, and $\theta$ the angle between the magnetization direction and the easy axis \cite{23}. For zero field an energy barrier of magnitude $KV$ separates the two minima of $\theta = 0^\circ$ and $\theta = 180^\circ$. When the field is applied along the easy axis, the field strength needed to reverse the magnetization, the coercive field ($H_c$), is given by $H_c = KV/\mu$. When a field $H > H_c$ is applied in the opposite direction of the magnetization the magnetization reverses instantaneously. The the hysteresis curve of a single domain particle ($M$ as a function of $H$) for $H$ applied along the easy axis is sketched in Fig.2.3(a).

As mentioned above bigger ferromagnetic objects do normally consist of many magnetic domains. The net magnetization of all domains is far below the saturation magnetization of the ferromagnet. The switching of the magnetization with applied magnetic field is therefore not as simple as for the single domain case.

When the field is applied the domain walls move and the domains that are magnetized parallel to the applied field grow whereas others shrink. Only at higher magnetic fields, when the ferromagnet is approaching its saturation magnetization, the magnetization of the domains rotate to align to the applied field \cite{20, 23}. The hysteresis curve of a multidomain object is sketched in Fig.2.3(b).

### 2.2.5 Anisotropic magneto resistance – AMR

Anisotropic Magnetoresistance (AMR) has been known for a long time. It was discovered by William Thomson in 1857 when he noticed that the resistivity of conductors of ferromagnetic metals depend on the orientation of their magnetization \cite{26}.

In Fig.2.4(a) it is shown how AMR manifests itself. At zero magnetic field a demagnetized polycrystalline ferromagnetic medium has the resistivity $\rho_0$. When an external magnetic field is applied, the magnetic moments align themselves parallel along the field and the medium becomes magnetized. The resistivity changes when the medium becomes magnetized. The resistivity for current parallel to the magnetization ($\rho_\parallel$) and perpendicular to it ($\rho_\perp$) are different \cite{27}.

The resistivity of a ferromagnet is dependent on the angle $\theta$ between its magnetization ($M$) and the current flow along it ($J$) (see Fig.2.4(b)). In the first approximation this relation is given by:

$$\rho(\theta) = \rho_\parallel \cos^2 \theta + \rho_\perp \sin^2 \theta = \rho_\perp + \rho_\Delta \cos^2 \theta,$$

(2.8)
2.3 Giant magnetoresistance – GMR

The giant magnetoresistance (GMR) was discovered in 1988 as a large change in resistance in magnetic Fe/Cr multilayer in the presence of an applied magnetic field [1]. Soon after GMR was discovered in Fe/Cr/Fe trilayers [28]. As was shown later the effect can be obtained in trilayers having other magnetic materials such as Co [29].

Such trilayer structures, i.e. sandwiches of two ferromagnetic metals separated by a thin spacer layer of normal metal (see Fig.2.4), are of great industrial importance. They are called spin-valves and are used as magnetic field sensors. The resistance of the device is dependent on the relative magnetization orientation of the ferromagnets. It is $R_P$ when the magnetizations are parallel and $R_A$ when they are antiparallel. The GMR ratio is defined as

$$GMR = \frac{R_A - R_P}{R_P}. \quad (2.9)$$

where $\rho_{\Delta} = \rho_{\parallel} - \rho_{\perp}$. $\rho_{\parallel}$ is generally but not always greater than $\rho_{\perp}$ [27]. The source of the asymmetry is spin-orbit coupling (see e.g. [27]).

The AMR can be used for monitoring the switching behavior of ferromagnetic electrodes. By measuring their resistance one can see if their magnetization are turning. The AMR is relatively small effect. In $\rho_{\Delta}/\rho_{\parallel}$ is of the order of few % [27].

Figure 2.4: (a) resistivity $\rho$ as function of magnetic field $H$ when field is applied parallel ($\rho_{\parallel}$) and perpendicular ($\rho_{\perp}$) to the current flow ($J$). (b) A current flow $J$ in a magnetic conductor. The magnetization (M) forms the angle $\theta$ to J.
Figure 2.5: Giant magnetoresistance (GMR) device. A thin normal metal spacer (N) separates two ferromagnets (F). The current flows perpendicular to the plane of the sample. The equivalent resistor arrangement is shown in the middle. The resistivity for the minority spins is significantly higher than for the majority spin. The lowest schematics show how the chemical potential changes throughout the device when electronic potential is applied over it.

The resistance for the antiparallel magnetization is normally higher than for the parallel one. At zero applied magnetic field the relative orientation of the magnetization is governed by the exchange coupling between the ferromagnetic layers. The sign and size of the interlayer exchange coupling is dependent on the thickness of the nonmagnetic spacer. The coupling can thus be ferromagnetic and antiferromagnetic dependent on the spacer thickness [30, 31].

The device shown in Fig. 2.5 is so-called current perpendicular to the plane (CPP) geometry. The resistance of such geometry is very low and difficult to detect. For practical applications, structures with the current in plane (CIP) are used because they have higher resistance and thus higher difference with magnetic field [29].

The GMR can be understood though Mott’s two current model [32]. According to that the electrical conductivity of metal can be described by two more or less independent channels, one for majority spins and the other mi-
minority spins. Scattering processes that conserve spin states are much more probable than processes that flip spins.

Another point proposed by Mott is that the scattering probably of spin up and spin down is quite different, independent of the nature of the scattering process [33]. This is shown schematically in Fig.2.5. The resistance of the spin-valve is described by two channels in parallel having tree resistors, two for each for each F layer and one for the spacer. The resistance for minority spins is significantly higher for majority spins.

In the lowest row of Fig.2.5 the chemical potential for majority and minority spins is sketched when when electrical potential is applied over the device. Due to the different resistance of the spins in the ferromagnetic layers the their chemical potentials differ, also in the non-magnetic layer. This difference in the chemical potential of majority and minority spins in the non-magnetic layer is called spin accumulation.

The difference in the resistance in ferromagnets can be explained by the exchange split band structure. The scattering of the electrons depends on where the electron band cross the Fermi energy and due to the exchange splitting that can be significantly different between minority and majority spins [29].

As mentioned above commercial spin-valves have normally the Current In Plane (CIP) geometry. This gives higher resistance and thus higher resistance difference between parallel and antiparallel spin orientation. Having the current flowing in plane of the sandwich will qualitatively have the same effect as in CPP devices. This situation is shown schematically in Fig.2.6. Electrons with minority and majority spins are treated separately. When the electrons flow through the sandwich they will scatter back and forth from the upper F layer to the lower one. The resistivity corresponding to the scattering in the upper and lower F layer can thus be treated as resistors in series. The resistor model of CIP spin-valve is therefore the same as the resistor model for CPP devices.

2.4 Tunnelling magneto resistance

Tunnelling magneto resistance (TMR) was discovered in 1975 by M. Jullière [18] in a device that consisted of two Fe films separated by Ge. It was first in 1995 when room temperature TMR was discovered by J. S. Moodera [34] and in that time there was a booming interest in spintronics after GMR has been discovered in 1988 [1].
Separate channels are for minority and majority spins. The electrons scatter from one F layer to the other on the way through the sandwich. The resistances corresponding to scattering in each F layer can be modelled as resistors in series.

The TMR signal is the same way as the GMR

\[
TMR = \frac{R_A - R_P}{R_P} = \frac{G_P - G_A}{G_A},
\]

where \( R_P (= 1/G_P) \) and \( R_A (= 1/G_A) \) are the restances (conductance) of the device for parallel and antiparallel orientation respectively of the magnetization of the ferromagnets. The TMR is of quite different origin than the GMR.

### 2.4.1 Jullière’s model

The Jullière’s model is a simple model that describes the tunneling process between two ferromagnetic materials [13]. The device and the tunnelling process is shown schematically in Fig.2.7. The magnetization of the F electrodes, that are separated by a tunnelling barrier, is either parallel or antiparallel. The spin of the electrodes is conserved in the tunneling process and it’s is assumed that the spin up and spin down electrodes tunnel independently through the barrier.

The conductance of the barrier for both parallel and antiparallel orientation of magnetization can be estimated. When it is parallel, the majority spins of electrode 1 tunnel into the majority states of electrode 2 and the minority spins tunnel into the minority states. The tunneling is dependent on the density of states at the Fermi energy and thus the conduction obeys

\[
G_P \propto n_1^+ n_2^+ + n_1^- n_2^-,
\]
2.4 Tunnelling magneto resistance

Figure 2.7: Two FM electrodes are separated by tunnelling barrier. When the magnetizations of the electrodes are parallel the majority spins of electrode 1 tunnel into the majority spins of electrode two and the minority spins into the minority spins. In the antiparallel orientation the majority spin of electrode 1 tunnel into the minority states of electrode 2 and the minority spins into the majority state.

where $n_1^{\uparrow(\downarrow)}$ and $n_2^{\uparrow(\downarrow)}$ is the density of majority and minority spins respectively at Fermi energy in electrode 1(2). In the antiparallel case the majority spins of electrode 1 tunnel into the minority states in electrode 2 and the minority spins tunnel into the majority states. The conductance of the device obeys

$$G_A \propto n_1^{+} n_2^{-} + n_1^{-} n_2^{+}.$$ (2.12)

The TMR signal calculated by inserting Eq.(2.11) and Eq.(2.12) into Eq.(2.10) becomes

$$TMR = \frac{G_P - G_A}{G_A} = \frac{n_1^{+} n_2^{+} + n_1^{-} n_2^{-} - (n_1^{+} n_2^{-} + n_1^{-} n_2^{+})}{n_1^{+} n_2^{+} + n_1^{-} n_2^{-}}.$$ (2.13)

Using definition of spin polarization,

$$P = \frac{n^+ - n^-}{n^+ + n^-} \Leftrightarrow \frac{n^+}{n^-} = \frac{1 + P}{1 - P^*},$$ (2.14)

to rearrange Eq.(2.13) yields

$$TMR = \frac{2P_1 P_2}{1 - P_1 P_1}.$$ (2.15)

This formula is known as the Julliére’s model for TMR\textsuperscript{1}.\footnote{Other definitions are also used} $TMR' = \frac{R_A - R_P}{R_A} = \frac{2P_1 P_2}{1 + P_1 P_2}$ and $TMR'' = \frac{R_A - R_P}{R_A + R_P} = 2P_1 P_2$. It does not
include spin flip effects nor does it depend on the properties of the tunnelling barrier.

### Spin flipped in the tunnelling process

Spin flip processes can be included into the Jullière’s model in a simple way. If $\gamma$ is the ration between the spin conserving and spin flipping matrix elements, $G_P$ and $G_A$ (Eq.(2.11) and Eq.(2.12)) can be rearranged [35, 36]:

\[
G_P \propto n_1^+ n_2^- + n_1^- n_2^+ + \gamma(n_1^+ n_2^- + n_1^- n_2^+),
\]

\[
G_A \propto n_1^+ n_2^- + n_1^- n_2^+ + \gamma(n_1^+ n_2^- + n_1^- n_2^+).
\]

Calculated the TMR (Eq.(2.15)) gives:

\[
TMR = \frac{(1 - \gamma)((n_1^+ n_2^- + n_1^- n_2^+) - (n_1^+ n_2^- + n_1^- n_2^+))}{n_1^+ n_2^- + n_1^- n_2^+ + \gamma(n_1^+ n_2^- + n_1^- n_2^+)}.
\]

which can be rewritten using the definition of $P$

\[
TMR = \frac{2(1 - \gamma)P_1 P_2}{1 - P_1 P_2 + \gamma(1 + P_1 P_2)}. \tag{2.18}
\]

The magnitude of the TMR signal is according to this always diminished by spin-flip processes. This reduces to Eq.(2.15) if $\gamma = 0$ (as one would expect). In the other extreme, i.e. when all spin are flipped while tunnelling between the ferromagnets, $\gamma \rightarrow \infty$. The TMR signal becomes.

\[
\lim_{\gamma \rightarrow \infty} \frac{2(1 - \gamma)P_1 P_2}{1 - P_1 P_2 + \gamma(1 + P_1 P_2)} = -\frac{2P_1 P_2}{1 + P_1 P_2}, \tag{2.19}
\]

which is always of opposite sign to Eq.(2.15). $\gamma = 1$ corresponds to the unpolarized case and results in $TMR = 0$

#### 2.4.2 Datta Das transistor

According to Eq.(2.18) the TMR signal can be tuned if one can control the spins of the electrons in the tunnelling process, i.e rotate them coherently. A devices based on this idea, proposed by Datta and Das [37], so called Datta Das transistor, is shown schematically in Fig.2.8. A two dimensional electron gas (2DEG) is contacted by two ferromagnetic electrodes. The spin of the electrodes will rotate on the way between the electrodes. The change in their orientation is given by

\[
\Delta \theta = 2m^* \eta L/h^2, \tag{2.20}
\]

where $\eta$ is the spin-orbit coefficient. $\eta$ can be tuned by applied gate voltage and thus the $\Delta \theta$. 


2.5 The Conductivity mismatch problem

A fundamental problem in spin injection is called the **conductivity mismatch problem**. A semiconductor has usually much higher resistivity than the ferromagnets. In spin valve one wants to measure the difference of parallel and antiparallel magnetization of the FM electrodes. If the resistance of the spacer is high this difference is only a small fraction of the total signal and hard to detect \[38\].

One solution of this problem is to introduce a high spin dependent resistance between the ferromagnet and the spacer (see Fig. 2.9). This could be a spin dependent tunnelling barrier \[38\]. This solution would give a larger difference in the \( R_P \) and \( R_A \).
Another solution would be to use half metal such as LaSrMnO$_3$ (LSMO) [19]. Such material can have spin polarization that is almost 100% [39]. Ferromagnetic metals have lower spin polarization. The polarization of Co that has the highest polarization of the elemental ferromagnets is $P = 45\%$. 
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Carbon nanotubes

3.1 The geometry of carbon nanotubes

Needle like structure of concentric graphene shells, carbon nanotubes, were discovered by Sumio Iijima in 1991. The number of shells was typically ranging from 2 to about 50 and the diameter of the tubes was from 4 nm to 30 nm and their length was up to 1 µm \[5\]. The graphene shells are rolled up and make a seamless contacts. The molecular structure is thus continuous around the tube.

Since their discovery, carbon nanotubes have received a lot of interest due to their unique electrical and mechanical properties. There have been great improvements in the production of nanotubes. It is now possible to grow carbon nanotubes of single graphene shell, so-called Single Wall Carbon Nanotubes (SWCNT). Due to their small diameter and simplicity SWCNT are very interesting as a platform for research on mesoscopic systems.

The structure of SWCNT is described by so-called wrapping vector or chirality vector \( \mathbf{W} \), which describes how a graphene sheet is rolled up. The crystal structure of graphene is shown schematically in Fig.3.1. The distance between adjacent atoms is \( a_0 = 1.42 \) Å. The base vectors used to describe the Bravais lattice of graphene, \( \mathbf{a}_1 \) and \( \mathbf{a}_2 \) (see Fig.3.1), have the length \( a = \sqrt{3}a_0 = 2.46 \) Å. The wrapping vector \( \mathbf{W} \), is given by

\[
\mathbf{W} = na_1 + ma_2, \tag{3.1}
\]

where \( n, m \in \mathbb{N} \) are called wrapping indices (see Fig.3.1). \( \mathbf{W} \) is the vector that connects two points that will fall together when the graphene sheet is rolled up. The radius of the nanotube is

\[
d = \frac{a}{\pi} \sqrt{m^2 + mn + n^2}. \tag{3.2}
\]
Figure 3.1: A graphene sheet shown schematically. $a_1$ and $a_2$ are the base vectors of the two dimension graphene lattice. The chiral vector, often given by two indices $(n,m)$, defines how the graphene is rolled. The three different types of structures of carbon nanotubes are shown to the left.

There are two special kinds of tubes. Tubes with wrapping indices $(n,0)$ are called zigzag tubes and tubes having wrapping indices $(n,n)$ are called armchair tubes. Other tubes are called chiral tubes. These three tube types are shown in Fig.3.1. The direction vector of the nanotube $(T)$ forms an angle $\phi$ to the graphene lattice called chiral angle $(\phi)$. $\phi$ is given by.

$$\phi = \arccos \left( \frac{\sqrt{3}(m+n)}{2\sqrt{m^2+nm+n^2}} \right). \quad (3.3)$$

It takes values in the range $\phi = 0^\circ$ for armchair tubes to $\phi = 30^\circ$ for zigzag tubes.

### 3.2 The band structure of graphene

Graphene has interesting electrical properties and has received a lot of attention recently [40]. Single Walled Carbon Nanotubes (SWCNT) are special cases of graphene and their electronic properties can be derived from the properties of Graphene. As said above, a carbon nanotube is a graphene plate rolled up making a seamless contact. The electronic properties of SWCNT can be derived by applying the appropriate periodic boundary condition on the graphene.

In Fig.3.2 the unit cell of graphene is shown. Each unit cell has two carbon atoms located at $x_1$ and $x_2$. The band structure of graphene can
be calculated using the tight binding method. The wave function of the electrons is given by

$$\psi_k = \sum_{\mathbf{R} \in G} \phi(\mathbf{x} - \mathbf{R}) e^{i \mathbf{k} \cdot \mathbf{R}},$$

(3.4)

where $G$ is the set of lattice vectors and $\phi(x)$ is the atomic wave function in each unit cell. $\phi(x)$ is a linear combination of the atomic wave functions of both carbon atoms in the unit cell

$$\phi(x) = b_1 \phi_1(x) + b_2 \phi_2(x).$$

(3.5)

The Hamiltonian of the electrons in the system is given by

$$H = \frac{\mathbf{p}^2}{2m} + \sum_{\mathbf{R} \in G} (V_{at}(\mathbf{x} - \mathbf{x}_1 - \mathbf{R}) + V_{at}(\mathbf{x} - \mathbf{x}_2 - \mathbf{R})), \quad (3.6)$$

where $V_{at}(x)$ is the atomic potential of a carbon atom, $\mathbf{p}$ is the electron momentum, and $m$ the electron mass. The eigenvalue problem $H \psi_k = E(k) \psi_k$ is solved assuming only nearest neighbor interaction (see Fig. 3.2). It yields a following dispersion relation for graphene

$$E(k_x, k_y) = \pm \gamma \sqrt{1 + 4 \cos \left( \frac{\sqrt{3} a k_y}{2} \right) \cos \left( \frac{a k_x}{2} \right) + 4 \cos^2 \left( \frac{a k_x}{2} \right)}, \quad (3.7)$$
Figure 3.3: Band structure of graphene (left) and the first Brillouin zone (right). \( a_1 \) and \( a_2 \) are the base vectors of the graphene crystal and \( b_1 \) and \( b_2 \) corresponding reciprocal vectors. The points in the \( k \)-space, where the valence band and the conduction band touch is are called \( K \)-points. They are located on the corners of the first Brillouin zone.

where \( \gamma \) is the nearest neighbour transfer integral, which takes value between 2.5 and 3.0 eV \[^{12}\]. The band structure of graphene and the first Brillouin zone in the reciprocal lattice is plotted in Fig.3.3. The valence band and the conduction band touch each other at so-called \( K \)-points on the corners of the first Brillouin zone. These touching points are important when it comes to carbon nanotubes. Before coming to that it is useful to look at the expansion of the band structure around the \( K \)-points. \( \kappa \) is defined as the distance of \( k \) from a \( K \)-point \( (\kappa = k - K) \). The energy around the \( K \) point is given by

\[
\epsilon(\kappa) = \pm \hbar v_F |\kappa|,
\]

(3.8)

where the \( v_F = 3\gamma a_0/2\hbar \) is the Fermi velocity. \( a_0 = 1.42 \, \text{Å} \) and \( \gamma = 2.9 \, \text{eV} \) give a Fermi velocity of \( v_F = 9.4 \times 10^5 \, \text{m/s} \).

3.3 The Band structure of SWCNT

When rolling up the graphene sheet to make SWCNT as previously described, periodic boundary condition around the circumference of the tubes is invoked.
The wave vector $k$ can be written as

$$k = k_\parallel e_\parallel + k_\perp e_\perp,$$

(3.9)

where $e_\parallel$ and $e_\perp$ are unit vectors parallel and perpendicular to the nanotube. $k_\parallel$ has no restrictions but $k_\perp$ obeys the periodic boundary condition $k_\perp = 2\pi p/d\pi$ where $d$ is the diameter of the tube and $p \in \mathbb{N}$. Calculating $k_x$ and $k_y$ as a function of $k_\parallel$ and $k_\perp$ and using Eq.(3.7) gives the band structure. Two examples can be seen in Fig.3.4 where the band structure of two armchair nanotubes having the wrapping indices $(9,0)$ and $(10,0)$ are shown. The $(9,0)$ tube is metallic while the $(10,0)$ tube is semiconducting.

In order to get a general result on the electrical properties of SWCNT, i.e. to obtain the electrical properties of tubes with the wrapping indices $m$ and $n$, it is better to use the expansion around the $K$-point. Like $k$ in Eq.(3.9) $\kappa$ has two components $\kappa_\parallel$ and $\kappa_\perp$, which are parallel and perpendicular to the tube, and the periodic boundary conditions on $k$ give following quantization of $\kappa_\perp$

$$\kappa_\perp = 2\pi \frac{(m-n)/3 + p}{\pi d},$$

(3.10)
where \( p \in \mathbb{Z} \). For tubes with wrapping indices \( m \) and \( n \), where \((m-n)/3 \in \mathbb{Z}\), \( \kappa_\perp \) can be zero. The band structure around the \( K \)-point can be calculated by putting Eq.(3.10) into Eq.(3.8), which gives

\[
\epsilon(\kappa_\parallel) = \pm \frac{2\hbar v_F}{d} \sqrt{\left(\frac{m-n}{3} + p\right)^2 + \left(\frac{\kappa_\parallel d}{2}\right)^2}.
\]

(3.11)

Two examples of band structure around \( K \)-point are shown in figure Fig.3.12. An important result is that when \( \kappa_\perp = 0 \), \( \epsilon(\kappa_\parallel) \) becomes zero when \( \kappa_\parallel = 0 \). This means that the lowest conduction band and the highest valence band touch each other and the tubes are metallic. Thus all tubes having wrapping indices \((m,n)\) where \((m-n)/3 \in \mathbb{Z}\) are metallic. This means that for tubes having coincidental wrapping vectors \(1/3\) of them are metallic and \(2/3\) semiconducting. This is an important result. Methods of producing SWCNT give tubes with wide distribution of the wrapping vector. The statistics on the electrical properties of the tubes can give valuable information on the quality of the material. It should be noted that one sometimes talks about a third type of nanotubes, so-called small bandgap nanotubes. That tubes are in fact metallic tubes, but due to perturbation the lowest conduction band and the highest valence band do not touch each other in at the \( K \)-point. This results in a small band gap.

Another important result is the size of the bandgap. The minimal value that \(|(m-n)/3 - p|\) can take when \((m-n)/3 \notin \mathbb{Z}\) is \(1/3\). That means that the value of \(|\epsilon(0)|\) for semiconducting tubes is \(2\hbar v_F/3d\). The size of the bandgap is thus given by

\[
E_g = \frac{4\hbar v_F}{3d} = \frac{4\pi \hbar v_F}{3a \sqrt{m^2 + mn + n^2}},
\]

(3.12)

i.e. the bandgap is inversely proportional to the tube’s diameter, \(d\). For example the size of the bandgap of a \((10,0)\) tube is \(E_g = 1.1\) eV.

### 3.4 SWCNT quantum dot

**Basic concepts of a quantum dot**

Quantum dots are objects, in which the electronic wave function is confined in such way that, due to boundary conditions, the energy of the electrons becomes quantized. Quantum dots have been realized in various different systems, such as two dimensional electron gas semiconductor heterostructures that is confined using top gates and in carbon nanotubes.
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Figure 3.5: Energy bands of (9,0) and (10,0) nanotubes near $K$-point. The four bands nearest to the gap region are plotted. This scaling (i.e. plotting $E_d/2\hbar v_F$ as function of $k_{||}$) does only distinguish between metallic and semiconducting tubes.

Fig. 3.6(a) depicts the schematics of a quantum dot. The dot is connected by two contacts, the source (S) and the drain (D) having the capacitances $C_s$ and $C_d$ respectively to the quantum dot. A gate having the capacitance $C_g$ to the dot can be used to tune the energy of the electron levels in the dot. The total capacitance of the dot is $C_{\Sigma} = C_s + C_d + C_g$. By applying voltage $V_g$ on the gate, the energy levels of the dot are shifted by

$$\Delta E_n(V_g) = \frac{C_g}{C_{\Sigma}} V_g = \alpha V_g,$$

(3.13)

where $\alpha$ is the active gate coupling. In Fig. 3.6(b), the energy landscape of the dot is shown schematically. The source and the drain are separated from the dot by potential barriers. The chemical potential of the source and drain is $\mu_s$ and $\mu_d$ respectively and the source drain voltage is defined as $V_{sd} = \mu_s - \mu_d$. The spacing between the energy levels of the dot is $\delta E$ and the position of the levels can be tuned by the $V_g$ as explained above. In Fig. 3.6(c), transport measurements of the dot are shown. The upper part shows the conductance
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Figure 3.6: (a) Schematics of a quantum dot. The source (S), the drain (D), and the gate have the capacitances \( C_s \), \( C_d \), and \( C_g \) respectively to the dot. (b) The potential landscape of the dot and the electrodes. The chemical potential of the source and the drain is \( \mu_s \) and \( \mu_d \) respectively. The chemical potential of the dot is \( \mu_d \). The spacing of the dot’s energy levels is \( \delta E \). (c) Linear response, conductance \( (G) \) as function of gate voltage \( (V_g) \), and the stability diagram of the dot.

\( (G) \) as function of \( V_g \) when \( V_{sd} \) is small \( (V_{sd} \ll \delta E) \), the so-called linear response. Peaks appear in \( G \) when the energy levels are filled. The spacing of the peak when an empty level is filled with one electron till it’s filled with the next one is \( U_c = e^2/2C_S \) i.e the single electron charging energy of the dot. The spacing between a peak corresponding to filling a level with the second electron and the peak corresponding to adding the first electron to the next level is \( \delta E + U_c \). The lower part of Fig.3.6(c) is the stability diagram of the dot. The stability of the dot is dependent on \( V_g \) and \( V_{sd} \). The number of electrons is stable inside the so-called Coulomb diamonds.

In so-called grayscale measurement the differential conductance, \( dG/dV_{sd} \), is measured as function of \( V_{sd} \) and \( V_g \). The stability diagram is thus obtained from the grayscale plot. The edges of the Coulomb diamonds appear as a high differential conductance in such measurements. Inside the diamonds the differential conductance is zero if no second order tunnelling processes are present.

Quantum dot in SWCNT

When a carbon nanotube is contacted with two electrodes that form a barrier to it (see Fig.3.7(a)) a quantum dot is formed. The metal contacts form a barrier in the tube and \( k \) (parallel to the tube) becomes quantized. The quantization is given by \( k = \pi n/L \), where \( n \in \mathbb{N} \), assuming very high potential
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Figure 3.7: (a) SWCNT contacted by two electrodes. Between the electrodes quantum dot is formed that can be tuned by a gate. (b) Band structure of metallic SWCNT; when the tube is contacted, $k$ becomes quantized. The degeneracy is fourfold when the Fermi energy ($E_F$) is localized where only one band is present. (c) Linear response, $G$ as function of $V_g$ and stability diagram of a SWCNT quantum dot. The Coulomb peaks and diamonds form a fourfold pattern.

As can be seen in Fig.3.7(b) the quantization of $k$ causes fourfold degeneracy of the energy levels, when the Fermi energy ($E_F$) is, where only one band is present. In Fig.3.7(c) the $G$ measured as function of $V_g$ and the stability diagram ($dG/dV_{sd}$ as function of $V_g$ and $V_{sd}$) are depicted. Due to the fourfold degeneracy the Coulomb peaks in $G$ and the diamonds of the stability diagram have a fourfold pattern.

This fourfold pattern is a hallmark of a good metallic SWCNT. It is not often seen in semiconducting tubes because of the short distance between the first and second band nearest to the band gap (see Fig.3.5). Tubes, which are bundled or have a high density of defects lack the fourfold symmetry.
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Chapter 4
Sample processing

4.1 SWCNT based devices

As discussed in previous chapter Single Wall Carbon Nanotubes (SWCNT) have unique electrical properties. These properties make them an ideal platform for studying the phenomena of quantum mechanics. For doing so we need to get the wonder material on a surface, find a suitable tube and contact it.

4.2 Obtaining the wonder material

When looking for suitable nanotube material one is mainly concerned about four issues. Firstly, the nanotubes should be single walled. Secondly one wants individual tubes because the unique electronic properties of SWCNT are much better resolved when only one tube is contacted. Thirdly, the nanotubes have to be long enough to be able to make the devices of interest, and finally the density of the tubes on the surface should be such that it is possible to find and contact a nanotube without shorts from other tubes.

There are two ways of getting nanotubes on a surface. They can be spread from a suspension solution or they can be grown there directly. When the nanotubes are spread on the surface one uses material that is grown by methods that are known for making material of high quality, such as High Pressure Carbon monoxide (HiPCO) growth or laser ablation. A powder of nanotubes is produces in both of these methods. The powder is dissolved in a solution and purified. SWCNT have a strong tendency to form ropes and in the purifying process the ropes are separated using ultrasound and bigger (heavier) particles are separated from the solution. As said above the advantage of spreading the nanotube material from suspension solution
is that one can use material which is known to have a high quality. The disadvantage is that preparing the solution and spreading it to the substrate is complicated.

The SWCNT can also be grown directly on the surface by Chemical Vapor Deposition (CVD). The advantage of CVD is that one avoids the post growth processing of the nanotube material (dissolving the powder in a solution and processing it). The CVD process however must be optimized in order to get the wanted material, i.e. individual SWCNT, and there are many parameters to be optimized.

Both approaches have been tested in this work in order to obtain the "wonder material". The material was spread or grown on SiO$_2$ substrate, i.e. the same surfaces as used for device fabrications, and the quality of the material check there.

4.2.1 Estimating the quality of the nanotube material

Visual characterization

The quality of the nanotube material was estimated by imaging the tubes on the surface using SEM and/or AFM. The shape of the tubes on the surface can tell a lot about their quality. Bundling manifest itself e.g. by branching, i.e. when tubes split into two or more tubes. Bendings are indication of bundling and/or structural defects and curved tubes are most probably ropes. By AFM one can measure the diameter of the tube. If the tube is 1 nm wide or less it is likely to be a single tube. (Some groups use 1.3 nm as limit). Individual SWCNT without structural defects should be straight with small diameter. For practical reasons, it was preferred to use SEM when estimated the quality of the material. Operating an AFM is very time consuming compared to using SEM. Even though one does not have the possibility of measuring the diameter of the tubes in the SEM one can learn much about the quality of the material from the shape of the tubes.

The electron microscope used was LEO Supra 35, which is equipped with an in-lens detector, which detects back-scattered electrons. When the sample is tilted (∼30° from horizontal) and the in-lens detector is used, the nanotubes appear clearly on the SEM images. The acceleration voltage is kept low or at 1 kV or lower.

An important question concerning the use of SEM for imaging such a narrow structures like SWCNT is, if the resolution of the SEM is high enough to resolve all tubes? In order to answer this question few samples where imaged with both AFM and SEM. Comparisons of SEM and AFM images of the same area have revealed that all tubes seen with AFM can also be seen
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Figure 4.1: SEM picture (left) and AFM picture (right) of the same nanotubes compared. All nanotubes that can be seen in AFM can also be seen in SEM.

Electrical characterization

When the density and the shape of the tubes has been optimized guided by visual characterization the next step is electrical characterization. For the electrical characterization the tubes are spread or grown on a highly p-doped Si substrate with thin SiO$_2$ cap layer. Electrical contact is made to individual tubes and to the p-doped Si substrate which is used to gate the device.

At room temperature the transport properties of the devices are measured as function of gate voltage. The methods used to produce and process the SWCNT’s in this work, do not distinguish between metallic and semiconducting tubes. 1/3 of the SWCNT’s should thus be metallic and 2/3 semiconducting, as discussed in previous chapter (see Section 3.3).

At cryogenic temperatures quantum dot is normally formed in the SWCNT device. The linear response (conductance $G$ as function of gate voltage ($V_g$) and grayscale measurements (differential conduction ($dG/dV_{sd}$, where $V_{sd}$ is the source drain bias) as function of $V_{sd}$) and $V_g$) can give valuable information on the quality of the material as discussed in previous chapter (see Section 3.4).
4.2.2 Nanotubes from suspension solution

The nanotube material

Nanotubes from two producers were tested. Both materials came purified in suspension solution and had already been sonicated with ultrasound in order to separate the tubes. The material that were tested were:

- HiPCO tubes from South Western Nanotechnologies - SWeNT. The surfactant SDBS (Sodium dodecybenzen sulfonate) was used to solve the material in water.

- Laser ablation material from University of Karlsruhe dissolved using SDS (Sodium Dodecyl Sulfonate) as surfactant.

The surfactants work like a soap. Their molecules have a polarized head that interacts with the water and long unpolarized tail that interacts with the nanotubes making it possible to dissolve the otherwise hydrophobic nanotube material in water\textsuperscript{13}. Sonication helps separating the tubes, and the surfactant covers their surface when they are pulled from each other \textsuperscript{44}. The SDBS is known to be very efficient in dissolving nanotubes in water \textsuperscript{14}.

The suspension solutions had already been purified and sonicated to separate the bundled tubes. It should be mentioned that the adhesion force acting between tubes is very strong. It has been estimated to be around 500 eV/\mu m of tube’s length \textsuperscript{44}.

Spreading the material directly

In the first test the nanotube material was spread directly from the suspension solution on an SiO\textsubscript{2} surface. The nanotubes where spread on the surface by spin coating. The sample was covered by suspension solution and the spun for 40 s at speed of 4000 rpm. Some of the nanotubes of the suspension anchor to the surface while the solution is spun off and it’s remains dry on the surface. Some surfactant will also remain on the surface after spin coating. These surfactant residues make the surface pretty dirty looking when looked at in SEM and AFM. These remains are cleaned using methanol.

An AFM image of the laser ablation material from Karlsruhe, which was spread directly on the surface, is shown in Fig.4.2. The longest nanotube seen in this scan is $\sim 2 \ \mu m$ long. It can be seen that lot of tubes are branched which is, as said above, a clear indication of bundling. The length and the diameter of the tubes where measured in numerous AFM scans as shown in Fig.4.2. The diameter $d$ is plotted as function of length $l$ of 64 tubes is
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Figure 4.2: AFM picture of nanotubes which were spread directly from the solution on SiO\textsubscript{2} surface. The brighter areas are higher than the darker. The picture shows area of 5 \(\mu\text{m}\) \(\times\) 5 \(\mu\text{m}\).

Figure 4.3: Diameter \(d\) plotted vs. length \(l\) for 64 nanotubes. \(d\) and \(l\) are uncorrelated. \(N_f\) is the number of feasible tubes i.e tubes with \(l > 1000\) nm and \(d < 1\) nm.

shown in Fig. 4.3. The correlation between \(l\) and \(d\) is 0.07, i.e. \(l\) and \(d\) are not correlated\(^1\). The number of feasible tubes, i.e. tubes having \(l > 1\) \(\mu\text{m}\) and \(d < 1\) nm is 13 or \(\sim\) 20%. The density is a bit too high for making devices but ideal for making contacts blindly to the nanotubes.

The SWeNT material is however not suitable for making blind contacts. An SEM picture of SWeNT material, which was spread directly from the solution on a SiO\textsubscript{2} surface, is shown in Fig. 4.4. This material looks like a spaghetti and is clearly bundled. In order to use this material the solution has to be processed before spreading it.

The Karlsruhe material, which was spread directly form the solution was contacted blindly. That is done by spreading it on the standard wafer material which is highly p-doped Si with 400 nm SiO\textsubscript{2} cap layer. Electrodes are made blindly on the sample without looking at the surface, neither in an SEM nor in an AFM. The Electrical resistance between the electrodes is then checked in order to see if nanotube is in between. The highly doped

\(^1\)The correlation of data sets \(x\) and \(y\), \(\rho_{xy}\), is defined as

\[
\rho_{xy} = \frac{1}{\sigma_x \sigma_y N} \sum_i (x_i - \mu_x)(x_i - \mu_x),
\]

where \(N\) is number of values, \(\sigma_x\) and \(\sigma_y\) are the standard deviation of \(x\) and \(y\) respectively and \(\mu_x\) and \(\mu_y\) their mean values. \(\rho_{xy}\) takes values between 1 for fully positive correlated data sets to \(-1\) for fully negative correlated ones.\(^{46}\).
Si substrate can by used as a gate and by measuring the conductance $G$ as function of applied gate voltage $V_g$ one can check if the nanotubes are semiconducting or metallic. The gate dependences of two working devices are shown in Fig.4.5 The nanotube measured in Fig.4.5(a) is metallic. The resistance of the device is $R \sim 100 \text{k}\Omega$ ($G/G_0 = 0.26$, where $G_0 = e^2/h$ is the conduction quantum) and does not practically change with gate voltage $V_g$.

The resistance of the other device is higher and it changes with $V_g$ (see Fig.4.5(b)). It changes from $2 \text{M}\Omega$ for $V_g = -10 \text{V}$ to $4 \text{M}\Omega$ for $V_g = 10 \text{V}$. This device is most probably a rope containing both metal and semiconducting tubes. No devices made by blindly contacting the nanotubes were truly semiconducting, i.e. showing significant changes in the conductance. This can only mean that the nanotubes on the surface are bundled.

**Diluting and sonicating the solution**

From the initial characterization of the nanotube material it was concluded that the nanotubes, when spread directly on the surface, are not well sep-
Figure 4.5: Conductance $G$ of a blindly contacted Karlsruhe nanotube as function of applied gate voltage ($V_g$) at room temperature. The tube in (a) has a resistance of $\sim 100$ k$\Omega$ and is metal conducting. The tube in (b) has resistance of 2 M$\Omega$ for $V_g = -10$ V to 4 M$\Omega$ for $V_g = 10$ V. It is most probably a rope.
Figure 4.6: SEM figure of SWCNT that were spread on the surface after the suspension solution had been diluted and sonicated with high power sonicator. In (a) SWeNT material is shown and in (b) Karlsruhe material. The arrow point at tubes that look good for contacting.

200 W Continuously for 10 minutes,
200 W in 0.5 s pulses with 0.5 s intervals for 20 minutes
40 W Continuously for 20 minutes

The spreading procedure can also influence how well separated the tubes are on the surface. Instead of spinning the samples dry when they had been covered with processed solution they where blown dry with Nitrogen. The solution was left on the samples for 10 minutes before blowing them dry. The samples were then cleaned in methanol and deionized water to get rid of the surfactant residues.

The properties of the surface on which, the nanotubes are spread, do also influence how well they anchor to the surface and thus to what extent they will bundle together. It was tested to treat the surface using (3-Aminopropyl)triethoxysilane (APTS)This treatment is supposed to enhance the adhesion of the nanotubes to the surface. No difference was found between APTS treated samples and other samples, except that the APTS samples looked dirtier in SEM.

An SEM image of nanotubes, which were spread from solution treated with the standard sonication recipe can be seen in Fig.4.6 in (a) SWeNT material is shown and in (b) Karlsruhe material. Not all tubes are good but one can most of the time find tubes suitable for contacting. Good tubes are marked with white arrow in Fig.4.6. Few tubes are longer than 1.5 µm which makes it difficult to use them for making electrical devices.
4.2 Obtaining the wonder material

Figure 4.7: Gate response of two semiconducting nanotubes. A change of four order of magnitude in the conductance ($G$) could be resolved in both devices while sweeping the gate voltage ($V_g$). (a) Gate response of SWeNT nanotube. (b) Gate response of a Karlsruhe nanotube. $V_g$ was ramped subsequently up and down in (b). Both devices were not conducting when $V_g = 0$.

**Electrical properties of connected tubes**

When the spreading process had been optimized some tubes were connected to check their electrical properties. The material was spread on the standard wafer material (highly p-doped Si with 400 nm thick cap layer). The tubes where localized using the SEM and contacted using E-beam lithography as will be described in Section 4.3 with electrodes of Pd.

The yield of working devices is relatively poor. Out of 57 devices made, only 16 of them or 28% had any conductance through the tube. 9 of the working devices were semiconducting and 7 metallic, which is a clear indication that the separation of the nanotubes has been improved by diluting of the solution and the sonication treatment.

Working devices were normally high-Ohmic having resistance $R \geq 200 \, \text{k}\Omega$ ($G/G_0 \leq 0.13$) at room temperature. Conductance ($G$) was measured as function of gate voltage $V_g$ at room temperature for the best devices. An example of such measurements can be seen in Fig.4.7, $V_g$ was ramped subsequently up and down when measuring one of the devices (Fig.4.7(b)). The hysteresis of the subsequent sweeps was $1.5 \, \text{V}$ in $G$ as function of $V_g$. This hysteresis is due charges, which are trapped in the vicinity of the nanotube and do thereby affect the gate potential [49]. Most of the traps are due to water molecules around the tube [50]. Another source of hysteresis are traps in the gate oxide, i.e. the cap layer of the wafer.
4.2.3 Nanotubes grown by Chemical Vapor Deposition – CVD

CVD is a physicochemical process where hydrocarbon gases are used as carbon source. The gases are broken up in the presence of catalyst particles at high temperatures. Carbon nanotubes growth is nucleated at the particles and the tubes grow from them. The main advantage of the CVD is that the nanotubes are grown directly on the surface and one does not need to process the material any further. There are however many parameters that have to be optimized in the CVD process. More details on the CVD process, recipes and equipment can be found in Appendix A.

The catalyst

There are mainly two ways of spreading the catalyst on the surface of the sample. The approach used in this work was to spread the catalyst particles evenly over the entire sample. The nanotubes then grow from the catalyst particles homogeneously over the sample. The other approach is to deposit the catalyst on predefined areas. The nanotubes then grow from these pads. Both methods are shown schematically in Fig.4.8. Using predefined catalyst pads or islands is useful when one uses AFM to localize nanotubes. A relatively small area in the vicinity of the pads needs to be scanned which is convenient because operating an AFM is very time consuming.

The composition of the catalyst is an important factor in the growing

Figure 4.8: Two methods of spreading catalyst on the sample. In a the catalyst is spread evenly on the surface. The nanotubes then grow everywhere on the surface as shown in b. In c the catalyst is spread on predefined pads. The nanotubes then grow from the pads as shown in d.
4.2 Obtaining the wonder material

process. In the lab’s standard recipe three types of catalyst are used: Al$_2$O$_3$, 4 nm nanopowder, Fe(NO$_3$)$_3$, and MoO$_2$Cl$_2$. These catalyst components were dissolved in 2-propanol. More information on the composition of the catalyst solution can be found in Appendix A.1

The catalyst solution was spread on the samples by spin coating. The catalyst particles form clusters on the surface of the sample from which the nanotubes grow. In Fig.4.9(a) an SEM image of such clusters and nanotubes, that have grown from them, are shown. The diameter of the nanotubes is dependent on the size of the catalyst particles. Thus, it is preferable to have these clusters small. Fewer tubes also grow from smaller catalyst island, which lowers the risk of having the tubes bundled. In order to separate the catalyst particles, the catalyst solution was sonicated with a high power sonicator ($P \approx 200$ W) for 15 min before spreading them on the surface. The size of the samples, which are covered by the catalyst particles were $\sim 1 \times 1$ cm. The samples were rotated at the speed of 4000 rpm and one drop of catalyst solution was put on it when it had reach full speed. This is a rough but reliable way of obtaining the optimal density of small catalyst particles on the surface of the samples.

The growing process

Three gases are used in the system; Argon (Ar) which serves as an inert gas the processing gases Hydrogen (H$_2$) and Methane (CH$_4$). CH$_4$ serves as a carbon source and the hydrogen is supposed to prevent deposition of amorphous carbon on the surface. The samples are heated up to growing temperature of $T = 950^\circ$C in Ar flow. When the oven has stabilized at that temperature the processing gases where let though the furnace. First the H$_2$ flow is turned on, the Ar flow is stopped and finally the CH$_4$ flow was tuned on to start the growth. The growing time is 10 min and then the CH$_4$ flow is turned off and the Ar flow on. The Hydrogen is kept flowing when the oven is cooling down until it has reached temperatures of $T \leq 550^\circ$C. H$_2$ is supposed to clean the surface of amorphous carbon that may have be deposited during the methane flow. Further details on the cvd system and the growing recipe can be found in Appendix A.

The quality of the CVD material

Visual characterization is the simplest way of checking the quality of the CVD grown material. Four examples of CVD grown nanotubes, imaged using SEM, are shown in Fig.4.9. A catalyst cluster and nanotubes that have grown from them can be seen in Fig.4.9(a). These catalyst clusters are
relatively big and the tubes grow from them as ropes. The catalyst cluster are no longer visible Fig.4.9(b) because the catalyst was sonicated at high power before spreading it. The density is far too high and part of the tubes seem to glow. The “glowing” tubes are interconnected and this network has most probably electrical contact to metal structures (the big pad structure) in the vicinity. Such nanotube networks have been used for sensing experiments (see e.g. [51]).

Two examples of a good growth are shown in Fig.4.9(c) and (d). In Fig.4.9(c) a 12 µm long more or less straight tube can be seen. The tubes is totally straight for at least 8 µm making it ideal for device fabrication. Above this straight tube one can see a slalom shaped tube that most probably is a rope. Another good tube can be seen in Fig.4.9(d). On both of these tubes one can see a kink (pointed at). This kink is often seen in straight tubes, normally near the end.

Figure 4.9: SEM picture of CVD grown nanotubes. (a) Big catalyst clusters and nanotubes that have grown from them. (b) Beautiful but useless for this work. To densely grown tubes. The “glowing” tubes are interconnected. (c)-(d) two examples of successful growth. The density of the tubes is optimal and one can find feasible tubes to contact.
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Figure 4.10: Conductance \((G)\) measured at room temperature as function of gate voltage \((V_g)\) in two CVD grown nanotube devices. In (a) a typical curve for semiconducting device is shown. \(G\) changes more than four orders of magnitude with \(V_g\). In (b) the device is a short bandgap tube. Both devices are positive doped.

Electrical properties of the CVD material

The electrical properties of the nanotubes are probably the best way to control their quality. SWCNT were grown in the standard wafer (highly p-doped Si with 400 nm thick SiO\(_2\) cap layer). Promising looking tubes were localized and contacted using E-beam lithography (as will be described in Section 4.3). The yield of working devices is much higher for the CVD grown tubes than for the tubes from the suspension solution. More than 50% devices work and their resistance are lower than of the suspension tubes.

The conductance \((G)\) of two CVD devices, measured as a function of gate voltage \((V_g)\) at room temperature is plotted in Fig.4.10. The device in Fig.4.10(a) is clearly semiconducting. The two curves shown are when \(V_g\) was ramped subsequently up and down. The hysteresis in \(G\) as function of \(V_g\) is \(\sim 7\) V when sweeping between \(\pm 10\) V. As mentioned in Section 4.2.2 the hysteresis is due to charges trapped on and around the nanotube.

The curve shown in Fig.4.10(c) is typical for so called small band gap nanotubes. A dip appears in \(G\) when \(V_g \approx 1.3\) V, i.e. when the Fermi energy is in the small bandgap. It is noteworthy that all CVD devices are hole doped, i.e. the dip in \(G\) in short bandgap tubes and the pinchoff in the semiconducting ones are at positive \(V_g\). The working semiconducting devices made from the nanotubes obtained from suspension solution, however had all pinchoff at negative \(V_g\).

Better insight in the quality of the nanotube material can be obtained by measuring their properties at cryogenic temperatures. In Fig.4.11 a grayscale measurement of a metallic nanotube measured at 1.9 K is shown. The dif-
Figure 4.11: Fourfold symmetry in SWCNT quantum dot. A Metallic tube was connected with PdNi electrodes. The upper part shows a grayscale plot (differential conductance vs. gate voltage ($V_g$) and bias voltage ($V_{sd}$)). The lower part shows the linear response ($V_{sd} = 0$) in the same interval. The fourfold pattern of one big Coulomb diamond and subsequent three small diamond can clearly be seen.

Differential conductance ($dG/dV_{sd}$) is measured as function of bias bias voltage ($V_{sd}$) and gate voltage ($V_g$). The linear response (the differential conductance for $V_{sd} = 0$ is also shown). A four fold symmetry can clearly be seen in this measurement, which is, as discussed in Chapter 3, the hallmark of good metallic individual SWCNT. Such a four fold symmetry has been seen in numerous samples, which is a clear indication of a good quality of the CVD grown material.
4.2.4 Which material to choose

The CVD material is better suited for making electrical devices than material spread from suspension solution. The CVD tubes are longer, the success rate, when contacting them, is much higher, and the resistance of the devices is generally lower. The high resistance of the suspension tubes could be due to the surfactant that is sitting in between the tubes and the metal electrodes. HiPCO and laser ablation nanotubes do also have very small diameter that could make it more difficult to contact them.

After the growing parameters had been optimized the CVD procedure was relatively reliable way of obtaining “the wonder material”\(^2\). This optimization was however not a straightforward task and any changes to the system, even minor changes such as changing gas bottle, can cause problems in the growing process.

4.3 Making of a SWCNT devices

![Diagram of SWCNT device fabrication process]

Figure 4.12: Electron beam lithography shown schematically. The cleaned sample is covered by PMMA solution by spinning it on. The sample is baked to harden the PMMA. The pattern is written into the PMMA layer by electron beam. The sample is developed and the exposed PMMA is dissolved. The sample is covered by metallic film. Lifto: The sample is bathed in acetone and the metal that was deposited on PMMA is washed off.

\(^2\)The optimization of the CVD growing process was mainly done by Jürg Furer, Dino Keller and Soufiane Ifadir
In order to make Single Wall Carbon Nanotube (SWCNT) one needs nanotubes of the right density and quality on the surface of the sample. It is described in Section 4.2 how to get that material and that is done by Chemical Vapour Deposition (CVD). The nanotubes are grown on a 1 × 1 cm piece of our standard wafer material, which is a highly p-doped Si with a 400 nm thick oxide layer on top. The density of tubes should be such that one can easily find suitable tubes and contact them individually without having unwanted shorts due to other tubes in the vicinity.

The samples are processed by means of standard Electron beam (E-beam) lithography. The E-beam lithography process, which is shown schematically in Fig. 4.12 is done in following steps. The sample is cleaned carefully and covered with PMMA layer. A PMMA solution thinned with chlorobenzene is spun on the surface at the speed of 4000 rpm. In order to get rid of the solvents from the PMMA layer and harden it, the sample is baked for ~ 30 min at ~ 175°C. The thickness of the PMMA layer after baking was 450 – 500 nm. The wanted pattern is written into the resist using electron beam. That is done in LEO Supra 35 scanning electron beam microscope and the process is controlled using Elphy Raith software. The sample is developed by soaking it in MIBK thinned with isopropanol (1:3) for 60 s. The PMMA film is dissolved where it was exposed by the electron beam. The sample is metallized in evaporation chamber equipped with electron gun to heat the target. During metal deposition the samples where cooled below 0°C. Normally the base pressure of evaporation is around 1 × 10^{-6} mbar, which is low enough for making cruder structures. It is possible to reach pressures of the order of 1 × 10^{-8} mbar. That is done by pumping longer and by so-called Meissner cooling, when the inner walls of the chamber are cooled with liquid nitrogen. Titanium is finally melted shortly before metallizing the sample. The minimal evaporation pressure reached with this system is ~ 4 × 10^{-8}. In this work such a low pressure was only necessary when evaporating ferromagnetic metals, where oxidation is of great concern. After metallization, the final liftoff process is made, where the samples are treated in acetone. The PMMA is dissolve and the metal film that was deposited on the PMMA is washed away.

The samples were made using three steps of E-beam lithography. In first step the connection pads, the big pads, and markers were made. In second step normal contacts to the SWCNTs and leads where made. When making more complicated devices such as spin valves or hybrid devices with different types of contacts materials, the third lithography step is needed. Making of more complicated devices can sometimes also be solved using shadow evaporation technique, but that was not used in this work. The processing steps of the samples are shown in Fig. 4.13.
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Figure 4.13: The processing of spin valves shown schematically. (a) Nanotubes on the waver material. (b) contact pads (squares) and markers defining a coordinate system made by E-beam lithography. (c) feasible nanotube localized in the coordinate system. (d) lead from the bigpads to the nanotube and normal contacts made. (e) Electrodes of other material, such as ferromagnetic metals, made on to the nanotube.

4.3.1 Big pads and markers

The shape of the big pads is shown in Fig.4.14(a). The size of the bigpad pattern is 2 mm and it’s orientation can be seen with naked eyes, which is important for later processing steps. The contacting area (See Fig.4.14(b)) has markers that make up a coded pattern, which defines a coordinate system. This pattern is essential when suitable SWCNT’s are localized and in finding the again in later processing steps.

The Bigpads and the markers which are usually made in the same lithography step, are normally made up of three layers: First comes 10 nm thick SiO$_2$ layer, which is supposed to isolate the bigpads from the nanotubes on the surface and thus prevent shorts. Next comes 40 nm thick layer of Ti for mechanical stability of the bigpads and finally a 50 nm thick gold layer.

The total thickness of the bigpad and the markers is 100 nm. Such a thick markers can make it difficult to localize the nanotubes using Atomic Force Microscopy (AFM). If AFM is to be used to localize the nanotubes one can either make thinner markers in another lithography step, which is quite time consuming, or make the big pads and the markers thinner, hoping that no tubes will short the bigpadstructure. It has been tested to use 40 nm thick Pd for markers and big pads. Pd makes smooth films when evaporated and
4. Sample processing

Figure 4.14: (a) Schematics of the bigpads. The structure is 2 mm in diameter and has four devices. (b) SEM image of one of the devices, the markers can be seen. (c) Zoomed in to a Nanotube. It is localized in the marker coordinate system.

such a layer is dense enough to be visible with SEM through a 500 nm thick PMMA layer.

4.3.2 Localizing suitable nanotubes for contacting

The tubes where localized according to the coordinate system set up by the markers (see Fig. 4.14(b) and (c)). That can be done by using either an SEM of AFM. As discussed in Section 4.2.1, using SEM is much quicker than using AFM and one can see all tubes with the SEM. By Using SEM one can easily make an overview of the whole contacting area and zoom in to make a more accurate picture to localize the tube.

The maneuverability of the AFM much more limited but as, discussed in Section 4.2.1, the advantage, that it is possible to measure the height of the tubes, i.e. their diameter, which is an important parameter when estimating if the tube is an individual one or a rope of many tubes. The main advantage of AFM is the high resolution and it is not believed to have minimal effects on the tubes.

The main problem of using SEM for localizing tube is that one does not exactly know, which effect the SEM has on the nanotubes. Long exposure
with electron beam changes the material. One can see that clearly when imaging nanotubes with SEM. Amorphous carbon is deposited on the surface and the structure of the nanotubes can be changed. It is not fully known, how significant the effects a short exposure, like what was needed to make the snapshots shown in Fig.4.14(b) and (c), is. We tried to compare nanotubes that had been localized either by AFM or SEM. The tubes where grown in the same growing process to avoid run to run variation. This comparison was not conclusive, but it seemed that there was no significant difference.

SEM was used to localize the nanotubes for the devices of this work. It was concluded that the quality of the nanotube material could be determined good enough by the shape of the tubes. The importance of the diameter informations, which one can get from the AFM measurements, where not considered to be worth the time invested in doing the AFM imaging. The exposure time was kept at minimum to minimize damage to the nanotubes from the electron beam and straight tubes where searched in the contacting area. The fact that the four fold symmetry can be seen in numerous SWCNT devices where SEM had been used to localize the nanotubes is a clear indication that the SEM localization does not destroy the unique electronic properties of SWCNT’s.

4.3.3 Making the contacts

Two lithography steps where used to make ferromagnetic contacts to the nanotubes in this work. First leads of normal metal from the bigpad to the nanotubes are made (see Fig.4.13 (d)). The leads are made of 40 nm thick Pd. Palladium is known to make good films and good contact to nanotubes both metallic and semiconducting [52, 53]. The bigpad structure is ~100 nm high and the 40 nm thick Palladium film bridges this height difference easily. When only normal contacts are made to the nanotubes it is done in this one step.

In the second lithography step the FM contacts are made (see Fig.4.13 (e)). The ferromagnetic material normally used is Pd$_{0.3}$Ni$_{0.7}$. Other FM materials have also been tried and combination of different FM layers. The FM materials will be discussed further in Chapter 5. The FM layer(s) is usually covered by 10 nm thick Pd cap layer to prevent oxidation.

The sample is now ready for measurements. It is glued on an standard chip carrier and when doing that it is good to be able to see the orientation of the sample with naked eyes. The samples are bonded using KS 4523 Digital
bonder to contact the bigpads to the chip carrier with an Al wire. The Back
gate is contacted by scratching through the SiO\textsubscript{2} cap layer of the wafer near
one corner of the sample and covering the scratch with silverpaste. The silver
paste is smeared over the edge of the sample in order to ensure good contact
to the highly doped Si substrate. Finally the silver paste is contacted by
bonding on it.
Chapter 5

Measurements on SWCNT spin-valves

5.1 The basic idea

Single wall carbon nanotubes (SWCNTs) are an interesting material for spintronics, because they are quasi one-dimensional electron systems and the spin coherence length is believed to be long in them. The reason for this long spin coherence length is low spin-orbit coupling in carbon and that the main isotope of carbon, $^{12}\text{C}$, which makes up $\sim 99\%$ of natural carbon has no nuclear spin [54, 55].

In Fig.5.1 a SWCNT spin valve is shown schematically. A SWCNT is contacted by two ferromagnetic (F) electrodes. In between the electrodes a quantum dot is formed within the SWCNT. The electrostatic energy of the dot can be tuned by using a gate, which is in Fig.5.1 depicted as a side gate but normally back gates are used. The shape of the electrodes should define their easy axis of magnetization and their coercive field ($H_c$). If the F material is magnetically soft the easy axis should be along the elongated structure. The coercive field should also be dependent on the shape of the electrodes and different shape should give different coercive fields ($H_{c1} \neq H_{c2}$).

By applying a magnetic field along the electrodes one should be able to switch the magnetization from parallel to antiparallel mutual orientation, and thus measure $R_P$ and $R_A$ (the parallel and antiparallel resistances) and calculate the TMR

$$TMR = \frac{R_A - R_P}{R_P}. \quad (5.1)$$

The resistance ($R$) as function of applied magnetic field ($H$) of an ideal device is sketched in Fig.5.1.
Figure 5.1: SWCNT spin device and TMR curves shown schematically. SWCNT is connected by two F electrodes. A quantum dot is formed within the SWCNT in between the electrodes, which can be tuned by a gate (here depicted as side gate). The shape of the electrodes define the easy axis of magnetization and their coercive fields \( H_{c1} \) and \( H_{c2} \). To the left the resistance of the device \( R \) as function of magnetic field \( H \) applied along the F electrodes is sketched. When the field is ramped up and down, \( R \) changes due to the electrodes switching between parallel and antiparallel magnetizations.
5.2 Spin-valve devices

The devices were made as described in the previous chapter. SWCNTs were grown on a highly doped Si wafer with a 400 nm thick SiO$_2$ cap layer and contacted using E-beam lithography. The samples were glued on a standard chip carrier, bonded and contact made to the highly doped, Si which was used as a back-gate.

Mainly two types of devices have been made, a normal spin-valve device where the nanotube is contacted by two F electrodes. An SEM image of the spin-valve device is shown in Fig.5.2(a). The F electrodes are 10 µm long and 200 nm and 400 nm wide, with contacts on both ends. This makes it possible to measure the resistance of the electrodes as a function of magnetic field and thus monitor how their magnetization switches using anisotropic magnetoresistance (AMR) described in Chapter 2.

The other type of device was a four terminal device, of which an SEM image can be seen in Fig.5.2(b). The nanotube is connected by two normal (N) electrodes on the ends and two F electrodes between the N electrodes. This type of device can be used on the one hand for normal spin valve measurements and on the other hand for control measurements where the conductance between adjacent N and F electrodes is measured while sweeping the magnetic field. Furthermore it is possible to do non-local measurements in this devices, as will be described in Chapter 6.

Figure 5.2: SEM pictures of two types of CNT spin devices. (a) a two terminal device. The SWCNT is connected by 10 µm long electrodes that are connected on both ends. One can monitor the magnetic switching of the electrode using anisotropic magneto resistance (AMR). (b) A four terminal device. The nanotube is contacted by two normal (N) electrodes and two ferromagnetic (F) electrodes.
5.3 Ferromagnetic Contact materials

5.3.1 The ideal contact material

The ideal contact material for making SWCNT based spin devices has to fulfill two conditions. It has to make a good contact to SWCNTs and it has to have the appropriate magnetic properties.

Ever since the discovery of carbon nanotubes one of the major issues in their characterization was the contacting with metal electrodes. There are relatively few metals that make a contact to SWCNT. In earlier experiment with SWCNT they were contacted using metals with high work function such as Pt and Au \[56\]. Later, it was discovered that Pd makes good contact to both metallic and semiconducting SWCNT \[52, 53\].

The magnetic contact material should be a soft magnet in order to be able to control the easy axis of magnetization and the coercive field by the shape of the electrodes. Additionally the spin polarization of conduction electrons must be high enough to obtain a measurable TMR signal. An electrode of a single magnetic domain would be the ideal electrode, since moving domain walls in the contact region with the SWCNT can introduce additional complication to the device.

5.3.2 PdNi alloy

There are indeed very few materials that have the wanted properties described above. In previous works done in the group, PdNi alloy has been used as F contact material in the composition \(\text{Pd}_{0.3}\text{Ni}_{0.7}\) \[11, 12, 14\]. The idea is to combine the ferromagnetic properties of Ni with the contacting properties of Pd. The magnetic moment of the \(\text{Pd}_{x}\text{Ni}_{1-x}\) \(m_{\text{PdNi}}\) is plotted as function of \(x\) in Fig.5.3. The \(m_{\text{PdNi}}\) is relatively high for concentration of Pd up to \(\sim 50\%\) and for \(30\%\) Pd concentration, as was used in the CNT spin-valves, the \(m_{\text{PdNi}}\) is more than \(95\%\) of the pure Ni value \[57\]. The spin polarization of the \(\text{Pd}_{0.3}\text{Ni}_{0.7}\) alloy was estimated to be \(\sim 10\%\) \[12\], which according to Jullièrè’s model would yield TMR signal of \(\sim 1.9\%\) \[18\].

The \(\text{Pd}_{0.3}\text{Ni}_{0.7}\) alloy makes a stable contact to SWCNTs. The grayscale measurement shown in Fig.4.11 is from a sample that was contacted with \(\text{Pd}_{0.3}\text{Ni}_{0.7}\). The tube was metallic and one can clearly see the four fold symmetry, which is, as discussed in section3.4, the hallmark of good metallic tubes.

The magnetic properties of PdNi alloy are however not optimal. Variety of the switching behavior in previous work points to the conclusion that the PdNi electrodes are multidomain. For different gate voltages curves switch-
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![Graph of magnetic moment of PdNi alloy scaled with the magnetization of pure Ni as function of Pd concentration.](image)

Figure 5.3: Magnetic moment of $\text{Pd}_x\text{Ni}_{1-x}$ alloy scaled with the magnetization of pure Ni $(m_{\text{PdNi}}/m_{\text{Ni}})$ as function of Pd concentration $(x)$. When $x \approx 0.3$ the $m_{\text{PdNi}}$ is almost the same as for pure Ni $m_{\text{PdNi}}/m_{\text{Ni}} > 95\%$. (Adapted from [57].)

The VSM measurements were done in the group of Dr. Christoph Sürgers at the University of Karlsruhe.

1It is assumed that the magnetization of both electrodes is parallel at fields higher that 200 mT.
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Figure 5.4: Magnetic properties of PdNi/Pd film. The magnetization of the film measured with VSM with field applied in-plane of the sample (black) and perpendicular to it (red).

was taken as the mean value of the resistances in the switching minimum for each sweeping direction. The spin polarization, estimated from the TMR value is according to Jullière’s model 15%.

Comparing the switching to the ideal switching shown in Fig.5.1, we see that in the case of PdNi electrodes the switching is much more complicated. Some pre-switching can be seen, i.e. it looks like the magnetization of the electrodes start to change before the field is ramped through zero. The main switchings however take place when the field has been ramped through zero. Even though these main switching events are not totally clear (like shown in Fig.5.1), these data indicate that the easy axis of magnetization is partly in plane of the sample.

In Fig.5.5(b) $H$ is applied out of the sample’s plane. The switching behavior in this case is much more complicated, and it looks like there are multiple switchings taking place. The signal can be described as a strong background in the range $|H| < 300$ mT, with a maximum at $H = 0$. On this background signatures of multiple switching events can be seen. If the easy axis of the F electrodes were in-plane of the sample there should be negligible difference in the up swept and down sweep curves. The magnetizations ($M$) of the electrodes should rotate gradually from an easy orientation in the plane of the sample and align with $H$ when $H$ increases.

To estimate the shape of the $R$ curve as function of $H$ when it is applied out of plane of the sample, we need to know how $M$ rotates as function of $H$. This situation is shown schematically in Fig.5.6(a). It is assumed that the easy axis of magnetization is along the electrode. The energy of the
Figure 5.5: Spin-value measurements where PdNi is used as a ferromagnet as contact material. (a) The field is applied in plane of the sample. (b) Field applied out of plane of the sample.

Magnetization is then given by

\[ E_M = -M \cdot H - K \cos^2 \theta \]
\[ = -M H \sin \theta - K \cos^2 \theta, \] (5.2)

where \( K \) is the magnetic anisotropy of the electrode [20]. Minimizing this energy by setting \( \partial E_M / \partial \theta = 0 \) gives the orientation of \( M \) as function of \( H \), i.e. \( \theta(H) \).

\[ \theta(H) = \begin{cases} 
-\pi/2 & \text{if } MH < -K \\
\arcsin \left( \frac{HM}{K} \right) & \text{if } -K \leq MH \leq K \\
\pi/2 & \text{if } MH > K 
\end{cases} \] (5.3)

At zero field the magnetization of the electrodes are assumed to be antiparallel. Due to the field from the electrodes this orientation is lower in energy than the parallel one. When \( H \) is applied perpendicular to the plane of the sample the magnetizations of the electrodes rotate from the antiparallel orientations (see Fig.5.6(b) and (c)) until the magnetizations are parallel aligned with \( H \).

The conductance of the device as a function of the angle between the magnetizations of the electrodes (\( \phi \)) is given by [35]:

\[ G(\phi) = G_P + G_\Delta \sin^2(\phi/2), \] (5.4)

where \( G_\Delta = G_A - G_P \). Lets assume that the anisotropy energy (\( K \)) of the electrodes are the same. From Fig.5.6 and Eq.(5.3) it can be seen that \( \phi = \pi - 2 \arcsin(MH/K) \) if \( |MH| < K \), but 0 otherwise. By substituting that
Measurements on SWCNT spin-valves

\[ G(H) = \begin{cases} G_P & \text{if } |MH| > K \\ G_P + G_\Delta \left[ 1 - \left( \frac{MH}{K} \right)^2 \right] & \text{if } |MH| \leq K \end{cases} \] (5.5)

The shape of \( G \) as function of \( H \) is parabolic according to Eq.(5.5). The resistance (\( R \)) as function of \( H \) is given by

\[ R(H) = \begin{cases} R_P & \text{if } |MH| > K \\ \frac{R_P R_A}{R_A - (R_P - R_A) \left[ 1 - \left( \frac{MH}{K} \right)^2 \right]} & \text{if } |MH| \leq K \end{cases} \] (5.6)

\( R \) as function of \( H \) is has Lorentzian shape according to Eq.(5.6). When \( \Delta R = R_A - R_P \) is small it is in a good approximation parabolic. The background in the measurements in Fig.5.4(b), when the field is applied out of plane of the sample is in the first approximation parabolic. In Fig.5.7 The \( R \) as function of \( H \) is fitted using Eq.(5.6) using data from two measurements. The measurements were done at two different values of \( V_g \) giving very different resistances. In both cases the parabola ends at the applied field of \( \pm 300 \) mT.

A Lorentzian \( R \) as function of \( H \) is something that one expects for the field applied out of plane of the sample, if the easy axis is in plane. The other parts of the signal plotted in Fig.5.5, i.e. the difference between the curves when the field is swept up and down is however something that should not be there in that case.

The comparison of the TMR measurements when the field is applied in and out of the plane of the sample, confirm what can be seen in the VSM measurements that the easy axis of magnetization is not well defined. The deviations from the parabolic background when \( H \) is applied out of plane

Figure 5.6: (a) An electrode with easy axis of magnetization along \( x \)-axis. When magnetic field (\( H \)) is applied perpendicular to it the Magnetization (\( M \)) rotates. (b) Electrodes that are magnetized in opposite direction at zero field. (c) \( H \) applied out of plane of the sample. The magnetization of each electrode (\( M_1 \) and \( M_2 \)) rotates out of plane.
and the pre switching, when the magnetic field is applied in-plane, points to the same conclusion as can be drawn from previous measurements: The electrodes are not single magnetic domain.

Ferromagnetic domains can be imaged by magnetic force microscopy (MFM). In order to investigate this further MFM imaging was done on one of our samples. In Fig. 5.8 an MFM scans of one electrode 300 nm wide and 2 μm long can be seen. The scans were made at temperatures of 7 K applying magnetic field out of plane of the samples. In this MFM setup the out of plane component of the magnetic field is measured using a cantilever with a magnetic tip of single domain. At zero applied magnetic field some magnetic landscape can be seen. It looks like that the electrode is divided into domains by zig-zag domain walls. When the field is applied the magnetic contrasts get weaker and at field of 300 mT the domains have disappeared and the electrode is magnetized along the applied field. The dark spot in the middle and the end are due to topological features of the electrode.

5.3.3 Co and NiFe

In addition to working with PdNi electrodes, encouraged by already published work we decided to use other F materials, Co and Ni$_{81}$Fe$_{19}$ (permalloy), which have better controlled magnetic properties.

Cobalt

Co is often used, both in research and in industrial applications and thus it’s magnetic properties are well known. Co has spin polarization of 36 – 52%
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Figure 5.8: MFM images of one electrode of PdNi. The MFM images are taken for three different strength of magnetic field applied out of plane of the sample. The color scale represents the strength of the out of plane component of the magnetization of the electrode.

which is higher than of PdNi, and it has already been used to make carbon nanotube spin devices [7-9] [16]. Co is known to make a reasonably good contact to multiwall carbon nanotubes (MWCNT) [7-9] and it has also been used to contact to SWCNT (see e.g. [16] but in this work it was not clear if ropes of individual tubes were contacted).

SWCNT were contacted with 40 nm thick Co electrodes, which were covered with 10 nm Pd cap layer in order to prevent oxidation of the Co. The Co was evaporated on the sample with E-gun evaporation at pressure of $4.3 \times 10^{-8}$ mbar and rate of 0.4 Å/s. The SWCNTs where contacted by four identical electrodes, that were 3 μm long and 200 nm wide (see Fig. 5.9(a)).

We have found during characterization that Co does not make good contacts to SWCNT. The yield of working devices was low and their resistances at room temperature high, especially if the nanotubes are semiconducting. The lowest value of room temperature resistance was $\sim 200$ kΩ for metallic tube and 1 MΩ for semiconducting tubes. Normally the resistances were higher or of the order of few MΩ.

Sample with lowest resistances were cooled down to low temperatures ($T = 1.8$ K) where magnetic sweeps were made. It sometimes happens that contact to the SWCNT is lost when the sample is cooled down. Two examples
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Figure 5.9: (a) The device used when testing Co as a contact material. A SWCNT is contacted by 3 µm long, 200 nm wide and 40 nm thick Co electrodes. The electrodes were covered by 10 nm thick cap layer to prevent oxidation. (a) TMR measurements on the device. These curves were measured over the central segment of the device. (b) TMR measurement on the right segment of the same device. The resistance is much higher on this segment even though the same tube is contacted.

of magnetic sweeps are shown in Fig.5.9(b) and (c). Both measurements were done on the same device. The measurement in (b) was done on the middle segment of the device while the measurement in (c) was done on the right segment. The resistance of the right segment is $100 \times$ higher than of the middle segment. This huge difference in the transparencies of identical contacts to the same nanotube shows that the process of contacting SWCNT with Co is not a reliable one.

The resistance ($R$) as function of applied magnetic field ($H$) has somewhat the expected characteristics in the sweep shown in Fig.5.9(b). The peak in $R$ when the field is swept up is, however, much lower than the peak when sweeping down, but these peaks are expected to be more or less of the same height.

The curves in Fig.5.9(c), when the right segment of the device is measured, are quite different from what to expect from a spin device. Such a behavior has been reported before and has been explained by pinning of the magnetization of one of the electrode [59].

This pinning has been dominant in the samples contacted by Co. A
pinning of one electrode is not a likely explanation. First of all the electrodes used in the measurements are identical (see Fig. 5.9) and there is no reason for only one electrode to be pinned. The mechanism responsible for pinning magnetic layers is exchange bias between ferromagnetic and antiferromagnetic layers. The exchange bias is a small effect seen in thin ferromagnetic/antiferromagnetic (F/A) bilayers. It originates from the exchange over the F/A interfaces. So called field cooling, when the bilayer is cooled below the Néel temperature of the A layer in the presence of magnetic field is used to establish the exchange bias [60, 61]. CoO in the electrodes could cause some exchange bias. However the sample was cooled down in the absence of magnetic field and such bias should only shift the switching a few mT.

Permalloy

Permalloy (Py, Ni$_{81}$Fe$_{19}$) has a high spin polarization of 46 – 65% [58] and if it makes good contact to SWCNT its high spin polarization should induce a high TMR signal in Py-based SWCNT devices. It is a soft magnet, which means that the shape of the FM electrodes should control the easy axis and the switching field of the electrodes. Py makes much better contact to SWCNT than Co and the contacts are not lost, when cooling down to cryogenic temperatures, like it often happens with the Co devices.

The TMR signal is however not optimal. An example of such measurement is Fig. 5.10 and it can be seen that it has this same “pinning” as seen in the Co devices. As in the Co devices, one electrode doesn’t seem to switch
Figure 5.11: Electrodes of a PdNi/Co bilayer shown schematically. The tube is contacted with a thin 15 nm thick PdNi layer. On that a 25 nm thick cobalt layer is evaporated. The Co is supposed to control the magnetic properties of the sandwich. A 10 nm thick cap layer of Pd is for preventing oxidation.

even at magnetic fields of 1 T.

5.3.4 PdNi/Co bilayer

The results of experiments with contact materials are that PdNi makes a good contact to SWCNT and the spin-valves work quite well but there are some problems with the switching. The SWCNT spin-valves where the “good” magnetic materials Co and Py are used show a strange switching behavior. The Py makes a reasonably good contact to SWCNT and the characteristics of the SWCNT at low temperatures look normal. It is however harder to make stable Co contacts to SWCNT, that work at cryogenic temperatures.

The question is: Is it possible to combine the magnetic properties of, e.g., Co and the contacting properties of Pd or PdNi. One approach to that problem is to try a new alloy as contact material, like PdCo or even PdNiCo. The approach used in this work was to use a PdNi/Co bilayer. This bilayer consist of 15 nm thick PdNi that contacts the tube and a 25 nm thick Co layer grown on top. To prevent oxidation, of the bilayer, it is capped with a 10 nm thick Pd layer. This structure is shown schematically in Fig. 5.11. Such a thick Co layer is magnetized in plane of the sample and the Co layer should thus fix the magnetization of the contacting PdNi layer in plane of the sample.

The magnetization of a PdNi/Co/Pd control film was measured by vibrating sample magnetometry (VSM) as function of applied magnetic field is shown in Fig. 5.12. The field was applied both in plane of the film and out of plane. The magnetic properties look much better than the properties of

\[4\] VMS measurements were done by group of Dr. Christoph Sürgens at the University of Karlsruhe.
the PdNi (see Fig.5.4). A switching can be seen in the magnetization when the field is applied in plane but no switching is seen when it is applied out of plane. This is a strong indication that the easy axis of the PdNi/Co/Pd film is in plane.

Anisotropic magnetoresistance (AMR) measurements were done on PdNi/Co/Pd electrodes of a spin-valve device of the type shown in Fig.5.2(a). These measurements are shown in Fig.5.13. The Resistance ($R$) of the electrodes was measured as function of magnetic field ($H$), applied out of plane of the sample and in plane of the sample, parallel to the electrodes.

If the easy axis of magnetization of the electrode is along its elongated structure, the shape of the $R(H)$ curve should be parabolic, when $H$ is applied perpendicular to it. A mentioned in Section 2.2.5 the resistance of a ferromagnet as function of the angle between current $I$ and magnetization $M(\theta)$ is given by

$$\rho(\theta) = \rho_\parallel + \rho_\Delta \cos^2 \theta, \quad (5.7)$$

where $\rho_\parallel$ is the resistivity, when $I$ and $M$ are parallel, and $\rho_\Delta = \rho_\perp - \rho_\parallel$, where $\rho_\perp$ is the resistivity when $I$ and $M$ are perpendicular [27]. The situation can be described by Fig.5.6. The easy axis of magnetization and the current flow are along the $x$-axis and the magnetic field $H$ is along the $y$-axis is pulling $M$ out of the plane. As above, the angle $\theta$ is given by Eq.(5.3) and by substituting for $\theta$ in Eq.(5.7) from Eq.(5.3) the following relation of $\rho$ as

![Figure 5.12: Magnetic properties of PdNi/Co/Pd film. The magnetization of the film measured with VSM with field applied in-plane of the sample (black) and perpendicular to it (red).](image)
Figure 5.13: AMR measurement of PdNi/Co/Pd electrodes. The resistance of the electrodes \(R\) is measured as function of field \(H\) applied out of plane (left) of the sample and in plane (right) of the sample along the electrode. The measurements were done on a device of the type shown in Fig. 5.2(a).

function of \(H\) is obtained

\[
\rho(H) = \begin{cases} 
\rho_\parallel + \rho_\Delta \left[1 - \left(\frac{MH}{K}\right)^2\right] & \text{if } |MH| \leq K \\
\rho_\parallel & \text{if } |MH| > K,
\end{cases}
\]

which is parabolic for \(|H| < K/M\). The measurement shown in Fig. 5.13 indicate that \(M\) of both electrodes is not fully aligned with \(H\), when \(H = 1\, \text{T}\), since no end of the parabolic structure can be seen as predicted by Eq. (5.8). That is an indication that the anisotropy energy is much higher than that of PdNi.

AMR measurements of PdNi/Co/Pd electrodes when the magnetic field is applied along the F electrodes indicate that the electrodes have a polycrystalline structure. The net magnetization of the electrode is along the elongated structure of the electrode. High \(H\) aligns the magnetizations of the domains. When the field is lowered and reversed the magnetization of individual crystals turn slowly a bit out of the alignment with the axis of the electrode until they flip over to reverse magnetization. With higher \(H\) in the opposite direction they align again with the field.

The TMR signal of a SWCNT spin-valve with PdNi/Co/Pd electrodes, when the magnetic field \(H\) is applied along the electrodes, is shown in Fig. 5.14. The switching is sharp and much sharper than seen in PdNi contacts. This is what is expected from the spin-valve, given the results of the VSM and the AMR measurements of the PdNi/Co/Pd.

One should however be aware that the spin-valve does not always behave so well as shown in Fig. 5.14. The spin-valve characteristics have improved as
Figure 5.14: The resistance of SWCNT contacted with PdNi/Co electrodes plotted as function of applied magnetic field $H$, which is applied along the electrodes. The switching looks more regular than in devices contacted with PdNi.

predicted by the TMR and the AMR measurements but there are two things that one should bear in mind:

- Both the VSM and the AMR measurement depend on the total magnetization of the PdNi/Co/Pd sandwich. It is the PdNi layer alone that contacts the nanotube and it is hard to tell from the measurements what that layer is doing in detail.

- The Co layer has higher magnetic moment and higher anisotropy energy than the PdNi layer. Spurious effects on the edge of the electrodes due to stray fields could cause domains with different magnetization to be located where the nanotube is contacted.

Measuring the TMR of the spin-valve, as shown in Fig. 5.14 is thus the only way to check if the Co layer makes the characteristics better.

### 5.4 Temperature dependence of TMR

The temperature dependence of the $TMR$ has also been measured. These measurements were done in a valley between two coulomb peaks in the linear response ($G$ as function of $V_g$) as shown in the inset in Fig. 5.15. The $TMR$
Figure 5.15: Temperature dependence of TMR and the conduction both for parallel and antiparallel magnetization of the electrodes ($G_P$ and $G_A$ respectively). The interpolation curves are put as a guide to the eye. The inset shows linear response ($G$ as function of $V_G$). The arrow shows at which gate voltage the TMR measurements were done.

In order to check if the temperature dependence of the TMR is coming from changing magnetic moment of the electrodes, AMR measurements were done. The measurements were done on the devices shown in figure Fig.5.1(a) at temperature of $T = 1.8$ K and $T = 10$ K. The difference in the AMR signal between these temperatures is negligible. In Fig.5.16 the measurements are shown and the curve representing the resistance of the electrode ($R$) when $T = 1.8$ K has been shifted up 40 mΩ to match the curves. After this shift the curves fall together indicating that there are no significant changes in the magnetization of the electrodes in this temperature range and therefore the observed $T$ dependence can not be explained by that.

From Fig.5.15 it can be seen that TMR decreases as the conductances ($G_A$ and $G_P$) increases with temperature. That indicates that the $T$-dependence
of the TMR could originate from relative changes in spin dependent and spin independent resistance in the spin-valve. A simple resistor model of the device is shown in the inset of Fig. 5.17. According to Mott’s two current model the flow of spin up and spin down electrons can be treated separately. The device is modelled as two channels in parallel, one for spin up and one for spin down electrons. The spin quantization axis is along the electrodes in the same direction as the external field is applied. The spin dependent resistances \( R_{\uparrow\downarrow} \) represent the contact resistances of the F electrode to the nanotube and \( R \) is a spin independent resistance, the inner resistances of the nanotube device. The spin dependent resistance are given by

\[
R_{\uparrow\downarrow} = \frac{R'}{2}(1 \pm P),
\]

where \( R' \) is the spin independent contact resistance and \( P \) is the polarization of the electrodes. The sign is positive if the spin and the magnetization of the electrode are antiparallel and negative if the spin and the magnetization of the electrode are parallel.

For parallel magnetization of the electrodes the resistance of the circuit
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Figure 5.17: Inset: A resistor model of the spin-valve. The contacts to the electrodes are modelled using spin dependent resistors ($R_{↑(↓)}$). The inner resistance of the device ($R$) is spin independent. Main panel: The square root of the $T$ dependent TMR signal plotted as function of simultaneously measured conductance $G_A$. Data are fitted using Eq.(5.13).

is given by

$$R_P = \frac{(R + R'(1 + P))(R + R'(1 - P))}{2(R + R')} \quad (5.10)$$

and for antiparallel magnetization it is

$$R_A = \frac{R' + R}{2}. \quad (5.11)$$

The TMR signal of the circuit is thus given by

$$TMR = \frac{P^2 R'^2}{((1 - P)R' + R)((1 + P)R' + R)} \approx \frac{P^2 R'^2}{(R' + R)^2} \quad (5.12)$$

The device is a quantum dot at these temperatures and its resistance obeys the Breit-Wigner relation [62]. As said above the measurements were done at high resistance in a valley between coulomb peaks in the linear response (i.e. in $G$ as function of $V_g$). When the temperature gets higher the peaks in the linear response get broader resulting in lower resistance in the
valleys between the conduction peaks [63]. In the resistor model we model this by assuming that the contact resistance of the nanotubes $R'$ decreases with higher temperature, but the spin independent resistance ($R$) is constant.

A simple relation between $TMR$ and $R_A = 1/G_A$ (both parameters measured as function of $T$) can be obtained by substituting for $R'$ in Eq.(5.12) using Eq.(5.11) and taking the square root of both sides:

$$\sqrt{TMR} \approx P \frac{2R_A - R}{2R_A} = P \left(1 - \frac{1}{2} \frac{R}{R_A}\right) = P \left(1 - \frac{1}{2} RG_A\right).$$

(5.13)

In Fig.5.17 the square of the $TMR$ is plotted as function of $G_A$ with a fitting line obtained using Eq.(5.13), where $P$ and $R$ are fitting parameters. The obtained values of the fitting parameters are $P \sim 0.2$, which is higher that one expects for PdNi, and $R = 150$ kΩ, which is too high. For vanishing $R'$, which is what one can expect for high temperatures, the resistance of the device according to Eq.(5.11) becomes $R/2 = 75$ kΩ. This is much higher than the expected inner resistance of SWCNT ($\hbar/4e^2 = 6.45$ kΩ) and significantly higher than the room temperature resistance of the device, which was $\sim 30$ kΩ.

The relative changes in spin dependent and spin independent resistances in the device with temperature are thus not sufficient for explaining the temperature dependence of $TMR$. There must be some spin relaxing mechanism taking place in the system. As mentioned in the beginning of the chapter the spin orbit-coupling and the hyperfine interaction are very weak in carbon, which should provide a long spin coherence length. It is after all that, what makes SWCNT interesting for spin transport experiments.

The source of the spin relaxation could originate from the coupling to the ferromagnetic contacts. There are always some irregularities in the magnetization of the F electrode on the contact point to the SWCNT. Such irregularities could mix the spin up and spin down eigenstates of the electrons in the nanotube quantum dot and thus cause spin relaxation. The coupling is dependent on temperature and at higher temperatures it is higher, which should result in higher spin relaxation.

\[5\] In previous work the polarization has been estimated to be $\sim 10\%$ [11]
Chapter 6

Non-local measurements

6.1 Introduction

Recent realization of the spin field effect transistor in carbon nanotubes (CNT)s three-terminal device [11, 12], where a back-gate modulates the transport of a two terminal spin-valve, demonstrated the ability to control spin transport in a quantum dot (QD), which is formed in this system [64, 65]. Single wall CNTs (SWCNT)s are interesting from fundamental point of view since they are truly one dimensional (two channels per SWCNT) with ballistic transport characteristics [66]. However, additional effects can contribute to the observed signals in two terminal spin-valves. These effects are mainly found to be dominant by the contacts in the device [67, 68]. It seems clear, that despite a number of large responses seen in the CNT-based two terminal devices [11, 12, 69-71], one needs to go beyond the two terminal structures by realizing a multi-terminal device where non-local measurements are feasible [16]. The non-local measurement technique separates spin from charge effects by passing the current through the injection branch of the device and detects the non-local voltage due to propagation of spin in the part of the device which does not lie in the charge current path. This makes the detection part sensitive only to the chemical potentials of the propagating spin up and spin down channels. If the charge current is zero and the spin up and spin down channels are at the same chemical potential, the resulting non-local voltage is expected to be zero. The non-local measurements have been pioneered by Johnson and Sikhee [72] in metallic spin-valves and further applied to various other metallic systems [73], as well as in bulk GaAs [74] and graphene [75]. Recent application of the non-local spin technique in CNTs [16] demonstrated the plausibility of performing such measurements in a low dimensional mesoscopic systems. The hallmark of these measurements
Figure 6.1: (a) SEM-image of the device. SWCNT is contacted with two ferromagnetic contacts (F) and two Normal contacts (N). (b) 2-point measurement shown schematically. (c) Non-local measurement. Current driven though one arm of the sample and voltage measured on the other.

is that positive voltage is measured when the injector and detector electrodes are parallel and negative only when they are antiparallel. However, it has been reported recently that the four point measurements with non-magnetic probes in SWCNTs can yield a negative resistance due to the interference effects [76]. This suggests that the measurement of the non-local spin transport in the mesoscopic systems like CNTs might be influenced by additional, novel, effects.

6.2 Measurements

The samples and the measurement setups are shown schematically in Fig.6.1. Samples were cooled in He4 cryostat to 1.8 K where the differential conductance \( G = dI/dV_0 \) was measured using standard low frequency lock-in technique, with excitation voltage \( V_0 = 100 \mu V \) (see Fig.6.1(b)). Measurements were made across all three segments of the sample (see Fig.6.2) in the gate voltage \( V_g \) range \( V_g \in [-3.1 V, -2.6 V] \). With this kind of measurements transport characteristics of each segment is obtained in the linear regime. In addition, by sweeping the source-drain (DC) voltage between \((-6mV, 6mV)\), we obtain a gray scale plot, as shown in the inset of Fig.6.2(c).

The three segments of the SWCNT have different conductance characteristics in this voltage range. This shows that the charge and spin transport in one such system strongly depends on the coupling of each contact as well as the mutual position of the energy levels of the QDs. In the same back-gate voltage range and zero applied magnetic field, we characterize the non-local
Figure 6.2: Linear conductance ($G$) of each segment of the device as function of gate voltage ($V_g$). In (a) the conductance of the left segment; between the left F and N contacts, in (b) of the middle segment; between the F contacts, and in (c) of the right segment; between the right F and N contacts. The inset in (c) shows the grayscale measurement ($dI/dV$ as function of $V_g$ and source-drain bias, $V_{sd}$) of the right segment in the same range of $V_g$. $V_{sd}$ is between ±6 mV.
Figure 6.3: Non-local measurement as function of gate voltage ($V_g$). (a) the current between N1 and F2 electrode ($I$) is plotted with the non-local voltage measured between F3 and right N4 electrodes ($V_{nl}$). (b) calculated non-local resistance ($R = V_{nl}/I$) as a function of the gate voltage.

The measurement are done in the same way, $I$, is injected through the segment N1-F2 driven by $V_0 = 200 \, \mu V$, and $V_{nl}$ is measured across segment F3-N4 (see Fig.6.4).
6.3 Resistor model

We model our device as a network of resistors. Fig. 6.5 shows the normal terminals N1 and N4 are characterized with contact resistance of $R_i$, $i = 1, 4$ and an additional contact resistance $r_i$. The ferromagnetic terminals F2 and F3 are...
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Figure 6.5: The resistor model shown schematically. Connection points are marked with c. The terminals are characterized by a contact resistance $R_i$ and an additional contact resistances $r_i$ evenly distributed to the left and the right of the contact. There are separate channels for spin up and spin down electrons.

characterized with spin dependent contact resistance $R_{it↑(↓)}$ and spin dependent additional contact resistance $r_{it↑(↓)}$, evenly distributed to the left and the right of each terminal. The spin dependent resistance are given by

$$R_{it↑(↓)} = (1 \pm P)R_i \quad i = 2, 3$$
$$r_{it↑(↓)} = (1 \pm P)r_i \quad i = 2, 3,$$

where $P$ is the spin polarization of the electrodes the sign is negative for majority spins and positive for minority spins.

The SWCNT sections between terminals $i$ and $j$ have resistances $R_{ij}$. The circuit is branched into spin up and spin down parts once we consider the ferromagnetic nature of the middle electrodes within the Mott two current model [32].

The TMR signal is defined as

$$TMR = \frac{(R_A - R_P)}{R_P},$$

where $R_{P(A)}$ is the resistance when electrodes are magnetized in (anti)parallel directions. The local TMR signal between the F electrodes estimated from the model is

$$TMR = \frac{4P^2R_2'R_3'}{(1 - P)(R_2 + R_3 + R_{23})(1 + P)(R_2 + R_3 + R_{23})} \quad (6.2)$$

1Majority spins are parallel to the magnetization of the electrode and minority spins are antiparallel [17]
where \( R'_i = R_i + r_i \), i.e. the sum of the both contact resistances. The estimated local TMR signal in the case of ballistic transport through the tube \((R_{23} = 0)\) is maximized for the symmetric contacts \((R'_2 = R'_3)\) giving

\[
TMR_{l,max} = \frac{P^2}{1 - P^2}
\]  

(6.3)

In this estimate we have neglected the outer \( N \) electrodes. They mix the spin up and spin down channels and can be taken into account as a resistor \( R_L \) in parallel to the contact resistances. The local TMR signal assuming ballistic transport \((R_{23} = 0)\) is then given by

\[
TMR = \frac{4P^2R'_2R'_3R_L}{(1 - P^2)(R'_2 + R'_3)(R_L(R'_2 + R'_3) + 4R'_2R'_3)},
\]

(6.4)

(where \( R'_i = R_i + r_i \)) In ballistic regime this can significantly lower the TMR signal, when \( R_L \) is low. If all \( R_i \) are symmetric and all \( r_i \) are vanishing

\[
TMR = \frac{1}{3} \frac{P^2}{1 - P^2}.
\]

(6.5)

Measured TMR \( \sim 3.4\% \) as a function of applied in-plane magnetic field between electrodes \( F2 \) and \( F3 \) is shown in Fig.5.14 at \( V_g = -2.875V \). The spin polarization calculated using Jullière’s model \([13]\) is \( \sim 13\% \). the resistor model (Eq.(6.3)) yields higher spin polarization or \( \sim 19\% \).

The expected non-local TMR value (see Fig.6.1(c)) can be calculated from the resistor model. The general result, including all resistors of the network, is quite complicated.

The non-local TMR estimated in the case of ballistic SWCNT \((R_{i,j} = r_i = 0)\) is

\[
TMR_{nl} = \frac{V_0P^2}{(R_1 + R_2)(\sum G_i)}
\]

(6.6)

where \( G_i = R_i^{-1} \). From this expression we see that the non-local signal is maximized when \( R_1 \) and \( R_2 \) are small (high transmission) but vanishes as they become large (low transmission). Furthermore, when \( R_3 \) and \( R_4 \) are large the non-local signal is finite and vanishes as they become very small.

We also calculated the \( TMR_{nl} \) signal from the resistor model assuming a resistance in the middle segment of the tube,

\[
TMR_{nl} = \frac{V_0P^2}{(R_1 + R_2)((G_1 + G_2 + G_3 + G_4) + R_{23}^{tot}(G_1 + G_2)(G_3 + G_4))},
\]

(6.7)
where $R_{\text{tot}}^{23}$ is the total resistance of the connection between injector and detector which also includes the additional contact resistances $r_2$ and $r_3$.

We now calculate the non-local voltage neglecting the F nature of the two middle contacts. As shown in Fig.6.1(c), the current is injected through electrode F2 and drains at the electrode N1. The non-local voltage $V_{nl}$ is measured between electrodes F3 and N4. Within the model, where the charge current flows through the detection branch of the device, the non-local voltage of the ballistic SWCNT at zero field is:

$$V_{nl} \sim \frac{V_0(R_3 - R_4)}{R_I}, \quad (6.8)$$

where $R_I$ is the input impedance of the voltage probes. From the above expression we see that depending on the relative ratio of the contact resistances of the detector part of the circuit, the non-local voltage can be both positive and negative as the transmissions of the contacts change with the applied back-gate voltage.

Using the resistor model for polarized current flow Eq.(6.6) through the device, we have calculated the amplitude of the non-local spin signal. From the estimated spin polarization of our electrodes ($P \sim 15\%$) [12] the highest value of the $V_{nl}$ which is only due to the spin transport is $\sim 0.1\%$ of $V_0$, i.e $V_{nl} \sim 0.2\mu V$.

Direct comparison to the measured $V_{nl}$ (Fig.6.3(a)), shows that the expected non-local signal only due to the propagation of the spin is found only for certain values of the back-gate voltage, while it breaks down with values of the non-local resistance much higher than expected from the resistor model, with amplitudes $\sim 10 \mu V$.

$V_{nl}$ has this maximum amplitude when $V_g \in [-2.75, -2.80]$ (see Fig.6.3(a)). The resistance of the detection segment in this interval is $\sim 40 \text{k}\Omega$. We take this value for the difference in the contact resistances of the detector segment ($R_3 - R_4$) when estimating $V_{nl}$ using the resistor model (Eq.(6.8)). The non-local signal was measured with $R_I = 10 \text{M}\Omega$ and the maximal value of $V_{nl}$ from Eq.(6.8) is $V_{nl} \sim 1 \mu V$. The observed oscillations are 10 times bigger than this.

This is also the case when measuring $V_{nl}(V_g)$ with higher input impedance as done in the second non-local measurement (see 6.4), where $R_I = 100 \text{M}\Omega$. The maximal amplitude of $V_{nl}$ is $\sim 1 \mu V$ when $V_g \in [1.4, 1.5]$ and the resistance of the detection segment in this interval is $\sim 100 \text{k}\Omega$. Estimating the amplitude of $V_{nl}$ using Eq.(6.8) yields $0.2 \mu V$, which is still smaller than observed.

This is of the same order of magnitude as $TMR_{nl}$ that we expect, estimated from the resistor model. The $TMR_{nl}$ signal was however not resolved.
in this sample. When estimating the expected $TMR_{nl}$ signal using Eq. (6.8), we do not take the resistance between the injector and the detector segment into account. That is done in Eq. (6.7), where $R_{tot}$ represent this resistance including all the additional contact resistors $r_2$ and $r_3$. The size of these resistors can be estimated by measuring the conductance ($G$) over two segments. In Fig. 6.6 the conductance between F2 and N4 is measured, once with F3 grounded and once with it floating. The difference in the conductance is $\sim 5$ fold which means that the additional conductance resistances $r_3$ are four times bigger that $R_3$. Measuring the conductance between N1 and F3 in the same way yields similar result, the additional conductance resistances $r_4$ are almost $\sim 5$ times bigger that $R_4$.

The additional contact resistances $r_3$ and $r_4$ are thus higher than the $R_3$ and $R_4$ resulting in a significant size of $R_{23}^{tot}$ in Eq. (6.7), which can explain why the non-local spin signal is not resolved in our measurements.

### 6.4 Possible source of oscillations

We further focus on the origin of the current flow in the detector arm of our device. Surprisingly, we found that the amplitude is still larger that expected when the input impedance of the voltage probes is increased by an order of magnitude and therefore pointing to another mechanism which plays a crucial role in the appearance of the observed oscillating non-local signal. We believe that this is possible due to the interference effects in our mesoscopic device.
Typical appearance of the negative non-local signal is depicted in Fig. 6.7(a), which shows an electronic wave function propagating pass the contact F3 due to its low transparency (high resistance: $R_3$) further to the contact N4 with high transparency (high resistance: $R_4$). The amplitude of such signal which originates from the interference effects is highly dependent on the position of the back-gate voltage.

Another indication of the existence of such mechanism are spin-valve measurements that are done between F3 and N4. An example of such measurement is shown in Fig. 6.7(b). This behavior has been observed in other samples and can yield both negative and positive value of TMR. Measured TMR between F and N electrode cannot be explained by the resistor model.

### 6.5 Conclusion

We measured an oscillating non-local resistance which changes sign and magnitude as the back-gate voltage is swept in multi-terminal SWCNT devices. This resistance is modulated by the QD characteristics of the detection segment of the circuit and is in contrast with the expected constant background for the fixed magnetic field. We find that the sign change of the resistance is in agreement with classical resistor model of the three segments of which, each represent a QD. Furthermore, the amplitude of the signal is larger than that estimated from the classical resistor model and therefore interference
effects needs to be taken into account.
Chapter 7

Summary

7.1 Obtaining SWCNT

Individual SWCNT can be obtained both from suspension solution and by growing them directly on the surface. The tubes that come in suspension are grown using methods such as HiPCO or laser ablation, that are known to produce SWCNT of high quality. The main disadvantage of the suspension tubes is that the process of separating the tubes involves sonication, which can shorten the tubes. Moreover the surfactant used to dissolve the nanotubes in water can influence the contacts when making devices.

With a CVD system with the appropriate settings of the growing parameters one can obtain material of good quality [13]. The CVD process can however be sensitive and minor changes in growing parameters or raw materials can have a big effect on the quality of the material. The main advantages of the CVD growing is that the nanotubes are grown directly on the surface, where they are to be connected. Moreover the CVD system is relatively simple and the growing can be done in-house.

7.2 Ferromagnetic contact material and switching characteristics

PdNi has been proved to make a stable reliable contact to SWCNT and some good results [11][12][14]. The switching characteristics are however not optimal. The PdNi contact seem to be of many magnetic domains and magnetometry measurements have revealed that the easy axis of magnetization is not fixed in the plane of the sample. Permalloy and Co, which have better controlled magnetic properties, were used to make SWCNT spin-valves. The
main problem was the strange switching behavior of both materials and in the case of Co it didn’t make stable reliable contacts to the SWCNTs.

In an attempt to combine the good connecting properties of PdNi and the good magnetic properties of Co, SWCNT were connected by PdNi/Co bilayer. Magnetometry measurements have shown that the easy axis of magnetization is in plane in such films and the switching characteristics have improved.

7.3 Temperature dependence of TMR

The temperature dependence of the TMR signal was measured in the temperature range between 1.8 and 5 K. The TMR signal of the SWCNT devices is highly dependent on temperature and for temperatures of $\sim 10$ K and higher the signal has totally disappeared. The temperature dependence of the TMR seems to be correlated with the temperature dependence of the conductance of the devices. However the relative changes between spin dependent and spin independent resistances in the spin valve with temperature are not sufficient to explain this behavior. The source of the temperature dependence could originate in the mixing of spin up and spin down states of the electron at the contacts.

7.4 Non-local measurements

Oscillating non-local resistance which changes sign and magnitude as the back-gate voltage is swept was measured in multi-terminal SWCNT devices. This resistance is modulated by the QD characteristics of the detection segment of the circuit and is in contrast with the expected constant background for the fixed magnetic field. The sign change of the resistance is in agreement with classical resistor model of the three segments of which, each represent a QD. Furthermore, the amplitude of the signal is larger than that estimated from the classical resistor model and therefore needs to take into account the interference effects.
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Appendix A

The CVD procedure

A.1 The catalyst preparation

The catalyst consist of three nanopowders materials Fe(NO$_3$)$_3$ - 9H$_2$O, Al$_2$O$_3$ 40 nm nanopowder and MoO$_2$Cl$_2$. The catalyst materials were suspended in 2-Propanol and it were spread on the surface of the sample from that solution.

In order to ensure continuity over long time three stem solution of each catalyst have been made. 30 mg Al$_2$O$_3$ 40 nm nanopowder, 93 mg Fe(NO$_3$)$_3$ - 9H$_2$O, and 27 mg MoO$_2$Cl$_2$ where dissolved in 20 ml 2-propanol each. The working catalyst solution, from which the catalyst is spread on the surface of the samples, consist of 0.5 ml of each stem solution thinned with 18.5 ml of 2-propanol. This diluted solution proved to provide a feasible density of catalyst particles on the surface when spread appropriately [13].

A.2 The oven and the gas handling system

In Fig.A.1 a photo of the CVD oven and schematics of the CVD system. A carbon containing gas mixture is led in a quartz pipe through an oven. In this case three gases where used. Argon (Ar) as an inert gas, Hydrogen (H$_2$) for minimizing amorphous carbon deposit and methane CH$_2$ which is the carbon source. When exiting the oven the gas is led through a “bubbler”, a sealed glass full of deionized water. From the bubbler the gas is led out. The main purpose of the bubbler is to show if the gas is flowing through the system and out of the building as it should.

The gas handling system in shown in Fig.A.2. The pressure of the gasses when they are taken into the system is ~ 0.3 bar and that pressure is regulated on the pressure regulators on the gas bottles. The gases are lead though one-way valves and then through the input valves to the flow meters. The
Figure A.1: A photo and schematics of the CVD system. The three processing gasses go first through the gas handling system where their flow is regulated and they are mixed. The gas mixture flows through a quartz pipe through the CVD oven. The hot gas from the oven is taken through a bubbler and then out.

Flow meters are simple ball meters and they need to be calibrated according to the density of the gases and the pressure drop over them. The pressure is measured behind the flow meters where the gasses have been mixed. The normal pressure drop over the flow meters is $\sim 0.2$ bar. The standard recipe assumes that the pressure is of that size. The gas mixture is then taken to the CVD where it goes through a one-way valve before it enters the oven.

A.3 The growing protocol

1. Mount sample and close the tube.

2. Regulate the gas flow and the pressures.

3. Open all gas valves. Check if there are bubbles.

4. Flush the lines for 2 minutes.

5. Close the $\text{H}_2$ and $\text{CH}_4$.

6. Keep $\text{Ar}$ flowing at 1.4 l/min. The reading on the flowmeter should be 105 l/h.

7. Heat oven to growing temperature.

8. Open $\text{H}_2$. The reading on the flowmeter should be 8 l/h.

9. Close $\text{Ar}$. 
A.3 The growing protocol

Figure A.2: The gas handling system. One way valves are where the gases are taken into the system just before the input valves (in this photo only the Ar input valve is open). The pressure of the gases is measured in front of the flow meters. Behind the flow meters the gases are mixed and the pressure is measured.

10. Open CH₄. The reading on the flowmeter should be 44 l/h

11. Let the gases flow for 10 min.

12. Open Ar.

13. Close CH₄.

14. Let oven cool down to 550°C.

15. Close H₂.

16. Sample can be unmouted when temperature is ≤ 350°C.

17. Close Ar.
A. The CVD procedure
Appendix B

Measurement setups

B.1 Setup of the linear response measurements

The TMR signal was measured by standard lock-in techniques at cryogenic temperatures. The cryostat used is Cryogenics He-4 cryostat equipped with a superconducting magnet. Sample temperature of $\sim 1.75$ K can be reached in this cryostat with the dipsticks used. Two type of dipsticks where used, one for measurements where the magnetic field ($H$) is applied in plane of the sample and one for $H$ applied out of plane. Both dipsticks are simple ‘home

![Diagram of measurement setup](image)

Figure B.1: Setup of the spin valve measurements. The measurements were done in a He-4 cryostat equipped with a superconducting magnet. The measurements are done using standard lock-in technique in voltage bias measurements. The current was measured using I/V-converter having gain of $10^7$ V/A. The cryostat, the voltage divider and the I/V-converter were placed in a Faraday cage.
made” equipment. The resistance of the wires in them are low (~ 1.5 Ω) and the capacitances also.

Schematics of the setup is shown in Fig. B.1. The current is driven by the internal oscillator of a SR830 Lock-in amplifier. The driving signal ($V_{dr}$) was 1 – 2 V and that was divided by $10^4$, giving excitation voltage ($V_{ex}$) of 100 – 200 µV, which is applied on the source of the sample (S). The current flowing through the sample was measured by I/V-converter, having amplification of $10^7$V/A, which was connected to the drain of the sample (D). The output of the I/V-converter was measured using the same lock-in as used as oscillator. The cryostat, the voltage divider and the I/V-converter were placed in a Faraday cage.

The gate of the sample was connected to HP3245A voltage source. A resistor of 10 MΩ was connected in series to the gate for security to prevent that to high currents leak through the gate in case of gate failure.

**Measuring the TMR**

The TMR was measured using the same setup as for measuring the linear response. The superconducting electromagnet of the cryostat was driven using Kepco bipolar current source. This current source works like an analogue V/I-converter giving 1 A/V and it can give current in the range of ±10 A. The current source was controlled using the Auxiliary output of the lock-in amplifier which can give voltage in the range of ±10.5 V in steps of 1 mV. The magnetic field could be swept in the range of ±1 T.

**B.2 Setup for doing grayscale measurements**

The grayscale measurements where done in practically the same setup as the linear response measurements. The only difference is that the source-drain bias is ($V_{sd}$) taken from the HP3245A voltage source to the voltage divider. The driving voltage ($V_{dr}$) was added to $V_{sd}$ in a transformer which is between the voltage source and the voltage divider. The voltage source can give voltages in the range of ±10.1V. The voltage divider in this case divided the input voltage with $10^3$ giving possible source drain-bias ranging between ±10.1 mV. $V_{dr}$ in the grayscale measurements was normally 0.1 V giving excitation voltage of 100 µV.
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