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Abstract

In this thesis we study the neutrino flavor evolution in the neutrino-driven wind from a binary neutron star merger remnant consisting of a massive neutron star surrounded by an accretion disk. With the neutrino emission characteristics and the hydrodynamical profile of the remnant consistently extracted from a three-dimensional simulation, we compute the flavor evolution by taking into account neutrino coherent forward scattering off ordinary matter and neutrinos themselves. We employ a “single-trajectory” approach to investigate the dependence of the flavor evolution on the neutrino emission location and angle. We also show that the flavor conversion in the merger remnant can affect the (anti)neutrino absorption rates on free nucleons and may thus impact the \( r \)-process nucleosynthesis in the wind. We discuss the sensitivity of such results on the change of neutrino emission characteristics, also from different neutron star merger simulations. Furthermore, we discuss the adiabaticity of the evolution, compare two- and three-flavor calculations, and present a first investigation of CP violation.
Overview

"[...] es könnten elektrisch neutrale Teilchen, die ich Neutronen nennen will, in den Kernen existieren, welche den Spin 1/2 haben und das Ausschliessungs-prinzip befolgen"

Wolfgang Pauli
Open letter to the group of radioactive people at the Gauverein meeting in Tübingen (1930)

1.1 A brief note on history

In 1930, it was Wolfgang Pauli who raised the hypothesis that neutrinos\(^1\) - electrically neutral, spin-\(\frac{1}{2}\) particles obeying the exclusion principle, could exist. By introducing such particles he tried to save fundamental conservation laws, which seemed to be violated in nuclear beta-decay processes: It turned out that the thereby produced electrons possess a continuous energy spectrum, which was different from what one was expecting from two-body kinematics provided that the conservation of energy and linear momentum holds. With the introduction of the neutrino, these laws could be rescued, however in the physics community, this idea was received with skepticism. Nevertheless, in 1934 Enrico Fermi introduced a theory of beta-decay in which the interaction is expressed as the product of four spinor fields and he incorporated Pauli’s proposed neutrino. Today we know that this Fermi theory manifest itself as a low energy limit of the weak interaction.

However, the neutrino remained a hypothetical particle until Cowan and Reines [2] provided the first experimental evidence for neutrinos, or to be more precise, for electron antineutrinos in their project “poltergeist” in 1956 through the observation of inverse beta-decay processes. Later, in 1962, Lederman, Schwartz and Steinberger discovered the muon neutrino in pion-decay processes [3].

In 1969, Davis detected neutrinos from the Sun and recognized that the solar neutrino flux is too small compared to what was expected from standard solar model predictions. Several subsequent experiments confirmed this so-called “solar neutrino problem” [4].

The existence of the tau neutrino was conjectured with the discovery of the tau lepton by Perl\(^1\)

\(^1\) Actually he called them neutrons, which were not yet discovered by James Chadwick at that time. Later, the term “neutrino” was actually coined by Edoardo Amaldi who used this name humorously during a discussion with Enrico Fermi in order to distinguish it from Chadwick’s neutron. As noted in [1], the word “neutrino” is a contraction (though grammatically incorrect) of the Italian word “neutronino”, which is in turn the diminutive of neutron. Ultimately, it was Fermi who made it popular by using it at conferences in 1932 and 1933 (see footnote 277 in [1]). Also Pauli adopted this terminology.
in 1976, but the first direct evidence was provided by the DONUT Collaboration in 2000. In 1987, the first detection of supernova neutrinos by the Kamiokande Collaboration was a milestone and triggered a huge torrent of research activities in the astro- and particle physics community.

Besides the fact that neutrinos exist in (at least) three flavors, they have the peculiar property to actually change their flavor. Already in 1957 Bruno Pontecorvo mentioned for the first time the possible existence of neutrino-antineutrino conversions in close analogy to $K^0-\bar{K}^0$ oscillations [5, 6]. Since at that time only the electron flavor was known, he considered only the possibility of $\nu_e \leftrightarrow \bar{\nu}_e$ oscillations\(^2\). Shortly after the existence of the muon neutrino was established, Maki, Nakagawa and Sakata [7] introduced the concept of flavor mixing in 1962 and outlined the possibility of $\nu_e \leftrightarrow \nu_\mu$ and $\bar{\nu}_e \leftrightarrow \bar{\nu}_\mu$ oscillations\(^3,4\). Independently from Maki et al., though a few years later (1967), Pontecorvo also considered $\nu_e \leftrightarrow \nu_\mu$ oscillations and proposed the Sun as “the ideal object” for observations. In the same work he discussed transitions of the form $\nu_{\alpha,L} \leftrightarrow \bar{\nu}_{\alpha,L}$ ($\alpha = e, \mu$) and introduced the notion of “sterile” neutrinos. Probably the first modern treatment was provided by Gribov and Pontecorvo in 1969 [9].

Many subsequent papers advanced the idea of flavor mixing and oscillations with important phenomenological consequences for particle-/astrophysics and cosmology. Some of the more recent developments contributing to this field are subject of this work. Here, we will focus on the study of the neutrino flavor evolution in an astrophysical setting, namely binary neutron star mergers, which we will describe briefly in the following section.

### 1.2 Binary neutron star mergers

If in a binary system, consisting of two massive stars, both stars undergo supernova explosions, the outcome will be a binary system of compact objects. Each of the latter can be a neutron star or a black hole and both rotate around the center of mass of the system.

The total orbital energy $E_{\text{orb}} = -GM_1M_2/(2a)$ (including kinetic and potential energies), where $G$ denotes the gravitational constant, $M_1$ and $M_2$ the masses of both compact objects\(^5\), and $a$ the orbital radius (here the “semi-major axis”\(^6\)), is reduced due to emission of gravitational waves\(^7\) which carry away energy and angular momentum from the binary system. This will decrease the spatial separation of both objects and therefore increase the frequency $\omega_{\text{orb}} = \sqrt{GM/a^3}$ (Kepler’s third law, where $M = M_1 + M_2$) of their orbital motion. This

---

\(^2\) In fact, in his 1958 paper [6], Pontecorvo considered neutrinos and antineutrinos, produced in weak interaction processes, as linear combinations of two Majorana neutrinos ($\nu_1^M$ and $\nu_2^M$); $\nu = (\nu_1^M + \nu_2^M)/\sqrt{2}$, $\bar{\nu} = (\bar{\nu}_1^M - \bar{\nu}_2^M)/\sqrt{2}$ which the authors called “virtual transmutations”.

\(^3\) It should be noted that in the same year (1962), but shortly prior to the work of Maki et al., Katayama, Matsumoto, Tanaka and Yamada also introduced two-flavor mixing [8].

\(^4\) Note that in our discussion, we treat both masses as point-like, i.e., we neglect any possible impact from their internal structure, in order to give some rough estimates.

\(^5\) Here we considered a circular orbit, but for elliptical orbits also the eccentricity $e$ will change as the system evolves. However, the eccentricity will decrease when the compact objects approach each other and the orbits become almost circular $e \rightarrow 0$.

\(^6\) which are predicted by Einstein’s theory of general relativity.
process, in turn, will boost the gravitational wave emission even more until both objects finally merge.

An estimate for the inspiral time until coalescence for circular \((e = 0)\) and elliptical orbits \((0 < e < 1)\) is given by [10]

\[
\tau_{\text{coal}} \approx 9.83 \times 10^6 \text{ years} \left( \frac{T_0}{1 \text{ hour}} \right)^{8/3} \left( \frac{M_\odot}{M} \right)^{2/3} \left( \frac{M_\odot}{\mu} \right) \left(1 - e^2\right)^{7/2},
\]

(1.1)

where \(T_{\text{orb}} = 2\pi/\omega_{\text{orb}}\) denotes the initial orbital period, \(\mu = M_1 M_2 / (M_1 + M_2)\) the reduced mass, \(e\) the initial eccentricity, and \(M_\odot \approx 1.99 \times 10^{33} \text{ g}\) corresponds to the mass of the sun. For a binary on a circular orbit \((e = 0)\) with \(M_1 = M_2 = 1.4 M_\odot\) and \(T_0 = 8\) hours we have \(\tau_{\text{coal}} \sim \mathcal{O}(10^6)\) years while for a binary with the same parameters, but on an elliptical orbit with \(e = 0.99\) the time until coalescence is substantially reduced: \(\tau_{\text{coal}} \sim \mathcal{O}(10^3)\) years. Remarkably, if the compact objects (with both \(1.4 M_\odot\)) are separated by \(100 \text{ km}\), their orbital period is \(T_{\text{orb}} \approx 0.01 \text{ s}\) and it will take only \(0.34 \text{ s}\) until they merge.

The GW frequency can approximately be written in the form [10]:

\[
f_{\text{GW}}(\tau_{\text{coal}}) \approx 134 \text{ Hz} \left( \frac{1.2 M_\odot}{M_c} \right)^{5/8} \left( \frac{1 \text{ s}}{\tau_{\text{coal}}} \right)^{3/8},
\]

(1.2)

where we introduced the chirp mass \(M_c := \mu^{3/5} M^{2/5}\) and \(M_c \approx 1.2 M_\odot\) corresponds to a \(2 \times 1.4 M_\odot\) binary. This means that at \(f_{\text{GW}} \approx 10 \text{ Hz}\) we would measure waves at \(\tau_{\text{coal}} \approx 17 \text{ min}\) and at \(1 \text{ kHz}\) waves at \(\tau_{\text{coal}} \approx 5 \text{ ms}\). From Kepler’s third law, we can find the separation of the compact objects: In case of a \(2 \times 1.4 M_\odot\) binary, the objects would be separated by a distance of \(\approx 34 \text{ km}\). Note that here we used the relation \(\omega_{\text{GW}} = 2 \omega_{\text{orb}}\) which holds for circular orbits [10]. The frequency and amplitude of GWs will increase until coalescence. Note that current Earth-based interferometers like Advanced LIGO [11] are sensitive to frequencies between \(10 \text{ Hz}\) and \(7 \text{ kHz}\). Also Advanced Virgo [12] will have a similar range \((10 \text{ Hz} - 10 \text{ kHz})\). In the future, space-based detectors like eLISA (Evolved Laser Interferometer Space Antenna) [13] would have access to very low frequencies ranging from \(0.1 \text{ mHz}\) to \(1 \text{ Hz}\) at redshifts of \(z = 15\).

Key quantities that determine the evolution of a compact object merger, are the ratio of the initial masses, the equation of state and the total mass of both binaries just before the end of the merger phase. After the compact objects finally merged, the system can either directly collapse to a black hole or find itself in a quasi-stable configuration (on dynamical timescales), but can lose stability on longer timescales which are determined by processes like magnetic fields or gravitational wave emission leading to a reduction of angular-momentum which is necessary for the stability. In the latter case, we expect the formation of a massive neutron star (MNS) if the sum of both NS masses does not exceed a certain threshold which depends on the equation of state (EOS). We use the term “MNS” to collectively refer to supra- and hypermassive neutron stars [14]. For the numerical studies presented in this work it does not
matter if we have a supra- or hypermassive NS. What we need in this work, is just a central compact object surrounded by a disk.

Roughly speaking, only 3 out of 10 binary neutron star systems are expected to directly collapse to a black hole\(^8\) [15]. Note that the period until a black hole forms has rich phenomenological consequences e.g., for the launch of short gamma ray bursts (sGRB) or the neutrino-driven wind that eventually forms, and the subsequent nucleosynthesis. In addition, if a MNS is present for a sufficiently long time, it could produce radiative signatures and can contribute to cosmic rays [15]. In both cases, prompt or delayed collapse, the central object accretes the disrupted neutron star matter that is floating around. However, this will usually not happen immediately, since the matter has still some angular momentum left. Instead a disk (torus) forms around the central object. In figure 1.1 we show schematically different evolution phases of a compact object merger.

Figure 1.1.: Evolution phases of a compact object merger with either two neutron stars or a neutron star and a black hole.

Another scenario, which we will not discuss in this work, but on which we are going to comment on briefly is the merger of a neutron star and a black hole (NS-BH). Starting from a NS-BH system, there are two possibilities how it can evolve\(^9\): If the BH is sufficiently more massive than the NS, the BH can “consume” the NS without tidal disruption [16]. Because this scenario does neither produce an outflow nor an accretion disk, it is less interesting for our studies. If, however, the BH is sufficiently small compared to the mass of the NS or if the NS radius is sufficiently large, the NS will be destroyed and the matter will be swallowed by the BH. The resulting system consists of a BH surrounded by an accretion disk.

\(^8\) Indeed, this provides only a rough estimate, since there are large uncertainties with respect to the binary neutron star masses.

\(^9\) The outcome is mainly determined by the masses \(M_{\text{NS}}\) and \(M_{\text{BH}}\), the BH spin, and the NS compactness \(M_{\text{NS}}/R_{\text{NS}}\) [16].
Due to their neutron richness, neutron star mergers are expected to provide the right thermodynamical conditions to allow the formation of heavy elements and are considered as a likely site for the rapid neutron capture process (r-process). As candidates, they were proposed in e.g., [17–20]. On the other hand, BNS mergers could be useful to infer information about the structure of neutron stars (e.g., EOS or NS radius [21]) by studying the gravitational wave shapes from the inspiral and merger phases. Typical frequencies are above 1 kHz which makes a detection rather difficult. Also note that BNS systems are expected to occur much less frequent than other scenarios, since they are the result of a binary star system that experienced two supernova explosions.

Since observational data is limited, we need to rely on numerical simulations. The latter are computationally demanding so that simplifications are necessary. For example, the neutrino transport has to be simplified, or only a certain part of the space-time domain can be studied with the currently available computational resources.

With respect to observations, a complementary measurement of a gravitational wave signal and electromagnetic counterparts (GRBs, kilonova/macronova\(^{10}\)) can provide valuable information: It is necessary for identifying the source of gravitational waves [16] and we can infer information about the amount of r-process elements from the brightness of the kilonova/macronova [24].

In this work, we will use the detailed simulations of [25] as a basis for studying the neutrino flavor evolution in a BNS merger remnant consisting of a MNS and an accretion disk accompanied by the neutrino-driven wind.

### 1.3 Outline

The thesis is organized as follows. In Chapter 2 we will review some general aspects on neutrino flavor mixing and how the Standard Model of Particle Physics can be extended in order to account for massive neutrinos. Neutrino oscillations in vacuum and in ordinary matter are discussed. We comment on the current status and open issues. Furthermore, the mechanism behind adiabatic flavor transformation through the MSW effect is introduced and the neutrino flavor isospin formalism is employed. In Chapter 3, we will extend our discussion and include so-called neutrino self-interactions, i.e., we study coherent neutrino forward scattering off neutrinos themselves. We describe typical assumptions and follow a mean-field approach. In the context of neutrino self-interactions, collective effects are discussed and applications to core-collapse supernovae are shown for illustrative purposes. Some key aspects of matter-neutrino resonances are discussed within toy models using the framework of the neutrino flavor isospin. In Chapter 4, we investigate the trajectory dependence of the neutrino flavor evolution in binary neutron star merger remnants using matter profiles obtained from state-of-the-art hydrodynamical simulations. We discuss uncertainties in the

---

\(^{10}\) A kilonova [22] (or macronova [23]) represents an electromagnetic transient in the optical and near-infrared bands originating from the radioactive decay of heavy elements that are produced in the neutron-rich ejecta of the merger due to the r-process.
emission parameters and review the employed assumptions. Beside calculations with three flavor neutrinos we show results obtained with a two-flavor approximation and comment on the adiabaticity. Finally, we present a first investigation of possible CP violation in binary neutron star mergers. To ensure readability we illustrate and discuss some aspects in more detail in the appendices.

During the course of this thesis, codes for the numerical calculations have been developed by the author using Fortran, Python, and C++. These programs account for the flavor evolution in models of binary neutron star merger remnants and supernovae, for studying the evolution in toy models, and for neutrino optical depth calculations. Note that parts of this thesis are reproduced from the author’s work which has been published as [26]

Maik Frensel, Meng-Ru Wu, Cristina Volpe, Albino Perego:  
*Neutrino flavor evolution in binary neutron star merger remnants*,  
Phys. Rev. D 95, 023011 (2017),  

If not stated otherwise, we will use natural units $\hbar = c = k_B = 1$. 

Chapter 2

Neutrino Flavor Mixing and Oscillations

"How puzzling all these changes are! I’m never sure what I’m going to be, from one minute to another!"

Lewis Carroll
Alice’s Adventures in Wonderland (1865)

2.1 Introduction

The Standard Model (SM) of Particle Physics describes three fundamental interactions: the electromagnetic, weak and the strong interaction. The underlying gauge group is described by the direct product \( SU(3)_c \times SU(2)_L \times U(1)_Y \) which is spontaneously broken down to \( SU(3)_c \times U(1)_Q \) using the Higgs mechanism. The non-Abelian gauge group of quantum chromodynamics, the color \( SU(3)_c \) group, describes strong interactions while in the electroweak theory the corresponding gauge group is \( SU(2)_L \times U(1)_Y \) and describes the electroweak interaction. The subscript \( L \) denotes left-handedness while \( Y \) refers to weak hypercharge. In the SM model there exist fundamental spin-\( \frac{1}{2} \) particles, the quarks and leptons, which come in three generations (also called families). Each generation consists of two types of quarks or two types of leptons. In case of leptons, these correspond to a neutrino and its corresponding charged lepton partner, i.e., depending on the generation either an electron, a muon or a tau. To each generation, another neutrino flavor is associated. In the first generation, the neutrino is referred to as electron neutrino \((\nu_e)\) while in second generation as muon neutrino \((\nu_\mu)\), and in the third generation as tau neutrino \((\nu_\tau)\), respectively. Between the families the interactions of the particles are the same, but they possess different flavor numbers and masses. While quarks from different families are allowed to mix in the SM, there is no such mixing in the lepton sector. Within the SM neutrinos are assumed to be massless and flavor lepton number is conserved exactly, with other words, in each interaction process, neutrinos cannot change their flavor into another.

However, in 1969 Raymond Davis made a crucial observation that should raise doubts about this picture. Davis studied neutrinos radiated from the Sun. Indeed, the main energy source of the Sun is a nuclear fusion reaction which converts four protons into a helium nucleus and thereby releasing an energy of about 26.73 MeV and electron neutrinos [4]:

\[
2e^- + 4p \rightarrow ^4\text{He} + 2\nu_e + 26.73 \text{ MeV.}
\] (2.1)
This proton-proton fusion reaction (the so called \textit{pp}-chain) is the dominant process in the Sun and Sun-like stars\(^1\).

In the so-called Standard Solar Model, established by John Bahcall, which describes the internal structure and the evolution of the Sun by solving the stellar structure equations. Thereby, one assumes \cite{4} hydrostatic equilibrium, energy transport proceeds dominantly through radiation and convection, energy generation due to thermonuclear reactions, and that the Sun’s primordial interior possesses a homogeneous chemical composition. Key input quantities are the Sun’s current mass, radius, luminosity, and age. Furthermore, the initial chemical composition is needed.

To observe solar neutrinos, Davis used a radiochemical technique\(^2\) used in the Homestake experiment where electron neutrinos are captured via the process

\[ ^{37}\text{Cl} + \nu_e \rightarrow ^{37}\text{Ar} + e^- \]  

in order to measure \(^{8}\text{B}\)-neutrinos that are produced by one branch of the \textit{pp}-chain. Davis found that the measured flux of solar \(^{8}\text{B}\)-neutrinos was less than expected by the Standard Solar Model. This mismatch, which is referred to as the “solar neutrino problem”, was also confirmed by other experiments: SAGE and GALLEX which both used gallium as target material, and Kamiokande-II, where elastic scattering processes between neutrinos and electrons were studied in a Cherenkov detector. Accordingly, the measured flux was between \(1/3\) and \(1/2\) of the theoretical prediction.

One needs to stress that detecting MeV (or sub-MeV) neutrinos is a challenging task due to the very low cross sections. This makes it necessary to construct huge detectors in which one can only register a few events in a short period. In addition, one needs to take care of the background and needs to avoid reactions that could mimic neutrino interactions and produce a fake signal. Besides this major problems, a high degree of purity of the material used in the experimental setup and an effective shielding from cosmic rays becomes necessary. Most adequate for the solar neutrino detection are therefore experiments that are based underground.

In the theoretical predictions one assumed that neutrinos from the Sun arrive at Earth without any change of their fundamental properties. A way that suggested itself to resolve the solar neutrino problem was offered by neutrino flavor oscillations. But in order to allow for such oscillations, neutrino flavors need to mix. And necessary for flavor mixing are finite neutrino masses contradicting the SM. This would mean that the conservation of flavor lepton number, which holds exactly in the SM, is violated.

At this point, it is worth mentioning how the particle physics community thought about the solar neutrino problem. While neutrino flavor oscillations were discussed as something more exotic, many particle physicists searched for alternative solutions such as neutrino magnetic

\(^1\) In heavier stars it is expected that the CNO cycle plays the dominant role.

\(^2\) The technique was suggested by Bruno Pontecorvo in 1946 [27].
moments like in the work of Howard Georgi and Michael Luke from 1990 [28]. They write in their introduction “Most likely, the solar neutrino problem has nothing whatever to do with particle physics”, which is just one example showing the skepticism of leading scientists in the particle physics community about the idea of flavor oscillations as a possible solution to the solar neutrino puzzle.

However, in 1998 the situation changed. Super-Kamiokande [29] detected variations in the flux ratio of atmospheric $\nu_\mu$ over $\nu_e$ as a function of their propagation distance and energy, $L/E$. The found patterns were consistent with neutrino flavor oscillation predictions [30] and indeed, this was the first observation of such oscillations. Furthermore, in 2001, the Sudbury Neutrino Observatory (SNO) found evidence for the flavor change of solar neutrinos.

Since these major achievements, it was realized that the SM is not complete and many open questions remain. As we will describe in the following section, the Higgs mechanism can be used to account for massive neutrinos. We stress that the non-alignment between mass and weak interaction eigenstates, which leads to neutrino mixing, is a simple consequence of the symmetry breaking mechanism as it is in the case of quarks.

### 2.2 Beyond the Standard Model of Particle Physics

The discovery of neutrino oscillations and hence the existence of massive neutrinos is the simplest example for physics beyond the SM. There are different theories in which neutrinos become massive. Probably the most trivial approach is to add right-handed neutrinos to the SM and therefore extend the particle spectrum\(^3\). Since these right-handed neutrinos are singlets with respect to the SM gauge group, they are also called sterile\(^4\) with respect to the SM interactions. In this case, neutrino masses are generated by the Higgs mechanism like the masses of quarks and charged leptons.

In the SM, the Higgs-lepton Yukawa Lagrangian density is given by\(^5\):

$$L_{\text{Yuk,lep}}^{\text{SM}} = - \sum_{\alpha, \beta = e, \mu, \tau} \bar{Y}_\alpha^{(\text{lep})} \Phi \ell \alpha \beta \ell \beta \beta R + \text{h.c.} \quad (2.3)$$

The primes on the fields indicate weak interaction eigenstates which do not have definite masses (see below). The Higgs doublet $\Phi(x)$ consists of a charged complex scalar field $\phi^+(x)$ and a neutral complex scalar field $\phi^0(x)$. The meanings of the quantities above are listed in table 2.1. The complex $3 \times 3$ matrix of charged lepton Yukawa couplings is denoted by $\bar{Y}^{(\text{lep})}$.\(^6\)

---

\(^3\) In what follows, we introduce three right-handed neutrinos for simplicity. But we stress that in principle, a single right-handed neutrino would be sufficient. In the general case, we would have a $(3 \times N_{\nu, \text{RH}})$-Yukawa-matrix.

\(^4\) To be precise, they are not really sterile, since they can mix with the active flavor neutrinos.

\(^5\) Remark on notation: For a Dirac field $\psi$, the Dirac adjoint is denoted by $\bar{\psi} \equiv \psi^\dagger \gamma^0$ while $\psi_L \equiv \frac{1 - \gamma^5}{2} \psi$ and $\psi_R \equiv \frac{1 + \gamma^5}{2} \psi$ are the left (L)- and right (R)-handed components where $\gamma^5 = i \gamma^0 \gamma^1 \gamma^2 \gamma^3$ corresponds to the usual product of Dirac matrices.
Note that only left-handed parts of the three neutrinos take part in weak interactions due to the chiral nature of the theory\(^6\).

Now if we add right-handed neutrinos we obtain

\[
L_{\text{Yuk,lep}} = -\sum_{a,\beta=e,\mu,\tau} \tilde{Y}_{\alpha\beta}^{(\text{lep})} \bar{l}_{\alpha L}^\prime I_{\beta R}' - \sum_{a,\beta=e,\mu,\tau} \tilde{Y}_{\alpha\beta}^{(\nu)} \bar{\nu}_{\alpha L}^\prime \Phi_{\beta R}' + \text{h.c.},
\]

(2.4)

where \(\tilde{Y}_{\nu}^{(\nu)}\) denotes the matrix of neutrino Yukawa couplings. In order to have a gauge-invariant Yukawa coupling term, we need a doublet which transforms as \(\Phi\) under the gauge group \(SU(2)\), i.e., as \(2\), but with opposite hypercharge. This property is satisfied by the conjugated Higgs doublet \(\tilde{\Phi} \equiv i\sigma_2 \Phi^*\), where \(\sigma_2\) corresponds to the second Pauli matrix and \(^*\) to complex conjugation\(^7\). The second Yukawa coupling term in eq. (2.4) is indeed gauge-invariant, because there is a singlet on the right-hand side of

\[
(\bar{2}, +1) \otimes (\bar{2}, -1) \otimes (1, 0) = (1, 0) \oplus (3, 0).
\]

(2.5)

Note that these right-handed neutrinos are sterile \((I_3 = Y = 0)\) with respect to weak interactions.

For convenience we introduce vectors of fields:

\[
l_{L(R)}' = \begin{pmatrix} e_{L(R)}' \\ \mu_{L(R)}' \\ \tau_{L(R)}' \end{pmatrix}, \quad \nu_{L(R)}' = \begin{pmatrix} e_{L(R)}' \\ \mu_{L(R)}' \\ \tau_{L(R)}' \end{pmatrix}.
\]

(2.6)

In the following we use the unitary gauge rendering only the physical degrees of freedom of the theory and where the Higgs doublet takes the form

\[
\Phi(x) = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 \\ H(x) + v \end{pmatrix}
\]

(2.7)

after spontaneous symmetry breaking of the electroweak gauge group to the gauge group of quantum electrodynamics, \(SU(2)_L \times U(1)_Y \rightarrow U(1)_Q\). Here, \(H(x)\) is a real scalar field and \(v \approx 246\,\text{GeV}\) corresponds to the vacuum expectation value (VEV) \(\langle \Phi \rangle_0\) of the Higgs fields \([31]\). Applying the unitary gauge, we write the Yukawa term above in matrix form:

\[
L_{\text{Yuk,lep}} = -\left(\frac{H + v}{\sqrt{2}}\right) \left[\bar{l}_{L}^{(\text{lep})} I_{R}' + \bar{\nu}_{L}^{(\nu)} \nu_{R}'\right] + \text{h.c.}
\]

(2.8)

---

6 In principle one needs to distinguish between chirality and helicity, but in the massless case they are the same. We will therefore use both terms interchangeably (note that in the ultrarelativistic limit, they are approximately equal).

7 Note that the fundamental representation \(2\) and the conjugate representation \(\bar{2}\) of \(SU(2)\) are equivalent. This can be shown explicitly by using the matrix \(i\sigma_2\).
The terms proportional to the VEV of the Higgs doublet, \( v \), are mass terms for the lepton fields. The terms proportional to the Higgs boson field \( H \) give trilinear couplings and are not of our interest. For our purposes, we only consider the Dirac mass term for neutrinos

\[
\mathcal{L}_{\text{Yuk,lep}} \supset \mathcal{L}_{\text{Dirac,\nu}} \equiv -\frac{v}{\sqrt{2}} \bar{\nu}_L^{(v)} \gamma^{(v)} \nu_R^{(v)} + \text{h.c.} \tag{2.9}
\]

Now we want to consider the theory in the mass eigenstate basis. In order to this, we diagonalize the Yukawa matrix \( \tilde{Y}^{(v)} \) by a bi-unitary transformation, i.e., we perform a singular value decomposition:

\[
\begin{pmatrix} \mathcal{V}_L^{(v)} \\ \mathcal{V}_R^{(v)} \end{pmatrix}^\dagger \tilde{Y}^{(v)} \begin{pmatrix} \mathcal{V}_L^{(v)} \\ \mathcal{V}_R^{(v)} \end{pmatrix} =: Y^{(v)}, \quad \text{with} \quad Y_{kj}^{(v)} = y_{kj}^{(v)} \delta_{kj} \quad (k, j = 1, 2, 3), \quad y_{kj}^{(v)} \in \mathbb{R}_{>0}. \tag{2.10}
\]

The matrices \( \mathcal{V}_L^{(v)} \) and \( \mathcal{V}_R^{(v)} \) are appropriate \( 3 \times 3 \) unitary matrices. Similarly, we can proceed with \( \tilde{Y}^{(\text{lep})} \):

\[
\begin{pmatrix} \mathcal{V}_L^{(\text{lep})} \\ \mathcal{V}_R^{(\text{lep})} \end{pmatrix}^\dagger \tilde{Y}^{(\text{lep})} \begin{pmatrix} \mathcal{V}_L^{(\text{lep})} \\ \mathcal{V}_R^{(\text{lep})} \end{pmatrix} =: Y^{(\text{lep})}, \quad \text{with} \quad Y_{kj}^{(\text{lep})} = y_{kj}^{(\text{lep})} \delta_{kj} \quad (k, j = 1, 2, 3), \quad y_{kj}^{(\text{lep})} \in \mathbb{R}_{>0}. \tag{2.11}
\]

The SM Lagrangian density contains a term

\[
\mathcal{L}^{\text{SM}} \supset -\frac{g}{2\sqrt{2}} j_{W,\lambda} \mathcal{W}_{\chi} + \text{h.c.}, \tag{2.12}
\]

where

\[
j_{W,\lambda} = 2 \sum_{\alpha} \bar{\nu}_{\alpha L}^{(v)} \gamma^{(v)} \eta_{\alpha L}^{(v)} \tag{2.13}
\]

denotes the leptonic weak charge current, \( W \) the \( W \)-boson field and \( g \) the weak gauge coupling constant.

By defining massive chiral neutrino vectors

\[
\nu_{L(R)} = \begin{pmatrix} \mathcal{V}_{L(R)}^{(v)} \\ \mathcal{V}_{R(R)}^{(v)} \end{pmatrix}^\dagger \begin{pmatrix} \nu_1^{(L(R))} \\ \nu_2^{(L(R))} \\ \nu_3^{(L(R))} \end{pmatrix} \tag{2.14}
\]

and vectors for the charged leptons

\[
l_{L(R)} = \begin{pmatrix} \mathcal{V}_{L(R)}^{(\text{lep})} \\ \mathcal{V}_{R(R)}^{(\text{lep})} \end{pmatrix}^\dagger \begin{pmatrix} \ell_1^{(L(R))} \\ \mu_2^{(L(R))} \\ \tau_3^{(L(R))} \end{pmatrix} \tag{2.15}
\]
we can re-express the current as

\[ j^\lambda_{WL} = 2 \bar{\nu}_L^\dagger \gamma^\lambda \nu'_L = 2 \bar{\nu}_L^\dagger (V_L^{(v)})^\dagger V_L^{(lep)} \gamma^\lambda \nu'_L \equiv 2 \bar{\nu}_L^\dagger U^\dagger \gamma^\lambda \nu'_L. \tag{2.16} \]

In the latter expression, the matrix \( U := (V_L^{(lep)})^\dagger V_L^{(v)} \) appears, which corresponds to the neutrino mixing matrix relating weak interaction eigenstates (flavor eigenstates) and mass eigenstates. It is called Pontecorvo-Maki-Nakagawa-Sakata (PMNS) matrix\(^8\). As we will see below, it is this matrix, which appears in weak charged-current interactions. At this point, it is convenient to introduce the flavor fields

\[ \nu^{(f)}_L \equiv \begin{pmatrix} \nu_eL \\ \nu_\mu L \\ \nu_\tau L \end{pmatrix} = U \nu_L = (V_L^{(lep)})^\dagger \nu'_L. \tag{2.18} \]

Then the charged current reads as

\[ j^\lambda_{WL} = 2 \bar{\nu}_L^\dagger \gamma^\lambda \nu'_L = 2 \sum_\alpha \bar{\nu}_a^\dagger \gamma^\alpha \nu'_aL. \tag{2.19} \]

Now let us have a look on the masses. Introducing the mass matrix \( M \equiv Y^{(v)/\sqrt{2}} \equiv \text{diag}(m_1, m_2, m_3) \), the neutrino Dirac mass term reads

\[ \mathcal{L}_{\text{Dirac},\nu} = -\bar{\nu}_L M \nu_R + \text{h.c.}. \tag{2.20} \]

If we use Dirac neutrino fields \( \nu_k \equiv \nu_{kL} + \nu_{kR}, \, k = 1, 2, 3 \) we can also write this as

\[ \mathcal{L}_{\text{Dirac},\nu} = - \sum_{k=1}^3 m_k \bar{\nu}_k \nu_k. \tag{2.21} \]

To end this section we note that the masses of charged leptons and quarks are proportional to the Higgs VEV \( v \). Because the masses of neutrinos are known to be much smaller than the masses of charged leptons and quarks, the Yukawa couplings \( y_k^{(v)} \) are expected to be unnaturally small which leads to a hierarchy problem. To illustrate this, we consider the ratio \[ y_k^{(v)}/y_e = m_k/m_e \leq 0.5 \text{eV}/(0.5 \text{MeV}) = 10^{-6}, \] where \( y_e \) denotes the Yukawa coupling related to the electron. However, the approach described above does not explain this smallness. One possible way out of this dilemma could be to consider neutrino masses as a low-energy manifestation of physics beyond the SM and their smallness is due to a suppression generated by a new high-energy scale, possibly related to the unification of forces. In this context, seesaw

\[^8\text{Note that sometimes the basis where } Y^{(lep)} \text{ is diagonal and } V_L^{(lep)} = \mathbb{1} \text{ is chosen and the neutrino mixing matrix becomes simply } U = V_L^{(v)}. \text{ However, it should be stressed that the charged lepton sector could contribute to leptonic flavor mixing as well. For this reason, one should use the product } (V_L^{(lep)})^\dagger \nu'_L \text{ in order to account for leptonic flavor mixing.}\]
mechanisms provide a formalism to include massive neutrinos. The basic idea is to add new, heavy particles into the SM and allow the violation of the global B-L symmetry\(^9\). The smallness of the three SM neutrinos is then associated with those heavy degrees of freedom and the lepton number violation [32]. There are different types of seesaw mechanisms, for a review we refer to [34].

For a consistent quantum field theory, it is necessary that the SM possesses a SU(2)\(_L\) × U(1)\(_Y\) gauge symmetry and Lorentz invariance. Since the SM does not include right-handed neutrinos, Dirac mass terms for neutrinos are not permitted. Furthermore, since only a single Higgs doublet is included, gauge-invariant Majorana mass terms are not allowed as well. Note that the SM is renormalizable. To account for massive neutrinos, we need to abandon one of these assumptions. If we regard the SM as a low-energy effective theory and do not demand renormalizability, we are allowed to introduce an operator with mass dimension 5 [35],

\[
L_{\text{eff}} = L_M + \delta L^{d=5},
\]

(2.22)

where \(\Lambda\) corresponds to a “cut-off scale” and \(\delta L^{d=5}\) denotes the Weinberg operator

\[
\delta L^{d=5} = \frac{1}{2} c^{d=5}_{\alpha\beta} (L^\dagger_{\alpha L} \Phi^*) (\Phi^\dagger L^\dagger_{\beta L}) + \text{h.c.} .
\]

(2.23)

For the coefficients of the complex and symmetric matrix \(c^{d=5}_{\alpha\beta}\), we have the relation \(|c^{d=5}_{\alpha\beta}| \sim O(1/\Lambda)\). The cut-off scale \(\Lambda\) should be below the Planck-scale \(\Lambda_{\text{Planck}} = \sqrt{\hbar c/G} = 1.2\times10^{19}\) GeV, where \(G\) denotes the gravitational constant, since the dimension-five operator described above would lead to Majorana neutrino masses \(m_\nu \sim O(v^2/\Lambda_{\text{Planck}}) \approx 10^{-6}\) eV. For the heaviest neutrino mass, we can extract a lower bound from the largest mass-squared difference \((|\Delta m^2_{\text{atm}}| \approx 2.43 \times 10^{-3}\) eV\(^2\) \(m_\nu > \sqrt{|\Delta m^2_{\text{atm}}|} \approx 0.05\) eV which excludes the validity of the effective theory up to the Planck scale.

After spontaneous symmetry breaking we obtain a mass term of the form:

\[
L_{\text{Majorana},\nu} = -\frac{1}{2} (M_\nu)_{\alpha\beta} v^\dagger_{\alpha L} v_{\beta L} + \text{h.c.},
\]

(2.24)

where

\[
(M_\nu)_{\alpha\beta} := -\frac{v^2}{2} c^{d=5}_{\alpha\beta} .
\]

(2.25)

The particle-antiparticle-conjugate field \((v_L)^c := C v_L^T\), where \(C\) denotes the conjugation matrix, corresponds to the right-handed component of \(\nu^c\): \((v_L)^c = (v^c)_R\). With other words, chirality is flipped. Note that charge conjugation \(C\) transforms particles into antiparticles by inverting all additive quantum numbers (like electric charge, baryon number, strangeness,

\(^9\) Indeed, it is the absence of right-handed neutrinos and the exact conservation of baryon-minus-lepton (B-L) number in the SM which makes neutrinos strictly massless in the SM (see, e.g., [33]).
etc.) and preserving momentum and spin. In particular, we have $\nu_{L,R} \overset{c}{\mapsto} (\nu^c)_{L,R} = (\nu_{R,L})^c$. Thereby, the field $\nu \equiv \nu_L + e^{ia}(\nu_L)^c$ satisfies the Majorana condition $(\nu')^c = e^{-ia} \nu'$ [38], where $a$ is an arbitrary phase [39]. With other words, the particle-antiparticle-conjugate of a Majorana field corresponds (up to a phase factor) to the field itself - a Majorana particle is its own antiparticle.

The Weinberg operator also appears in see-saw models. Even tough the seesaw mechanisms can explain the smallness of neutrino masses, there are still drawbacks: The mixing angle is still a free parameter and needs to be adjusted manually. Typical energy scales of conventional seesaw scenarios are close to the grand unified theory scale. This involves the problem that direct experimental studies are not accessible. In addition, the SM Higgs mass will be affected by quantum corrections due to the heavy degrees of freedom. For this seesaw-induced hierarchy problem [32] a possible solution could be offered by supersymmetry, but we stress that experimental support for the latter is still missing.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Representation with respect to $SU(2)_L \times U(1)_Y$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Left-handed weak isospin doublet</td>
<td>$L'<em>\alpha L \equiv \begin{pmatrix} \nu'</em>{\alpha L} \ \alpha'_L \end{pmatrix}$</td>
</tr>
<tr>
<td>Right-handed weak isospin singlet</td>
<td>$l'_\beta R \equiv \beta'_R$</td>
</tr>
<tr>
<td>Right-handed neutrino field</td>
<td>$\nu'_R$</td>
</tr>
<tr>
<td>Higgs doublet</td>
<td>$\Phi \equiv \begin{pmatrix} \phi^+ \ \phi^0 \end{pmatrix}$</td>
</tr>
<tr>
<td>Conjugate Higgs doublet</td>
<td>$\tilde{\Phi} \equiv i\sigma_2 \Phi^*$</td>
</tr>
</tbody>
</table>

Table 2.1.: Particle content of the lepton sector in the SM and corresponding representations with respect to the electroweak gauge group $SU(2)_L \times U(1)_Y$. The subscript $L$ in the notion of the weak isospin group $SU(2)_L$ indicates that the group elements act in a non-trivial manner only on left-handed chiral components of the fermion fields. The symmetry group $U(1)_Y$ is generated by the weak hypercharge operator $Y$ which is related to the weak isospin $I_3$ and the electric charge $Q$ via the electroweak interactions analog of the Gell-Mann-Nishijima relation $Q = I_3 + Y/2$. The indices $\alpha$ and $\beta$ run over $e, \mu, \tau$. In addition, we also list the Higgs doublet in the complex conjugated representation $(\bar{2}, -1)$.

---

10 Since $\nu_{L,R}$ and $(\nu_{L,R})^c$ have opposite helicities, one should avoid to denote $\nu'_L$ the charge conjugate of $\nu_L$. Some authors call it $CPT$-conjugate (e.g., [36]) or just conjugate (e.g. [37]).
2.3 Neutrino flavor mixing and masses

In practice, neutrinos always start and end as pure weak interaction eigenstates. Typically, they are produced via weak interaction processes like pion (see figure 2.1) or muon-decays and are detected via inverse-beta- and inverse-muon-decay processes, in which they are transformed back to their charged lepton partners\textsuperscript{11}.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{feynman_diagram.png}
\caption{Feynman diagram for pion decay $\pi^+ \rightarrow \mu^+ + \nu_\mu$ at tree-level.}
\end{figure}

From the formal point of view the mixing between neutrinos does not differ from the mixing between quarks. But in contrast to neutrinos, quarks being part of composite particles like protons or neutrons always start and end as pure mass eigenstates. It is the action of the weak interaction that reflects the fact that quarks are mixtures of weak eigenstates: If a neutron decays, the $d$-quark transforms into a $u$-quark and the degree to which a $d$-quark is composed of the weak eigenstate $d'$ can only be determined by a measurement of the decay rate [41]. Furthermore, the quark mixing angles are small and possess a strong hierarchy. In contrast, neutrinos have relatively large mixing angles (two angles are “large”, one angle is “small”)\textsuperscript{12}. This suggests that the source of quark and neutrino mixing is different [43]. Another major difference are the tiny masses of neutrinos. Measurements of the electron energy spectrum in tritium $\beta$-decays, $^3\text{H} \rightarrow ^3\text{He} + e^- + \bar{\nu}_e$, provide the most strict upper limits of the lightest neutrino mass. From the results obtained by the Troitsk and Mainz groups one infers an upper bound of $m_{\text{min}} \lesssim 2.2 \text{ eV}$ [44]. This value can be improved by one order of magnitude with the currently running experiment KATRIN reaching a sensitivity of 0.2 eV [31].

Possible natural explanations for the smallness of neutrino masses usually suppose a violation of the total lepton number at large energy scales ($10^{15} \sim 10^{16} \text{ GeV}$). Indeed, if this is the case, then neutrinos are Majorana particles which could be experimentally accessed via the neutrinoless double $\beta$-decay ($A, Z \rightarrow (A, Z + 2) + e^- + e^-$, where, $A$ and $Z$ denote the mass and atomic numbers, respectively, and where lepton number is violated by two units. Experiments targeting this problem are e.g., GERDA, KamLAND-Zen, EXO, and SNO+.

\textsuperscript{11} Note that neutrinos produced and detected in weak interaction processes are in general not correctly described by the weak states $|\nu_\alpha\rangle$ as pointed out in [40]. If the differences between the neutrino masses are negligible with respect to the neutrino momentum (which is the case in the ultrarelativistic limit), the weak states $|\nu_\alpha\rangle$ can be used to describe approximately the neutrinos detected in the weak-interaction process under consideration. For a detailed discussion on the nature of neutrino states that are produced and detected in weak interaction processes see [39, 40].

\textsuperscript{12} In order to give a number: From current oscillation data [31], the angle $\theta_{23}$ is expected to lie between $38^\circ$ and $53^\circ$ [42] while the corresponding angle in the quark sector is only about $2.4^\circ$. 
In the case of three flavors, the weak eigenstates $|\nu_\alpha\rangle$ ($\alpha \in \{e, \mu, \tau\}$) are linked to the mass eigenstates $|\nu_k\rangle$ ($k \in \{1, 2, 3\}$) via

$$|\nu_\alpha\rangle = \sum_{j=1}^{3} U_{\alpha j} |\nu_j\rangle.$$  

(2.26)

Here, $U$ denotes the unitary matrix\(^{13}\) $U_{\text{PMNS}}^\dagger$, where

$$U_{\text{PMNS}} = \begin{pmatrix}
1 & 0 & 0 \\
0 & c_{13} & s_{13}e^{-i\delta} \\
0 & -s_{13}e^{i\delta} & c_{13}
\end{pmatrix}$$

(2.27)

with $c_{ij} \equiv \cos \theta_{ij}$ and $s_{ij} \equiv \sin \theta_{ij}$ for $ij = 12, 13, 23$. This is the standard parametrization for the mixing matrix\(^{31}\). Note that there exist different types of parametrizations, but because all of them are equivalent from the mathematical point of view, one usually chooses the one which is most convenient for studying a given problem.

The three mixing angles approximately correspond to the mixing angles found in atmospheric ($\theta_{23} = \theta_{\text{atm}}$), reactor ($\theta_{13}$) and solar ($\theta_{12} = \theta_{\odot}$) neutrino oscillations experiments. The last factor on the right-hand side of eq. 2.27 corresponds to the Majorana phase matrix\(^{14}\) and is not relevant for the discussion of neutrino oscillations\(^{32}\) and hence, we will neglect it. To sum up, we have three mixing angles ($\theta_{12}$, $\theta_{13}$, $\theta_{23}$), one Dirac and two Majorana CP-violating phases and three neutrino masses ($m_1$, $m_2$, $m_3$). Hence, 7 (Dirac case) or 9 (Majorana case) additional parameters have to be added to the 13 free parameters of the lepton and quark sector of the SM (3 charged-lepton masses, 6 quark masses, 3 CKM mixing angles, 1 CKM CP-violating phase). These parameters have to be determined by experiments. Still, it remains an open question why there are so many parameters in the flavor sector of the SM.

The mixing angles can be defined such that they all lie in the first quadrant\(^{32}\) while the three CP-violating phases can take any values between 0 and $2\pi$.

If we ignore the Majorana phases $\alpha_1$ and $\alpha_2$, we end up with the following three-flavor mixing matrix:

$$U_{\text{mixing}} = \begin{pmatrix}
c_{12}c_{13} & s_{12}c_{13} & s_{13}e^{-i\delta} \\
s_{12}c_{23} - c_{12}s_{13}s_{23}e^{i\delta} & c_{12}c_{23} - s_{12}s_{13}s_{23}e^{i\delta} & s_{13}c_{23} \\
s_{12}s_{23} - c_{12}s_{13}c_{23}e^{i\delta} & -c_{12}s_{23} - s_{12}s_{13}c_{23}e^{i\delta} & c_{13}s_{23}
\end{pmatrix}$$

(2.28)

In table 2.2 we summarize the best-fit values obtained from a global fit of current neutrino oscillation parameters\(^{45}\).

---

\(^{13}\) The neutrino flavor fields and massive fields are linked via $U_{\text{PMNS}}$, eq. (2.18), while in the transformation of the states $U_{\text{PMNS}}^\dagger$ appears leading to a complex conjugation in eq. (2.26), $U = U_{\text{PMNS}}^\dagger$. This is related to the fact, that the quantum field $\bar{\nu}_{atm}$, appearing in the charged-current eq. (2.19), contains the creation operator for a massive neutrino field $\nu_k$, i.e., a flavor state is produced via $\sum_k U_{dk}^\dagger \bar{\nu}_{1L}$.

\(^{14}\) which is equal to the identity in case of Dirac neutrinos as in section 2.2.
Within a three-flavor treatment, there exist two independent mass-squared differences (in both cases $\Delta m^2$). The experimentally observed impacts of the mass-squared differences are relatively large. While the knowledge of these angles improved over the subsequent years, there was only an upper bound on the $\theta_{13}$ mixing angle, provided by the CHOOZ experiment with reactor $\bar{\nu}_e$. The early results from its successor Double Chooz in 2011

---

**Table 2.2.** Global fit results from [45] of experimentally obtained data of the oscillation parameters along with the $3\sigma$ allowed ranges.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Best-fit value $\pm 1\sigma$</th>
<th>$3\sigma$ range</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta m^2_{21} [\text{eV}^2]$</td>
<td>$7.50^{+0.19}_{-0.17} \times 10^{-5}$</td>
<td>$(7.03 - 8.09) \times 10^{-5}$</td>
</tr>
<tr>
<td>$\Delta m^2_{31} [\text{eV}^2]$ (NH)</td>
<td>$2.524^{+0.039}_{-0.040} \times 10^{-3}$</td>
<td>$(2.407 - 2.643) \times 10^{-3}$</td>
</tr>
<tr>
<td>$\Delta m^2_{32} [\text{eV}^2]$ (IH)</td>
<td>$-2.514^{+0.038}_{-0.041} \times 10^{-3}$</td>
<td>$-(2.635 - 2.399) \times 10^{-3}$</td>
</tr>
<tr>
<td>$\theta_{12} \left[^\circ\right]$</td>
<td>$33.56^{+0.77}_{-0.75}$</td>
<td>$31.38 - 35.99$</td>
</tr>
<tr>
<td>$\theta_{13} \left[^\circ\right]$ (NH)</td>
<td>$8.46^{+0.15}_{-0.15}$</td>
<td>$7.99 - 8.90$</td>
</tr>
<tr>
<td>$\theta_{13} \left[^\circ\right]$ (IH)</td>
<td>$8.49^{+0.15}_{-0.15}$</td>
<td>$8.03 - 8.93$</td>
</tr>
<tr>
<td>$\theta_{23} \left[^\circ\right]$ (NH)</td>
<td>$41.6^{+1.5}_{-1.2}$</td>
<td>$38.4 - 52.8$</td>
</tr>
<tr>
<td>$\theta_{23} \left[^\circ\right]$ (IH)</td>
<td>$50.0^{+1.1}_{-1.4}$</td>
<td>$38.8 - 53.1$</td>
</tr>
<tr>
<td>$\delta \left[^\circ\right]$ (NH)</td>
<td>$261^{+51}_{-59}$</td>
<td>$0 - 360$</td>
</tr>
<tr>
<td>$\delta \left[^\circ\right]$ (IH)</td>
<td>$277^{+40}_{-46}$</td>
<td>$145 - 391$</td>
</tr>
</tbody>
</table>

The current data obtained from solar ($\nu_e$), reactor ($\bar{\nu}_e$), atmospheric and accelerator (both $\nu_\mu$ and $\bar{\nu}_\mu$) neutrino experiments are consistent with a three-flavor neutrino mixing framework. Within a three-flavor treatment, there exist two independent mass-squared differences $\Delta m^2_{21}$ and $\Delta m^2_{31}$. In this work, we choose the convention, where $m_1 < m_2$ such that $|\Delta m^2_{21}| < |\Delta m^2_{31}|$. The smaller mass-squared difference $\Delta m^2_{31}$ accounts for solar electron neutrino oscillations and reactor electron antineutrino oscillations (KamLAND) while the larger mass-squared difference corresponding to $|\Delta m^2_{21}|$ or $|\Delta m^2_{32}|$ is linked to atmospheric and accelerator neutrino oscillations ($\nu_\mu$ and $\bar{\nu}_\mu$) and reactor neutrino oscillations ($\bar{\nu}_e$) at short baselines (about 1 km).

The experimentally observed impacts of the mass-squared differences $\Delta m^2_{31}$ or $\Delta m^2_{32}$ on solar neutrino oscillations ($\nu_e$), and of $\Delta m^2_{21}$ on atmospheric and accelerator neutrino oscillations (in both cases $\nu_\mu$ and $\bar{\nu}_\mu$), or on $\bar{\nu}_e$-oscillations from reactors at short baselines are only minor [31]. This is mainly due to the fact that the scales of both mass-squared differences are largely separated $|\Delta m^2_{21}/\Delta m^2_{31(32)}| \sim O(10^{-2})$ and because in these cases the source-detector distance $L$, the neutrino energy $E$ and their ratios $L/E$ differ significantly [31].

Until the beginning of 2000, it was found that the values for the mixing angles $\theta_{12}$ and $\theta_{23}$ are relatively large. While the knowledge of these angles improved over the subsequent years, there was only an upper bound on the $\theta_{13}$ mixing angle, provided by the CHOOZ experiment with reactor $\bar{\nu}_e$. The early results from its successor Double Chooz in 2011

---

$^{15}$ Some experimental data could indicate the possible existence of one or two light sterile neutrinos with masses of $m_\nu \sim O(1)$ eV, for reviews, see [46–48] and references therein.
suggested the possible existence of a non-vanishing $\theta_{13}$. It turned out that these results were consistent with the statistically significant measurements of Daya Bay and RENO indicating that $\sin \theta_{13}$ is relatively small. With these experiments one entered the field of high precession measurements allowing to study effects beyond the leading approximation where one assumes that $\sin^2 \theta_{13} = 0$ [49]. This is necessary to explore three flavor effects, the mass ordering, and CP violation.

The relative smallness of $\sin \theta_{13}$ allows the description of the dominant effects in solar and atmospheric neutrino oscillations by an effective two-flavor mixing scheme where the mixing angle $\theta_{12}$ is linked to solar $\nu_e$ oscillations while the angle $\theta_{23}$ is connected to atmospheric $\nu_\mu$ and $\bar{\nu}_\mu$ oscillations. For this reason, it is convenient to call $\theta_{12} \equiv \theta_\odot$ “solar” mixing angle and $\theta_{23} \equiv \theta_{\text{atm}}$ “atmospheric” mixing angle. Correspondingly, one introduces the solar $\Delta m^2_\odot \equiv \Delta m^2_{21}$ and atmospheric $\Delta m^2_{\text{atm}} \equiv \Delta m^2_{31}$ mass-squared differences.

The present experiments do not reach the necessary sensibility to access the difference between $|\Delta m^2_{31}|$ and $\Delta m^2_{32}$. Due to the relation $\Delta m^2_{21} \equiv \Delta m^2_{31} - \Delta m^2_{32} \ll \Delta m^2_{31(32)}$, we infer $\Delta m^2_{32} \simeq \Delta m^2_{31}$.

While solar neutrino experiments are able to determine the sign of $\Delta m^2_{21}$, we do not yet know the sign of $\Delta m^2_{31}$ (or $|\Delta m^2_{32}|$) resulting in two possible scenarios as shown in figure 2.2. The case where both are positive is referred to as the normal mass hierarchy (NH) while the case where both are negative, is referred to as inverted mass hierarchy (IH). The determination of the mass hierarchy is of fundamental importance [50]:

- to find extensions of the SM in order to include neutrino masses accompanied with an appropriate mechanism to explain the smallness of the neutrino masses (so far there are many different models and the mass hierarchy would provide a constrain);
• for the reduction of experimental uncertainties in measuring the CP-violating phase;
• for core-collapse supernova, remnants of compact object mergers and stellar collapses.

Note that neutrino masses are not necessarily hierarchical, but could be quasi-degenerate [31]. Current data from atmospheric neutrinos by Super-Kamiokande slightly prefer the normal mass hierarchy. The same is true for accelerator neutrinos from the long baseline experiment NOνA. However, in both cases the statistical significance is still too low and more data has to be collected. Promising future experiments that should be able to resolve the mass ordering are DUNE/LBNF (accelerator neutrinos), PINGU, ORCA, INO, Hyper-Kamiokande (atmospheric neutrinos), and JUNO, RENO-50 (reactor neutrinos). For a review, see [51].

Another unknown is the CP-violating phase which has not been determined yet, but there exist some constraints (still the statistics is rather poor) suggesting a CP phase of $\delta \simeq 3\pi/2$. A corresponding measurement is one of the major goals of near future experiments. More on CP violation will be discussed in section 4.8.

In table 2.3 we list the parameter values used in the numerical calculations of this thesis, which are consistent with the current best-fit values [31, 45].

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta m^2_{21}$</td>
<td>$7.59 \times 10^{-5}$ eV$^2$</td>
</tr>
<tr>
<td>$</td>
<td>\Delta m^2_{31}</td>
</tr>
<tr>
<td>$\theta_{12}$</td>
<td>0.60</td>
</tr>
<tr>
<td>$\theta_{13}$</td>
<td>0.15</td>
</tr>
<tr>
<td>$\theta_{23}$</td>
<td>$\frac{\pi}{4}$</td>
</tr>
</tbody>
</table>

Table 2.3.: Parameters used in this work. Note that they are consistent with current best-fit values [31, 45].

2.4 Neutrino propagation equation in vacuum

Neutrino flavor oscillations are a consequence of non-degenerate neutrino masses and flavor mixing\(^{16}\). In the following we want to derive a formal equation for the evolution of neutrinos in vacuum. The discussion is based on [39, 52, 53]. Until today the nature of neutrinos remains unknown. They may be Dirac or Majorana particles, but for the propagation of ultrarelativistic neutrinos ($v/c \approx 1$) the full spin structure does not need to be taken into account [52]. Moreover, for ultrarelativistic particles, chirality conservation is good to the order $m/E$ (cf. [52]) and furthermore, weak interactions couple only to the left-handed component of the neutrino field. Altogether, for neutrinos with $E \gg m$, only the propagation of the left-handed component is relevant [52].

\(^{16}\)Note that at least two different neutrino masses are required in order to allow for oscillations. If the masses are completely degenerate, i.e., all masses have the same value $m$, then the mass matrix $M = m \mathbb{1}$ remains invariant under unitary transformations $U M U^\dagger = M$; in particular it is flavor diagonal and flavor oscillations cannot occur.
Now it is convenient to work with neutrino state vectors. Note that the one-neutrino mass eigenstate $|\nu_k(t)\rangle$ ($k = 1, 2, 3$) is created by the field operator $\nu_k^\dagger(t)$ acting on the vacuum state$^{17}$. Because of the remarks outlined above, a freely propagating neutrino described by the mass eigenstate $|\nu_k(t)\rangle$ satisfies the Klein-Gordon equation

$$\left(\Box + m_k^2\right)|\nu_k(t)\rangle = 0,$$

which is independent of the Dirac or Majorana nature. In the latter expression, $\Box \equiv \partial_\mu \partial^\mu = \partial_t^2 - \nabla^2$ denotes the d’Alembert operator. Equivalently, we can write

$$\left(\partial_t^2 - \nabla^2\right)|\nu_k(t)\rangle = -m_k^2|\nu_k(t)\rangle.$$

(2.29)

(2.30)

Now we assume that all mass eigenstates have the same three-momentum $p$, which is accurate up to small corrections for ultrarelativistic neutrinos$^{52}$. Hence, the free solutions (corresponding to plane waves) of the Klein-Gordon equation above can be written as $|\nu_k(t)\rangle = e^{i(p \cdot x - E_k t)}|\nu_k\rangle$, where $E_k = (p^2 + m_k^2)^{1/2}$. Inserting the solutions into the wave equation we obtain

$$\left(\partial_t^2 + p^2\right)|\nu_k(t)\rangle = -m_k^2|\nu_k(t)\rangle.$$

(2.31)

In the following we will use the decomposition$^{53}$

$$\left(\partial_t^2 + p^2\right) = - (i\partial_t - p)(i\partial_t + p)$$

(2.32)

and the Taylor expansion $E_k = (p^2 + m_k^2)^{1/2} \approx p$ for ultrarelativistic neutrinos where higher order terms $O(m_k^2/p^2)$ are omitted due to $p = |p| \gg m_k$. On the Hilbert space of mass eigenstates, we can replace $i\partial_t$ by $p$ in the second factor of the decomposition in eq. (2.32) because of $i\partial_t|\nu_k(t)\rangle = E_k|\nu_k(t)\rangle \approx p|\nu_k(t)\rangle$, while we keep the differential operator in the first factor which corresponds to a difference (between energy and momentum) term:

$$\left(\partial_t^2 + p^2\right) \mapsto -2p(i\partial_t - p).$$

(2.33)

This leads us to a Schrödinger-like equation for the mass eigenstates:

$$i\partial_t|\nu_k(t)\rangle = \left(p + \frac{m_k^2}{2p}\right)|\nu_k(t)\rangle.$$

(2.34)

We note that the $p$-term can be absorbed into a phase factor which is identical for all mass eigenstates$^{52, 55}$:

$$|\tilde{\nu}_k(t)\rangle := e^{ipt}|\nu_k(t)\rangle.$$

(2.35)

---

$^{17}$ We skip the technical details, but stress that the construction of a physical Fock space for flavor states is problematic$^{40, 54}$
Since such global phase factors are unobservable we will simply drop this term (instead of redefining the mass eigenstates as in eq. (2.35)). This leads us to

\[ i \partial_t |\nu_k(t)\rangle = \frac{m_k^2}{2p} |\nu_k(t)\rangle . \tag{2.36} \]

The negative energy solutions \( |\bar{\nu}_k(t)\rangle = e^{-i(p \cdot x - E_k t)} |\bar{\nu}_k\rangle \), associated with antiparticles, lead to a global minus sign

\[ i \partial_t |\bar{\nu}_k(t)\rangle = -\frac{m_k^2}{2p} |\bar{\nu}_k(t)\rangle , \tag{2.37} \]

where we used

\[ (\partial_t^2 + p^2) \mapsto +2p (i \partial_t - p) . \tag{2.38} \]

To end this section we remark that in practice we usually deal with stationary neutrino sources with non-trivial spatial variations [32, 53]. In this case the neutrino energy spectrum is fixed and we measure the propagation in space rather than in time [32, 53, 55]. In either case we will obtain the same oscillation probabilities in the light-ray approximation [39] \( t \approx x = |x| \). In this context, we stress the fact that the latter approximation is unjustified and we should rather describe neutrinos by wave packets. Furthermore, note that the latter approximation is also inappropriate when neutrinos travel large distances between source and detection, e.g., neutrinos from astrophysical sources. This is due to the fact, that the individual velocities of the mass eigenstates will differ and the mass eigenstates will be spatially separated leading to a loss of quantum mechanical coherence. For a proper wave packet treatment of neutrino oscillations and discussions concerning problems with the (unrealistic) equal momentum (used above) and equal energy assumption we refer to [39, 56].

### 2.5 Neutrino oscillations in vacuum

In order to simplify the discussion, we first study neutrinos with two flavors only and consider the propagation of a stationary neutrino beam in vacuum. The relation between flavor eigenstates \( (|\nu_e\rangle \text{ and } |\nu_\mu\rangle) \) and mass eigenstates \( (|\nu_1\rangle \text{ and } |\nu_2\rangle) \) is given by the unitary transformation:

\[
\begin{pmatrix}
|\nu_e\rangle \\
|\nu_\tau\rangle
\end{pmatrix}
= U
\begin{pmatrix}
|\nu_1\rangle \\
|\nu_2\rangle
\end{pmatrix}
\equiv
\begin{pmatrix}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{pmatrix}
\begin{pmatrix}
|\nu_1\rangle \\
|\nu_2\rangle
\end{pmatrix} .
\tag{2.39}
\]

The unitary mixing matrix is a two-dimensional version of the neutrino mixing matrix (see eq. (2.28)) appropriate for a two-flavor description of neutrino oscillations. Effectively, we set \( \theta_{23} = 0 \) and define [57] the states \( |\nu_{\mu}^{*}\rangle \equiv (|\nu_\mu\rangle - |\nu_\tau\rangle)/\sqrt{2} \) and \( |\nu_{\tau}^{*}\rangle \equiv (|\nu_\mu\rangle + |\nu_\tau\rangle)/\sqrt{2} \). Then only the mixing \( \nu_e \leftrightarrow \nu_{\tau}^{*} \) becomes important and we can use \( \theta \approx \theta_{13} \) as effective two-flavor
mixing angle. In what follows, we will simply write $\nu_\tau$ instead of $\nu_\tau^*$. Though neutrino masses may not be relevant for the dynamics of astrophysical settings like supernovae or compact object mergers, the mass-squared differences are likely sufficiently large to allow for significant flavor transformations. This in turn, can crucially affect e.g., supernova shock re-heating or nucleosynthesis.

Because neutrinos propagate in their mass eigenstates $|\nu_k(t)\rangle$, their evolution is described by the Schrödinger-like equation (cf. eq. (2.36))

$$i \frac{\partial}{\partial t} \begin{pmatrix} |\nu_1(t)\rangle \\ |\nu_2(t)\rangle \end{pmatrix} = \mathcal{H}_{\text{vac}}^{(m)} \begin{pmatrix} |\nu_1(t)\rangle \\ |\nu_2(t)\rangle \end{pmatrix}$$

$$= \frac{1}{2p} M^2 \begin{pmatrix} |\nu_1(t)\rangle \\ |\nu_2(t)\rangle \end{pmatrix} \equiv \frac{1}{2p} \begin{pmatrix} m_1^2 & 0 \\ 0 & m_2^2 \end{pmatrix} \begin{pmatrix} |\nu_1(t)\rangle \\ |\nu_2(t)\rangle \end{pmatrix},$$

(2.41)

where $\mathcal{H}_{\text{vac}}^{(m)} = M^2/(2p)$ denotes the Hamiltonian in the mass basis. Multiplying both sides of the last equation by $U$ we find

$$i \frac{\partial}{\partial t} \begin{pmatrix} |\nu_e(t)\rangle \\ |\nu_\tau(t)\rangle \end{pmatrix} = \frac{1}{2p} U \begin{pmatrix} m_1^2 & 0 \\ 0 & m_2^2 \end{pmatrix} U^\dagger \begin{pmatrix} |\nu_e(t)\rangle \\ |\nu_\tau(t)\rangle \end{pmatrix}.$$

(2.42)

Finally, we write the effective Hamiltonian in the flavor basis as

$$\mathcal{H}_{\text{vac}}^{(f)} = \frac{1}{2p} U M^2 U^\dagger = \frac{m_1^2 + m_2^2}{4p} \mathbb{1} + \frac{\Delta m^2}{4p} \begin{pmatrix} -\cos 2\theta & \sin 2\theta \\ \sin 2\theta & \cos 2\theta \end{pmatrix},$$

(2.43)

where we used the trigonometric identities

$$\sin^2 \theta = \frac{1}{2} (1 - \cos 2\theta),$$

(2.44)

$$\cos^2 \theta = \frac{1}{2} (1 + \cos 2\theta),$$

(2.45)

$$\sin \theta \cos \theta = \frac{1}{2} \sin 2\theta.$$

(2.46)

In the Hamiltonian above, the mass-squared difference is given by $\Delta m^2 \equiv m_2^2 - m_1^2$. We assume without loss of generality $\Delta m^2 > 0$ and $0 \leq \theta \leq \pi/2$. Furthermore, the first term in $\mathcal{H}_{\text{vac}}$ is proportional to the identity matrix and can be absorbed into a global phase factor which does not contribute to the flavor evolution. For this reason, we neglect this term and define the Hamiltonian as follows:

$$\mathcal{H}_{\text{vac}}^{(f)} = \frac{\omega}{2} \begin{pmatrix} -\cos 2\theta & \sin 2\theta \\ \sin 2\theta & \cos 2\theta \end{pmatrix},$$

(2.47)
where we set $E \equiv p$ and $\omega \equiv \Delta m^2/(2E)$. We remark that the angle $\theta$ obviously satisfies the relation

$$\tan 2\theta = \frac{2[H^{(f)}_{\text{vac}}]_{ee}}{[H^{(f)}_{\text{vac}}]_{\tau \tau} - [H^{(f)}_{\text{vac}}]_{ee}},$$

where $[H^{(f)}_{\text{vac}}]_{\alpha \beta}$ denotes the elements of the matrix $H^{(f)}_{\text{vac}}$ with $\alpha, \beta = e, \tau$.

In the rest of the work, we will suppress the index $(f)$ and if not otherwise stated, we will work in the flavor basis.

### 2.5.1 Three flavor case

Sometimes it is convenient to introduce the following basis [32]:

$$
\begin{pmatrix}
|\nu_e\rangle \\
|\nu_x\rangle \\
|\nu_y\rangle
\end{pmatrix} = 
\begin{pmatrix}
1 & 0 & 0 \\
0 & c_{23} & -s_{23} \\
0 & s_{23} & c_{23}
\end{pmatrix}
\begin{pmatrix}
|\nu_e\rangle \\
|\nu_\mu\rangle \\
|\nu_\tau\rangle
\end{pmatrix}.
$$

(2.49)

Effectively, this corresponds to setting $\theta_{23} = 0$ in eq. (2.26). Due to the fact that $\nu_\mu$- and $\nu_\tau$ have the same interactions with ordinary matter (at least at leading order), this choice of basis is particularly convenient for studying neutrino oscillations in matter [58, 59].

Starting from the Hamiltonian $H^{(m)}_{\text{vac}} = M^2/(2E)$ in the mass basis, we can write the effective Hamiltonian for vacuum oscillations in the new flavor basis as $H^{(f')}_{\text{vac}} = \tilde{U}M^2\tilde{U}^\dagger/(2E)$ with

$$
\tilde{U} := 
\begin{pmatrix}
c_{13} & 0 & s_{13} \\
0 & 1 & 0 \\
-s_{13} & 0 & c_{13}
\end{pmatrix}
\begin{pmatrix}
c_{12} & s_{12} & 0 \\
-\bar{s}_{12} & c_{12} & 0 \\
0 & 0 & 1
\end{pmatrix}
= 
\begin{pmatrix}
c_{12}c_{13} & s_{12}c_{13} & s_{13} \\
-s_{12} & c_{12} & 0 \\
-s_{13}c_{12} & -s_{12}s_{13} & c_{13}
\end{pmatrix},
$$

(2.50)

or explicitly:

$$
H^{(f')}_{\text{vac}} = \omega_{L} \begin{pmatrix}
s_{12}^2c_{13}^2 & s_{12}c_{12}c_{13} & -s_{12}s_{13}c_{13} \\
s_{12}c_{12}c_{13} & c_{12}^2 & -s_{12}s_{13}c_{13} \\
-s_{12}s_{13}c_{13} & -s_{12}c_{12}c_{13} & s_{12}^2c_{13}^2
\end{pmatrix} + \omega_{H} \begin{pmatrix}
s_{13}^2 & 0 & 0 \\
0 & s_{13}c_{13} & 0 \\
0 & 0 & s_{13}c_{13}
\end{pmatrix} + \frac{m_1^2}{2E} \begin{pmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{pmatrix},
$$

(2.51)

where $\omega_{L} \equiv \Delta m_{21}^2/(2E)$ and $\omega_{H} \equiv \Delta m_{31}^2/(2E)$ are the low and high oscillation frequencies [32]. Note that we set the Dirac phase to zero ($\delta = 0$) and the third term on the right-hand side of the last equation is not relevant for neutrino oscillations and will be omitted.

For a fixed energy and with the values $|\Delta m_{31}^2| \approx 2.43 \times 10^{-3}$ eV$^2$ and $\Delta m_{21}^2 \approx 7.59 \times 10^{-5}$ eV$^2$, we have $|\omega_{H}| \gg \omega_{L}$, so the leading contribution to the Hamiltonian originates from the $\omega_{H}$-term.
This allows us to approximate the three-flavor oscillations by an effective two-flavor description with mixing parameters $\theta_{13}$ and $\Delta m^2_{31}$, i.e.,

$$\begin{pmatrix} |\nu_e \rangle \\ |\nu_x \rangle \end{pmatrix} = \begin{pmatrix} c_{13} & s_{13} \\ -s_{13} & c_{13} \end{pmatrix} \begin{pmatrix} |\nu_1 \rangle \\ |\nu_3 \rangle \end{pmatrix}. \tag{2.52}$$

### 2.5.2 Vacuum oscillation probabilities

Solving the evolution equation yields

$$|\nu_k(t)\rangle = \exp\left(-i\frac{m^2_k t}{2E}\right)|\nu_k(t)\rangle, \tag{2.53}$$

where we set $E \approx |p|$. If we expand a flavor state into the mass basis,

$$|\nu_\alpha\rangle = \sum_{k=1}^3 U_{\alpha k}^* |\nu_k\rangle, \tag{2.54}$$

where $U$ denotes the mixing matrix $U_{\text{PMNS}}$, we can compute the probability to find a neutrino with energy $E$ and initial flavor $\alpha$ in a flavor $\beta$ after some $t$:

$$P(\nu_\alpha \rightarrow \nu_\beta)(E, t) = |\langle \nu_\beta | \nu_\alpha(t) \rangle|^2$$

$$= \left| \sum_{j,k=1}^3 U_{\alpha j}^* U_{\beta j} U_{\alpha k} U_{\beta k} \exp\left(-i\frac{\Delta m^2_{kj} t}{2E}\right) \right|^2.$$ \tag{2.55}

In this expression we introduced the mass-squared difference $\Delta m^2_{kj} \equiv m^2_k - m^2_j$. Because for practical applications, it is more convenient to use the propagation distance $L$ (e.g., the distance between the neutrino source and detector), we will use $L$ instead of the time $t$ using the approximation $t \approx L$. The phase appearing in eq. (2.56), $-\Delta m^2_{kj} L / (2E)$ is then determined by the distance and neutrino energy. It is also convenient to introduce the oscillation length

$$L_{kj}^{\text{osc}} \equiv \frac{4\pi E}{\Delta m^2_{kj}}, \tag{2.57}$$

so that the probability turns into

$$P(\nu_\alpha \rightarrow \nu_\beta)(E, L) = \sum_k |U_{\alpha k}|^2 |U_{\beta k}|^2 + 2 \Re \sum_{k>j} U_{\alpha j}^* U_{\alpha k} U_{\beta j} U_{\beta k} e^{-2\pi i L / L_{kj}^{\text{osc}}}. \tag{2.58}$$

In an experimental setting, one needs to take into account uncertainties originating from the finite resolution of the detector and the fact that a neutrino beam is not perfectly

\[\underline{18}\] The underline refers to the initial flavor.

\[\underline{19}\] Sometimes it is convenient to write $L_{kj}^{\text{osc}} = \frac{4\pi E}{\Delta m^2_{kj}} \approx 2.48 \text{ m} \frac{E}{\text{MeV}} \frac{\Delta m^2_{kj}}{\text{eV}^2}$. 
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monochromatic. Another one comes from the fact that the regions where neutrinos are
produced and detected have a finite size. This makes it necessary to perform averages over
the uncertainties in the energies and distances of the oscillation probability resulting in
\[
\langle P(\nu_\alpha \rightarrow \nu_\beta)(E, L) \rangle = \sum_k |U_{\alpha k}|^2 |U_{\beta k}|^2,
\]
where the phase is effectively averaged out. Note that the latter expression is independent of
the energy and the propagation distance. Furthermore, it applies for incoherent production
and detection as well [60].

Due to the unitarity of the mixing matrix, \(UU^\dagger = 1\), or equivalently,
\[
\delta_{\alpha\beta} = \sum_{j=1}^{3} U_{\alpha j} (U^\dagger)_{j\beta} = \sum_{j=1}^{3} U_{\alpha j} U_{\beta j}^*,
\]
the following two sum rules hold:
\[
\sum_\beta P(\nu_\alpha \rightarrow \nu_\beta) = 1, \quad \sum_\alpha P(\nu_\alpha \rightarrow \nu_\beta) = 1.
\]

If we use the squared modules of eq. (2.60),
\[
\delta_{\alpha\beta} = \left| \sum_j U_{\alpha j} U_{\beta j}^* \right|^2
\]
we can write eq. (2.58) in the form
\[
P(\nu_\alpha \rightarrow \beta)(E, L) = \delta_{\alpha\beta} - 4 \sum_{k>j} \Re(U_{\alpha j} U_{\alpha k}^*, U_{\beta j} U_{\beta k}^*) \sin^2 \left( \frac{\pi L}{L_{\text{osc}}^{kj}} \right)
\]
\[
+ 2 \sum_{k>j} \Im(U_{\alpha j} U_{\alpha k}^*, U_{\beta j} U_{\beta k}^*) \sin \left( \frac{2\pi L}{L_{\text{osc}}^{kj}} \right).
\]

In case of antineutrinos, \(P(\bar{\nu}_\alpha \rightarrow \bar{\nu}_\beta)(E, L)\), one obtains the same expression as for neutrinos,
but with a minus sign in front of the term involving the imaginary part. Similarly, one can
derive an expression for the survival probability in case of only two flavors [39]:
\[
P(\nu_\alpha \rightarrow \nu_\alpha)(E, L) = 1 - \sin^2 2\theta \sin^2 \left( \frac{\Delta m^2 L}{4E} \right),
\]
and for the transition probability (\(\alpha \neq \beta\)):
\[
P(\nu_\alpha \rightarrow \nu_\beta)(E, L) = \sin^2 2\theta \sin^2 \left( \frac{\Delta m^2 L}{4E} \right).
\]
The averaged transition probability turns out to be

\[ \langle P(\nu_\alpha \rightarrow \nu_\beta)(E, L) \rangle = \frac{1}{2} \sin^2 2\theta. \]  

(2.67)

2.6 Neutrino oscillations in matter

As first noted by Lincoln Wolfenstein [61], neutrinos on their way through matter can undergo coherent forward elastic scattering\(^{20}\) off the medium particles which effectively changes their propagation. We consider electrically neutral, ordinary matter consisting of electrons and nucleons. Figure 2.3 shows the Feynman diagrams for elastic neutrino-fermion scattering on tree level. For antineutrinos similar diagrams can be drawn. Here, we have neutral-current (NC) contributions \(\nu_\alpha + f \rightarrow \nu_\alpha + f\) from all flavors \(\alpha = e, \mu, \tau\), where \(f\) can be any fermion that is part of the medium (e.g., electrons, protons, neutrons) while the only charged-current (CC) contributions originates from the process \(\nu_\alpha + l^-_\alpha \rightarrow \nu_\alpha + l^-\). Note that processes like \(\nu_\mu, \tau - e^-\)-scattering can only proceed via NC interactions, because at each vertex flavor lepton number has to be conserved. Furthermore, neutrino-proton or neutrino-neutron scattering are only possible via NC processes and there is no \(\nu_\mu - \mu\) scattering (similar for \(\nu_\tau - \tau\)), since \(\mu\)- and \(\tau\)-leptons are too heavy (\(m_\mu \approx 106\) MeV and \(m_\tau \approx 1.777\) MeV) to be produced in the astrophysical environments we are studying\(^{21}\).

The effective potentials on the mean-field level turn out to be [32, 39]:

\[ V^e_\alpha = \sqrt{2} G_F n_e \left( \delta_{ae} - \frac{1}{2} + 2 \sin^2 \theta_W \right) \]  

(2.68)

in case of neutrino-electron scattering,

\[ V^n_\alpha = -\sqrt{2} G_F \frac{n_n}{2} \]  

(2.69)

for neutrino-neutron scattering,

\[ V^p_\alpha = \sqrt{2} G_F n_p \left( \frac{1}{2} - 2 \sin^2 \theta_W \right) \]  

(2.70)

for neutrino-proton scattering, where \(\theta_W\) denotes the Weinberg angle, \(n_e = n_{e^-} - n_{e^+}\) the net electron number density (\(n_n\) and \(n_p\) correspond to the net number densities for neutrons and protons, respectively), and \(\alpha\) refers to the flavor of the propagating neutrino. In case of a propagating antineutrino, the potentials have the opposite sign. The total effective potential for electron neutrinos is given by the sum \(V_e = V^e_\nu + V^n_\nu + V^p_\nu = \sqrt{2} G_F n_e + V^n_\nu\), where we used \(n_e = n_p\) which holds because we are considering an electrically neutral medium. For \(\nu_\mu\)

---

\(^{20}\) mediated by charged and/or neutral current interaction.

\(^{21}\) For a non-degenerate fermion and using a Fermi-Dirac distribution, the mean energy can approximately related to the local matter temperature via \(\langle E \rangle \approx 3.15 T\). Only in the central regions of settings like supernovae, the temperatures are sufficiently high to allow a thermal population of muons [62]. At the \(\nu_\mu\)-surface, the temperatures are too low and muons are not important for our discussion.
and $\nu_\tau$, we only have NC potential contributions $V_\mu = V_\nu = V_\tau^e + V_\tau^n + V_\tau^p$. Because the NC contributions for the interaction with the medium are the same for all flavors, we can absorb them into a global phase factor. As a consequence we will ignore it in the following. What is important for the flavor evolution are the differences of the potentials, i.e., the energy shifts $V_\tau - V_\mu = V_\tau - V_\tau = \sqrt{2} G_F n_e$.

Note that there are different approaches to compute the effective potentials leading to the same results, e.g., by computing scattering amplitudes and refractive indices\(^{22}\) (e.g., [61]), by considering free neutrinos propagating in an effective potential (e.g., [39]), or by using thermal quantum field theory methods and compute the neutrino self-energy (e.g., [63]).

\[
\begin{align*}
&f(q) & f(q) & l_\alpha(q) & \nu_\alpha(p) \\
&\nu_\alpha(p) & \nu_\alpha(p) & W & l_\alpha^{-}(q)
\end{align*}
\]

**Figure 2.3.** Feynman diagrams for elastic neutrino-electron scattering on tree level. Neutral current (left) and charged current (right) contributions, where $\alpha = e, \mu, \tau$ and $f$ can be any fermion that constitutes the medium.

Before we discuss the flavor evolution in matter, we first elaborate on the nature of the scattering process itself. By forward scattering we refer to small scattering angles $\theta$ with $\theta < \pi/2$ while for $\theta > \pi/2$ we talk about backward scattering [64, 65]. Elastic scattering usually proceeds in a coherent way, i.e., neutrinos remain in phase after the scattering event, and for low scattering angles it proceeds mainly in the forward direction\(^ {23}\). If elastic scattering occurs at larger scattering angles $\theta \gtrsim 10^\circ$, the process becomes more incoherent.

If a particle, like a neutrino, is propagating in a medium and interacting with the background particles, coherence of the scattering implies that the medium does not change and scattered and unscattered wave functions of the neutrino can interfere. The neutrinos interact with the background particles by forward elastic scattering, since the initial and final states coincide [66].

For a coherent process, the total amplitude $M$ is a coherent sum over $n$ amplitudes $M_i$, $M = \sum_{i=1}^n M_i$, for the interaction of a neutrino with one of the $n$ scattering centers (the background particles) [67] like depicted in figure 2.4. The interaction probability is thus given by $|M|^2 \propto n^2$. Note that in case of incoherent scattering, where we have momentum transfer, $|M|^2 = \sum_{i=1}^n |M_i|^2 \propto n$ holds. With other words, it is the amplification of the probability due to coherent scattering, which makes the latter of vital importance for practical applications, e.g., in astrophysical settings.

\(^{22}\) In appendix A we will comment on the relation of neutrino propagation and the meaning of the refractive index in this context.

\(^{23}\) Note that coherent elastic scattering describes two complementary properties: “Elastic” which refers to the particle nature and “coherent” which refers to the wave nature.
We describe coherent forward scattering of neutrinos in ordinary matter by the effective potential $V_{cc} = \sqrt{2} G_F n_e$, where $n_e$ denotes the number density of electrons. In the evolution equation we then need to add the term $\text{diag}(V_{cc}, 0)$. But since a term proportional to the identity does not affect the flavor evolution, we can subtract $V_{cc} \mathbb{I}/2$ and define the matter Hamiltonian as

$$H_{\text{matt}} := \frac{1}{2} \begin{pmatrix} V_{cc} & 0 \\ 0 & -V_{cc} \end{pmatrix}.$$  \hspace{1cm} (2.71)

In the following we consider a two-flavor scheme and we expand the state vector of the neutrino system in the flavor basis:

$$|\psi(t)\rangle = a_{\nu_e}(t)|\nu_e\rangle + a_{\nu_\tau}(t)|\nu_\tau\rangle.$$  \hspace{1cm} (2.72)

In this case, the Schrödinger-like equation with the Hamiltonian $H = H_{\text{vac}} + H_{\text{matt}}$ for the amplitudes is given by

$$i \partial_t \begin{pmatrix} a_{\nu_e}(t) \\ a_{\nu_\tau}(t) \end{pmatrix} = \begin{pmatrix} \omega & \cos 2\theta \\ \sin 2\theta & \omega \end{pmatrix} \begin{pmatrix} -\cos 2\theta & \sin 2\theta \\ \sin 2\theta & \cos 2\theta \end{pmatrix} + \frac{1}{2} \begin{pmatrix} V_{cc} & 0 \\ 0 & -V_{cc} \end{pmatrix} \begin{pmatrix} a_{\nu_e}(t) \\ a_{\nu_\tau}(t) \end{pmatrix}.$$  \hspace{1cm} (2.73)

### 2.6.1 Constant matter density

Now we study a constant, i.e., independent of time and space, electron number density $n_e$. Similar to the case of vacuum oscillations, we diagonalize $H$ in order to find the effective neutrino masses and effective mixing angle in matter. Because the matrix $H$ is a real symmetric $(2 \times 2)$-matrix, $H^T = H$, where $^T$ denotes transposition, and according to the spectral theorem (e.g., see [68]) it can be diagonalized by a similarity transformation with a real orthogonal matrix $U_m \in O(2)$:

$$H^{(m)} := U_m^T H U_m = \frac{1}{2E} \text{diag}(\tilde{m}_1^2, \tilde{m}_2^2).$$  \hspace{1cm} (2.74)
where $\tilde{m}_{1,2}^2/(2E)$ correspond to the eigenvalues of $H$. The latter can be found by the usual procedure, i.e., solving the characteristic equation, $\det[H - \lambda I] = 0$, or equivalently:

$$
\lambda^2 - \lambda \text{tr} H + \det H = \lambda^2 - \frac{1}{4}(V_{cc} - \omega \cos 2\theta)^2 - \frac{1}{4}\omega^2 \sin^2 2\theta = 0.
$$

(2.75)

If we express the eigenvalues, which represents energy shifts, in terms of mass shifts, $\lambda_{1,2} =: \delta \tilde{m}_{1,2}^2/(2E)$, we find

$$
\delta \tilde{m}_1^2 = -E \sqrt{(V_{cc} - \omega \cos 2\theta)^2 + \omega^2 \sin^2 2\theta},
$$

(2.76)

$$
\delta \tilde{m}_2^2 = +E \sqrt{(V_{cc} - \omega \cos 2\theta)^2 + \omega^2 \sin^2 2\theta}.
$$

(2.77)

Introducing the effective mass splitting\(^{24}\)

$$
\Delta \tilde{m}^2 \equiv \delta \tilde{m}_2^2 - \delta \tilde{m}_1^2 = 2E \sqrt{(V_{cc} - \omega \cos 2\theta)^2 + \omega^2 \sin^2 2\theta},
$$

(2.78)

allows us to write

$$
H^{(m)} = \frac{1}{4E} \text{diag}(-\Delta \tilde{m}^2, \Delta \tilde{m}^2).
$$

(2.79)

Since $U_m \in O(2)$, we can introduce an effective mixing angle in matter, $\theta_m$, through the following parametrization w.l.o.g.:

$$
U_m = \begin{pmatrix}
\cos \theta_m & \sin \theta_m \\
-\sin \theta_m & \cos \theta_m
\end{pmatrix}.
$$

(2.80)

Finally, the Hamiltonian assumes a similar form as in vacuum

$$
U_m H^{(m)} U_m^\dagger = \omega \left( \begin{array}{cc}
-\cos 2\theta_m & \sin 2\theta_m \\
\sin 2\theta_m & \cos 2\theta_m
\end{array} \right)
$$

(2.81)

and an analogous relation to eq. (2.48) holds:

$$
\tan 2\theta_m = \frac{2H_{ee} - H_{\tau\tau}}{H_{\tau\tau} - H_{ee}} = \frac{\omega \sin 2\theta}{\omega \cos 2\theta - V_{cc}},
$$

(2.82)

$$
\sin 2\theta_m = \sqrt{(\omega \cos 2\theta - V_{cc})^2 + \omega^2 \sin^2 2\theta}.
$$

(2.83)

As eq. (2.82) indicates, the “most dramatic” change of the mixing angle appears if the resonance-condition

$$
\omega \cos 2\theta = V_{cc}
$$

(2.84)

\(^{24}\) Note that in the vacuum limit, $V_{cc} \to 0$, we recover $\Delta \tilde{m}^2 \to \Delta m^2$ and $U_m \to U$. 
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is satisfied, or in other words, if the electron number density reaches the critical value

\[ n_e = \frac{\Delta m^2 \cos 2\theta}{2\sqrt{2}G_F E}. \]  

(2.85)

In this case, the difference of the eigenvalues of $H$ is minimal. At resonance, even for a small vacuum mixing angle $\theta$, we obtain $\theta_m = \pi/4$ corresponding to maximal mixing between $\nu_e$ and $\nu_\tau$. Note that in the limit of a strong matter effect ($V_{cc} \to \infty$) we have $\theta_m \to \pi/2$.

### 2.6.2 Slowly-varying matter density

In what follows we consider a more realistic matter density, i.e., a time-dependent $n_e$. For a specific neutrino source (e.g., the Sun), the time dependence ($t$) should be understood as the distance ($r$) dependence of $n_e$, if we assume that the emitted neutrinos are relativistic.

Because the mass states in matter are not eigenstates during the whole evolution, but only for a given moment in time, we call them instantaneous mass eigenstates in matter (or propagation eigenstates). They are related to the flavor eigenstates via:

\[
\begin{pmatrix}
|\nu_e\rangle \\
|\nu_\tau\rangle
\end{pmatrix} = U_m
\begin{pmatrix}
|\tilde{\nu}_1\rangle \\
|\tilde{\nu}_2\rangle
\end{pmatrix} = \begin{pmatrix}
\cos \theta_m & \sin \theta_m \\
-\sin \theta_m & \cos \theta_m
\end{pmatrix}
\begin{pmatrix}
|\tilde{\nu}_1\rangle \\
|\tilde{\nu}_2\rangle
\end{pmatrix},
\]  

(2.86)

where $\theta_m = \theta_m(t)$ varies with time.

Expanding the state vector in both, the instantaneous mass and flavor basis,

\[
|\psi(t)\rangle = a_{\nu_e}(t)|\nu_e\rangle + a_{\nu_\tau}(t)|\nu_\tau\rangle,
\]  

(2.87)

we find for the amplitudes:

\[
\begin{pmatrix}
a_{\nu_e}(t) \\
a_{\nu_\tau}(t)
\end{pmatrix} = U_m
\begin{pmatrix}
a_1(t) \\
a_2(t)
\end{pmatrix}.
\]  

(2.88)

(2.89)

Writing the Schrödinger-like equation (2.73) in a more compact form,

\[
i \partial_t \begin{pmatrix}
a_{\nu_e}(t) \\
a_{\nu_\tau}(t)
\end{pmatrix} = \frac{1}{2E} \begin{pmatrix}
\tilde{m}_1^2 & 0 \\
0 & \tilde{m}_2^2
\end{pmatrix} U_m^\dagger
\begin{pmatrix}
a_{\nu_e}(t) \\
a_{\nu_\tau}(t)
\end{pmatrix},
\]  

(2.90)
and using eq. (2.89) we arrive at the equation:

\[
\begin{align*}
\imath \partial_t \begin{pmatrix} a_1(t) \\ a_2(t) \end{pmatrix} &= \imath \partial_t \begin{pmatrix} U_m^\dagger \, \begin{pmatrix} a_{\nu_e}(t) \\ a_{\nu_\tau}(t) \end{pmatrix} \end{pmatrix} \\
&= \begin{pmatrix} i \left( \partial_t U_m^\dagger \right) \, U_m + \frac{1}{2E} \begin{pmatrix} \tilde{m}_1^2 & 0 \\ 0 & \tilde{m}_2^2 \end{pmatrix} \end{pmatrix} \begin{pmatrix} a_1(t) \\ a_2(t) \end{pmatrix} \\
&= \frac{1}{2E} \begin{pmatrix} \tilde{m}_1^2 & -i2E\dot{\theta}_m(t) \\ i2E\dot{\theta}_m(t) & \tilde{m}_2^2 \end{pmatrix} \begin{pmatrix} a_1(t) \\ a_2(t) \end{pmatrix}.
\end{align*}
\] (2.91)

where \( \dot{\theta}_m(t) \equiv \partial[\theta_m(t)]/\partial t \). Making use of eq. (2.78) and dropping terms proportional to the identity matrix leads us:

\[
\begin{align*}
\imath \partial_t \begin{pmatrix} a_1(t) \\ a_2(t) \end{pmatrix} &= \begin{pmatrix} -\Delta\tilde{m}^2/(4E) & -i\dot{\theta}_m(t) \\ i\dot{\theta}_m(t) & \Delta\tilde{m}^2/(4E) \end{pmatrix} \begin{pmatrix} a_1(t) \\ a_2(t) \end{pmatrix}.
\end{align*}
\] (2.92)

If for a given neutrino energy, the external conditions, such as density and electron fraction, change sufficiently slowly so that the system has enough time to adapt, the off-diagonal elements of the Hamiltonian are small compared to the relevant energy scales of the system. This yields the so-called adiabaticity condition \( |\dot{\theta}_m(t)| \ll |\Delta\tilde{m}^2|/(4E) \).

By computing the eigenvalues of the Hamiltonian, i.e.,

\[
\pm \sqrt{\left( \frac{\Delta\tilde{m}^2}{4E} \right)^2 + \dot{\theta}_m(t)^2} = \pm \sqrt{\left( \frac{\tilde{m}_2^2 - \tilde{m}_1^2}{4E} \right)^2 + \dot{\theta}_m(t)^2},
\] (2.95)

we recognize that the only relevant energy quantity \([37, 69]\) is given by the energy gap \( |\tilde{m}_2^2 - \tilde{m}_1^2|/(2E) \) between the energy levels corresponding to \( \tilde{m}_1^2/(2E) \) and \( \tilde{m}_2^2/(2E) \), respectively. In the adiabatic approximation, the evolution equations for the instantaneous mass eigenstates decouple resulting in two homogeneous linear differential equations of first order. In other words, there are no transitions between mass eigenstates and they propagate independently. As a consequence, we can simply integrate eq. (2.94) and find the solutions:

\[
\begin{align*}
a_1(t) &= a_1(t_0) \exp \left( +i \int_{t_0}^t dt' \frac{\Delta\tilde{m}^2(t')}{4E} \right), \\
a_2(t) &= a_2(t_0) \exp \left( -i \int_{t_0}^t dt' \frac{\Delta\tilde{m}^2(t')}{4E} \right).
\end{align*}
\] (2.96)

We emphasize the fact that also the masses \( \tilde{m}_1 \) and \( \tilde{m}_2 \) become time-dependent. Furthermore, note that during the adiabatic evolution we neglect the derivative \( d\theta_m/dt \), but still take
the variation of the mixing angle \( \theta_m(t) \) with the density into account. Consequently, the amplitudes to find the neutrino in a specific flavor \((e, \tau)\) are:

\[
\begin{align*}
    a_{\nu_e}(t) &= \cos \theta_m a_1(t) + \sin \theta_m a_2(t), \\
    a_{\nu_\tau}(t) &= -\sin \theta_m a_1(t) + \cos \theta_m a_2(t).
\end{align*}
\]  

(2.98)  

(2.99)

If we impose the initial condition where we have only electron neutrinos at \( t = t_0 \),

\[
    a_{\nu_e}(t_0) = 1 \quad \text{and} \quad a_{\nu_\tau}(t_0) = 0,
\]  

(2.100)

we obtain \( a_1(t_0) = \cos \theta_m(t_0) \) and \( a_2(t_0) = \sin \theta_m(t_0) \). This allows us to compute the survival probability of electron neutrinos:

\[
P(\nu_\tau \rightarrow \nu_e)(t) = |a_{\nu_e}(t)|^2
\]  

(2.101)

\[
= \frac{1}{2} \left[ 1 + \cos 2\theta_m(t) \cos 2\theta_m(t_0) \right]
\]  

+ \frac{1}{2} \sin 2\theta_m(t) \sin 2\theta_m(t_0) \cos \left( \int_{t_0}^{t} dt' \frac{\Delta \tilde{m}_2^2(t')}{2E} \right).
\]  

(2.102)

For neutrinos produced in a very dense medium, where we can take \( n_e(t_0) \rightarrow \infty \), the initial neutrino mixing is expected to be \( \theta_m(t_0) = \pi/2 \). On the other hand, the final mixing angle should assume its value in vacuum, \( \theta_m(t) = \theta \), because in practice, the final angle is usually measured by detectors below the Earth’s surface like IceCube [39]. In addition, we note that for realistic experiments, only the probability averaged over the energy spectrum and detection time is relevant and therefore, the last term in eq. (2.102) will vanish:

\[
\langle P(\nu_\tau \rightarrow \nu_e) \rangle = \frac{1}{2} \left[ 1 - \cos 2\theta \right] = \sin^2 \theta.
\]  

(2.103)

This can be understood as follows. In the high density region where \( \theta_m \rightarrow \pi/2 \), the \( |\nu_e\rangle \) is initially produced in the mass eigenstate \( |\tilde{\nu}_2\rangle \) whereas \( |\nu_\tau\rangle \) corresponds to \( -|\tilde{\nu}_1\rangle \). While the matter density decreases in a very slowly manner such that the adiabatic condition is satisfied, the initial neutrino state \( |\nu_e\rangle \) will remain in the same mass eigenstate \( |\tilde{\nu}_2\rangle \) during its propagation through the density gradient. As we arrive in vacuum, we end up with the mass eigenstate \( |\nu_2\rangle \) implying that the probability of finding it there as the electron neutrino is just \( \langle |\nu_e|\tilde{\nu}_2(t)\rangle^2 = \sin^2 \theta \). This is the so-called resonant conversion phenomenon or MSW effect (after Stanislav Mikheyev, Alexei Smirnov and Lincoln Wolfenstein) [70, 71] (for a review, see [69]), which is most effective for a very small mixing angle \( \theta \) leading to almost complete flavor conversions: \( \nu_e \rightarrow \nu_\tau \). In figure 2.5 we qualitatively show this evolution in a diagram of the eigenvalues of \( H^{(m)} \).

Note that far above the resonance, \( V_{cc} \gg \omega \cos 2\theta \), the mass squared value \( \tilde{m}_2^2(V_{cc}) \) depends linearly on \( V_{cc} \) and because of \( V_{cc} \propto n_e \) also linearly on the matter number density \( n_e \) while \( \tilde{m}_1^2 \) becomes independent of \( V_{cc} \). These quantities are also called matter-induced [52] or effective
mass squared values of the $\nu_e$ and $\nu_\tau$, respectively. If we follow these matter-induced values (the blue dashed lines in figure 2.5) beginning in the high density region, we recognize that the value of $\nu_e$ starts higher than that of $\nu_\tau$, but with the decrease of $n_e$, the difference between the two effective values also decreases. At the resonance it is even vanishing. Arriving at very low densities or in vacuum, we see that the value of $\nu_\tau$ has finally overtaken that of $\nu_e$. Note that this phenomenon was identified with avoided level-crossing [73].

![Figure 2.5.](image)

**Figure 2.5.** Eigenvalue diagram of the matter Hamiltonian $H^{(m)}$. The instantaneous mass eigenstates propagate through the density gradient leading to an adiabatic flavor conversion. The red solid lines correspond to the mass squared values of the mass eigenstates, while the blue dashed lines correspond to the effective mass squared values of the $\nu_e$ and $\nu_\tau$, respectively.

The crucial point during this evolution is the validity of the adiabaticity condition $|\dot{\theta}_m(t)| \ll |\Delta \tilde{m}^2|/(4E)$. Note that a larger splitting $\Delta \tilde{m}^2$ at resonance will lead to a more adiabatic flavor evolution [57].

Using eqs. (2.78) and (2.82) with $\theta_m = \theta_m(t)$, $V_{cc} = V_{cc}(t)$ and $\Delta \tilde{m}^2 = \Delta \tilde{m}^2(t)$ we find

$$\dot{\theta}_m(t) = \frac{2E^2 \omega \sin 2\theta}{[\Delta \tilde{m}^2(t)]^2} \dot{V}_{cc}(t) = \sqrt{2} G_F E \frac{\Delta m^2 \sin 2\theta}{[\Delta \tilde{m}^2(t)]^2} \dot{n}_e(t). \quad (2.104)$$

The last equation allows us to express the adiabaticity condition in terms of the oscillation lengths in vacuum, $\lambda \equiv 4\pi E/(\Delta m^2)$ (see also eq. (2.57)), and in matter, $\lambda_m \equiv 4\pi E/(\Delta \tilde{m}^2)$ (cf. [52]):

$$\sqrt{2} G_F |\dot{n}_e(t)| \ll \frac{4\pi^2 \lambda}{\lambda_m^3 \sin 2\theta}. \quad (2.105)$$
However at the resonance point \( t = t_r \), i.e., \( A(t_r) = \Delta m^2 \cos 2\theta \) where the oscillation length \( \lambda_m \) becomes maximal, the adiabaticity condition might be violated. On the resonance we may define the so-called adiabaticity parameter \([32, 52]\)

\[
\gamma \equiv \frac{1}{4E} \left| \frac{\Delta \tilde{m}^2(t)}{\partial t} \right|_{t = t_r} = \frac{\Delta m^2 \sin^2 2\theta}{2E \cos 2\theta} \left[ \frac{n_e(t)}{n_e(t)} \right]^{-1},
\]

where now the adiabaticity condition reads as \( \gamma \gg 1 \). If \( \gamma \) is of \( O(1) \), the off-diagonal matrix elements in eq. (2.94) will no longer be negligible. In this non-adiabatic region a transition between the instantaneous mass eigenstates \( |\tilde{\nu}_1\rangle \) and \( |\tilde{\nu}_2\rangle \) takes place, so the oscillation probabilities will be significantly modified. Before we briefly comment on non-adiabatic flavor transformations, we stress the fact that adiabatic flavor conversion can occur practically without oscillations.

### 2.6.3 Adiabatic flavor transformation

Analogously as shown in [74], we schematically present different conversion patterns that could appear during an adiabatic flavor evolution. In order to simplify the discussion, we focus on a monotonically decreasing matter profile\(^{25}\), but applications to other types of profiles are straightforward. We can differ between three cases:

1. If the initial electron number density \( n_e^i \) strongly exceeds the resonance number density \( n_e^{res} \) (top part of figure 2.6), mixing is initially suppressed. The electron flavor \( \nu_e \) is mainly composed of the matter mass eigenstate \( \nu_{2m} \). When the neutrino goes through the resonance at \( n_e^i \approx n_e^{res} \), the mixing becomes maximal. Far below the resonance number density \( n_e \ll n_e^{res} \), the flavor eigenstate is still mainly composed of \( \nu_{2m} \) (the other matter mass eigenstate \( \nu_{1m} \) gives only a minor contribution), so interference, or with other words, oscillations are practically suppressed. In this case neutrinos undergo a non-oscillatory flavor transition.

   If we consider the limit \( n_e \to 0 \), i.e., if we arrive in vacuum, then \( \nu_{2m} \to \nu_2 \) and we have

   \[
P(\nu_e \to \nu_\nu)(r) = |\langle \nu_e | \nu_\nu(r) \rangle|^2 \quad (2.107)
   \]

   \[
   \approx |\langle \nu_e | \nu_{2m}(r) \rangle|^2 \xrightarrow{n_e \to 0} |\langle \nu_e | \nu_2 \rangle|^2 = \sin^2 \theta.
   \]

   As outlined in [74], deviations from this value point to oscillations.

2. If the electron number density only slightly exceeds the resonance density, the initial mixing is not suppressed. Still, \( \nu_{2m} \) dominates the initial flavor state \( \nu_e \), but in contrast to the first case, the other matter mass eigenstate gives a sufficiently large contribution so that the interference between the two matter mass eigenstates is not negligible. As

\(^{25}\) Here we study the dependence on the distance, rather than on time.
a result, the flavor transformation is due to both, adiabatic resonant conversion and oscillations.

3. If the electron number density is below the resonance density, the resonance region will not be encountered, and hence, only oscillations (which are modified due to matter compared to the vacuum case) are present.

At this point we want to stress, that the results on solar neutrinos obtained by SNO are mainly a consequence of resonant flavor conversion through the MSW mechanism. The measurements are indeed consistent with this picture: As outlined above (point 1), the survival probability for electron neutrinos turns out to be $P_{\text{res}}(\nu_e \rightarrow \nu_e) = \sin^2 \theta_{12} \approx 0.32$, i.e., it is essentially determined by the solar mixing angle $\theta_{12}$. On the other hand, the experimentally obtained value by SNO yields $P_{\text{SNO}}(\nu_e \rightarrow \nu_e) = \phi_{\text{CC}}/\phi_{\text{NC}} = 0.340 \pm 0.023 \text{ (stat.)}^{+0.029}_{-0.031} \text{ (syst.)}$, where $\phi_{\text{CC}}$ corresponds to the charged current contribution which is only sensitive to $\nu_e$ while $\phi_{\text{NC}}$ denotes the neutral current flux of all neutrino flavors. The small deviations between $P_{\text{SNO}}$ and $P_{\text{res}}$ originate from averaged oscillations and from regeneration effects of $\nu_e$ in the Earth matter [76]. The latter effect can be explained as follows. If solar neutrinos are measured at night, they will pass through the Earth before they reach the detector. Since in this case the encountered matter densities are not negligible\(^{26}\), the MSW effect can be efficient. This means that $\nu_{\mu}$ and $\nu_{\tau}$ coming from $\nu_e \rightarrow \nu_{\mu}$ and $\nu_e \rightarrow \nu_{\tau}$ transitions, respectively, can be transformed back to $\nu_e$ (so-called $\nu_e$-regeneration).

The bottom line of the discussion is that the dominant contribution to $P_{\text{SNO}}$ is due the MSW effect and oscillations only play a minor role. Strictly speaking, while Super-Kamiokande has

Figure 2.6.: Pattern of adiabatic flavor conversion in matter.

\(^{26}\) In contrast, during the day neutrinos only pass through a relatively thin layer of Earth crust matter which is located just above the underground detector [39]. The different types of behaviors lead to a so-called day-night asymmetry.
discovered neutrino flavor oscillations, SNO essentially found flavor transformations (which are almost non-oscillatory) due to the MSW effect (for a pedagogical discussion, see [76]).

2.6.4 Non-adiabatic flavor transformation

In what follows we will briefly comment on non-adiabatic flavor evolutions. In section 2.6.2 we inferred from eq. (2.102) the averaged probability

$$\langle P(\nu_e \to \nu_e) \rangle = \frac{1}{2} \left( 1 + \cos 2\theta_m(r) \cos 2\theta \right)$$

(2.109)

which describes the neutrino propagation through matter and the flavor transformation due to the MSW effect. It is valid as long as the adiabatic approximation applies. However, if the latter is not justified one needs to solve the equation of motion directly (usually a numerical treatment becomes necessary\(^{28}\)). Still, there exists an analytical formula for \(\langle P(\nu_e \to \nu_e) \rangle\) that takes into account non-adiabatic effects [77]. Typically such effects become important only in a small region around the resonance location while outside the adiabatic approximation might still hold.

In case where the scale of the off-diagonal elements in eq. (2.94) becomes comparable to that of the diagonal elements (i.e., \(\gamma \approx 1\)), we can describe corrections to the adiabatic approximation by a level crossing, i.e., a flip between instantaneous mass eigenstates \(|\tilde{\nu}_1\rangle \leftrightarrow |\tilde{\nu}_2\rangle\). The probability \(P_c\) for such a crossing takes the form

$$P_c = |\langle \tilde{\nu}_2(r+) |\tilde{\nu}_1(r-) \rangle|^2,$$

(2.110)

where \(r_+ \gg r_{\text{res}}\) and \(r_- \ll r_{\text{res}}\) denote two locations far away from the resonance point located at \(r_{\text{res}}\) and where the adiabatic description holds. The probability for \(\tilde{\nu}_1\) or \(\tilde{\nu}_2\) to remain in its propagation eigenstate is consequently given by \(1 - P_c\) [52].

With these considerations we can “generalize” eq. (2.109) to the Parke formula [77]

$$\langle P(\nu_e \to \nu_e) \rangle = \frac{1}{2} + \left( \frac{1}{2} - P_c \right) \cos 2\theta_m(r) \cos 2\theta,$$

(2.111)

which effectively takes into account non-adiabatic corrections that are hidden in the expression for \(P_c\). An explicit expression for \(P_c\) is usually obtained numerically. In the adiabatic limit (\(\gamma \gg 1\) and \(P_c = 0\)), eq. (2.111) reduces to eq. (2.109).

For narrow resonances one could approximately use a simple analytical function to describe the density profile within the resonance region. This way one can obtain analytical expressions

\(^{27}\) As in the previous section, we consider the dependence on distance, rather than on time. Furthermore we take \(\theta_m(r_0) = \theta\).

\(^{28}\) But for a few matter density profiles the equation of motion can yield exact solutions.
for $P_c$. For linear profiles one finds the so-called Landau-Zener formula \cite{78, 79} (see also Stückelberg (1932) \cite{80}, Majorana (1932) \cite{81})\footnote{Note that this formula is well-known in studies of two-level problems in quantum mechanics and has various fields of applications. In the theory of atomic and molecular collisions it has been studied independently by Landau, Zener, and Stückelberg while Majorana obtained similar results in the context of the dynamics of spin-$\frac{1}{2}$ particles in time-varying magnetic fields. For a discussion of the individual contributions and historical notes, see \cite{82}.}:

$$P_c = \exp \left( -\frac{\pi}{2} \gamma \right).$$

(2.112)

In some practical applications it can already yield a sufficiently accurate approximation.

For a more detailed discussion of non-adiabatic neutrino flavor transformations we refer to \cite{32, 39, 52} and references therein.

### 2.6.5 Numerical calculations

In the following we solve the evolution equation eq. (2.90) for neutrinos propagating in an ordinary matter background. We consider the two-flavor case with $\Delta m^2_{31}$ and $\theta_{13}$ in the normal mass hierarchy. In particular we consider the case when neutrinos are streaming off a supernova core. For this purpose, we use the late-time spectra of the form

$$f_\alpha(E) = N \left( \frac{E}{\langle E \rangle} \right)^\alpha e^{-(\alpha+1)E/\langle E \rangle},$$

(2.113)

$$N^{-1} \equiv \int_0^\infty dE \left( \frac{E}{\langle E \rangle} \right)^\alpha e^{-(\alpha+1)E/\langle E \rangle} = (\alpha + 1)^{-(\alpha+1)}\Gamma(\alpha + 1)/\langle E \rangle,$$

(2.114)

with a parametrization according to table 6, $p = 10$, $q = 3.5$ in \cite{83} which is summarized in table 2.4. Like in \cite{84} and motivated by the neutrino-driven wind studies in \cite{85}, we employ

<table>
<thead>
<tr>
<th>Neutrino species</th>
<th>$\langle E \rangle$ [MeV]</th>
<th>$(L_\nu/10^{51})$ [erg / s]</th>
<th>$\alpha$ []</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\nu_e$</td>
<td>9.4</td>
<td>4.1</td>
<td>5.0</td>
</tr>
<tr>
<td>$\bar{\nu}_e$</td>
<td>13.0</td>
<td>4.3</td>
<td>3.4</td>
</tr>
<tr>
<td>$\nu_x$</td>
<td>15.8</td>
<td>7.9</td>
<td>3.1</td>
</tr>
</tbody>
</table>

**Table 2.4.:** Parametrization for neutrino spectra.

the following baryon-density profile

$$\rho(r) = 10^8\ g\ cm^{-3} \left( \frac{10\ km}{r^3} \right).$$

(2.115)

and set the electron fraction to $Y_e = 0.4$.

The results are presented in figure 2.7, where in the upper panel the matter and vacuum potentials are shown. Here, $\lambda \equiv V_{cc}$ corresponds to the charged current potential for $\nu_e$.
scattering. In the lower panel, we show the energy-dependent electron neutrino survival probabilities. It is evident that the location of the resonances is different for each neutrino energy. To make this even more transparent, we show in figure (2.8), the survival probabilities as a function of the distance and energy. The white line corresponds to the position in the $E-r$ plane where the resonance condition is satisfied. Note that for antineutrinos the resonance condition is not satisfied, because the corresponding matter potential is negative $V_{cc} < 0$.

![Figure 2.7.](image)

Figure 2.7.: The upper panel shows the matter and the vacuum potential for different energies while the lower panel shows the energy-dependent survival probabilities. The results are obtained in the two-flavor approximation and NH.

In figure 2.9, we show $\sin^2(2\theta_{\text{eff}})$, where $\theta_{\text{eff}}$ denotes the effective mixing angle in matter, as function of $\lambda/\omega$. The resonance shape is immediately visible and the resonance width at half maximum\textsuperscript{30} corresponds to $2 \sin(2\theta)$. Similarly, we can give the width in the scale of the potential: $\Delta V = \omega \sin 2\theta$. Furthermore, we show in in figure 2.10, the effective masses, or to be precise, the energy shifts $\tilde{E}_k$ corresponding to the eigenvalues of the propagation Hamiltonian, as function of $\lambda$ showing a similar behavior as in figure 2.5 and explained in section 2.6.2.

\textsuperscript{30} The resonance width at half maximum can be obtained from the relation for the in-medium mixing angle eq. (2.83) and solving $\sin^2(2\theta_m) = 1/2$ for $\lambda/\omega$. A straightforward calculations yields $(\lambda/\omega)_+ = \cos 2\theta \pm \sin 2\theta$ and for the width $(\lambda/\omega)_+ - (\lambda/\omega)_- = 2 \sin 2\theta.$
Figure 2.8.: Electron neutrino survival probability as a function of distance and energy. Adiabatic flavor conversion through the MSW mechanism for two flavors.

Figure 2.9.: Effective mixing angle $\sin^2(2\theta_{\text{eff}})$ as function of the ratio $\lambda/\omega$. 
Figure 2.10.: Energy shifts $\delta \tilde{E}_k$ as functions of the matter potential $\lambda$. 
2.7 Neutrino flavor isospin

"To 'gyre' is go to round and round like a gyroscope."


doi: Lewis Carroll

Through the Looking-Glass, and What Alice Found There (1871)

If we consider the two-flavor case, there exists an elegant geometrical way to describe neutrino oscillations and resonance phenomena. In the following we will make use of the fact that the Pauli matrices together with the identity $\mathbb{1}$ form a complete basis of the vector space $\text{Mat}(2, \mathbb{C})$ of all complex $2 \times 2$ matrices. In particular, every $\mathcal{M} \in \text{Mat}(2, \mathbb{C})$ can be decomposed as

$$\mathcal{M} = \frac{1}{2} \left( \text{tr}[\mathcal{M}] \cdot \mathbb{1} + \sum_{k=1}^{3} \text{tr}[\mathcal{M}\sigma_k] \sigma_k \right)$$

(2.116)

and

$$= \frac{1}{2} \left( \text{tr}[\mathcal{M}] \cdot \mathbb{1} + \mathcal{M} \cdot \sigma \right),$$

(2.117)

where $\mathcal{M} \equiv \text{tr}[\mathcal{M}\sigma] \in \mathbb{R}^3$.

This immediately allows the application on to the problem of neutrino flavor evolution. Let us consider an arbitrary traceless Hamiltonian $H$. Then, we can perform the decomposition of $H = -\frac{1}{2} H \cdot \sigma$, where

$$H := -\text{tr}(H\sigma) = -\begin{pmatrix} 2 \text{Re}(H_{ee}) \\ 2 \text{Im}(H_{ee}) \\ H_{ee} - H_{\tau\tau} \end{pmatrix}.$$  

(2.118)

Essentially this means we can equivalently describe a $(2 \times 2)$-Hamiltonian in terms of a vector which is part of a real, three-dimensional flavor space with basis vectors denoted by

$$\hat{e}^f_x = \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix}, \quad \hat{e}^f_y = \begin{pmatrix} 0 \\ 1 \\ 0 \end{pmatrix}, \quad \hat{e}^f_z = \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix}.$$  

(2.119)

Applied on the vacuum Hamiltonian,

$$H_{\text{vac}} = \frac{\omega}{2} \begin{pmatrix} -\cos 2\theta & \sin 2\theta \\ \sin 2\theta & \cos 2\theta \end{pmatrix},$$

(2.120)

31 Note that the minus sign is only convention.
this yields
\[ H_{\text{vac}} := -\text{tr}(H_{\text{vac}} \sigma) \]  
\[ = \omega \left( \begin{array}{cc} -\sin 2\theta & 0 \\ 0 & \cos 2\theta \end{array} \right) \]  
\[ =: \omega \tilde{H}_{\text{vac}}. \]  

As an interesting fact, we note that since SU(2) is the two-fold covering group of SO(3), the angle between the mass \( \tilde{H}_{\text{vac}} \) and the flavor direction \( \hat{e}_\ell \) corresponds to twice the vacuum mixing angle \( 2\theta \).

Similarly, we consider the matter term
\[ H_{\text{matt}} = \sqrt{2}G_F n_e \begin{pmatrix} 1/2 & 0 \\ 0 & -1/2 \end{pmatrix} \]  
and introduce
\[ H_{\text{matt}} := -\text{tr}(H_{\text{matt}} \sigma) \]  
\[ = V_e \begin{pmatrix} 0 \\ 0 \\ -1 \end{pmatrix} \]  
\[ =: V_e \tilde{H}_{\text{matt}} \]  
with \( V_e \equiv \sqrt{2}G_F n_e \).

Instead of working with SU(2)-spinors
\[ \psi_\nu = \begin{pmatrix} a_{\nu e} \\ a_{\nu \tau} \end{pmatrix}, \]  
or state vectors \( |\psi_\nu\rangle = a_{\nu e} |\nu_e\rangle + a_{\nu \tau} |\nu_\tau\rangle \), where \( a_{\nu \alpha} \in \mathbb{C} \) denotes the amplitude for a neutrino to be in flavor \( \alpha \in \{e, \tau\} \) with \( |a_{\nu e}|^2 + |a_{\nu \tau}|^2 = 1 \), we will work with vectors \( \in \mathbb{R}^3 \). This can be achieved via the mapping
\[ s_\nu := \psi_\nu \sigma \frac{1}{2} \psi_\nu = \langle \psi_\nu | \sigma \frac{1}{2} |\psi_\nu\rangle. \]

What we just introduced is an artificial spin, the so-called neutrino flavor isospin (NFIS)\(^{32}\) [87].

---

\(^{32}\) We note that the formalism is equivalent to the use of polarization vectors (e.g., [86]).
As we will see later, it turns out to be useful to work with flavor density matrices
\[ \rho_{\nu} = \psi_{\nu} \cdot \psi_{\nu}^\dagger = \begin{pmatrix} |a_{\nu e}|^2 & a_{\nu e}^* a_{\nu \tau} \\ a_{\nu e} a_{\nu \tau}^* & |a_{\nu \tau}|^2 \end{pmatrix}. \] (2.130)

They are related to the NFIS via the expectation value
\[ s_{\nu} = \left\langle \left\langle \sigma^2 \right\rangle_{\rho_{\nu}} \right\rangle = \frac{1}{2} \text{tr} \left( \rho_{\nu} \sigma \right) = \frac{1}{2} \left( \begin{array}{c} 2 \text{Re} (\rho_{\nu})_{\tau e} \\ 2 \text{Im} (\rho_{\nu})_{\tau e} \end{array} \right), \] (2.131)
while for antineutrinos we use the following definition:
\[ s_{\bar{\nu}} := \left\langle \left\langle \epsilon^{-1} \sigma^2 \epsilon^{-1} \right\rangle_{\rho_{\bar{\nu}}} \right\rangle = \frac{1}{2} \text{tr} \left( \epsilon \tilde{\rho}_{\bar{\nu}} \epsilon^{-1} \right), \] (2.132)
\[ = \frac{1}{2} \text{tr} \left( \tilde{\rho}_{\bar{\nu}} \epsilon^{-1} \sigma \epsilon \right), \] (2.133)
\[ = - \frac{1}{2} \text{tr} \left( \tilde{\rho}_{\bar{\nu}} \sigma^* \right), \] (2.134)

where \( \epsilon := i \sigma_2 \) and \( \epsilon^{-1} \sigma \epsilon = - \sigma^* \) and
\[ \tilde{\rho}_{\bar{\nu}} = \rho_{\nu}^* = \begin{pmatrix} |a_{\bar{\nu} e}|^2 & a_{\bar{\nu} e}^* a_{\bar{\nu} \tau} \\ a_{\bar{\nu} e} a_{\bar{\nu} \tau}^* & |a_{\bar{\nu} \tau}|^2 \end{pmatrix}. \] (2.135)

With the \( \epsilon \)-transformation we made use of the fact that the \( 2 \)- and the \( \bar{2} \)-representation of SU(2) are equivalent. This has the advantage that the NFISs for both neutrinos and antineutrinos will transform in the same way under rotations and allows us to write the equations of motion on an equal footing. The \( z \)-component of the NFISs for neutrinos and antineutrinos are related to the survival probabilities by
\[ P(\nu_{\alpha} \rightarrow \nu_{\alpha}) = \frac{1}{2} + s_{\nu} \cdot \hat{e}_z, \] (2.136)
\[ P(\bar{\nu}_{\alpha} \rightarrow \bar{\nu}_{\alpha}) = \frac{1}{2} - s_{\bar{\nu}} \cdot \hat{e}_z. \] (2.137)

With other words, if \( s_{\nu} \) points in the \( \pm \hat{e}_z \)-direction, the neutrino is in the \( |\nu_e\rangle (+) \) or \( |\nu_\tau\rangle (-) \) state, respectively. The mass eigenstates \( |\nu_1\rangle \) and \( |\nu_2\rangle \) correspond to a NFIS pointing in the direction \( +\hat{H}_{\text{vac}} \) and \( -\hat{H}_{\text{vac}} \). Note that a maximally mixed state corresponds to \( s_{\nu} \cdot \hat{e}_z = 0 \).

Similarly, the weak eigenstates \( |\bar{\nu}_e\rangle \) and \( |\bar{\nu}_\tau\rangle \) are represented by a NFIS for antineutrinos \( s_{\bar{\nu}} \) pointing in the direction of \( -\hat{e}_z \) and \( +\hat{e}_z \), respectively. Furthermore, we will use the convention that a NFIS with positive (negative) vacuum frequency \( \omega = \Delta m^2/(2E) \) represents a NFIS for neutrinos (antineutrinos). Note that we can associate an effective energy\(^33\) to each NFIS:
\[ E_{\omega}^{\text{eff}} = -s_{\omega} \cdot \hat{H}_{\omega}. \]

\(^33\) This is analogous to a magnetic dipole moment \( m \) in an external magnetic field \( B \). There, the potential energy is given by \( -m \cdot B \), where the minus sign comes from the fact that the dipole tries to align in parallel with \( B \) in order to minimize the potential energy.
Instead of solving the Schrödinger-like equation,
\[ i \frac{d}{dt} \psi_\nu = H \psi_\nu, \] (2.138)
we can equivalently solve a von-Neumann-like equation for the flavor density matrix:
\[ \dot{\rho}_\nu = -i \left[ H, \rho_\nu \right]. \] (2.139)

With the decomposition \( \rho = \frac{1}{2}(1 + s_\nu \cdot \sigma) \) we find
\[ \frac{1}{2} \dot{s}_\nu \cdot \sigma = -\frac{i}{4} [-H \cdot \sigma, s_\nu \cdot \sigma] \] (2.140)
\[ = -\frac{1}{2} \sum_{j,k,l} e_{jkl} H_j s_{\nu,k} \sigma_l \] (2.141)
\[ = -\frac{1}{2} (H \times s_\nu) \cdot \sigma \] (2.142)
and finally we arrive at the equation of motion for the NFIS \( s_\nu \):
\[ \dot{s}_\nu = s_\nu \times H. \] (2.143)

If \( H = H_{\text{vac}} \), the equation of motion describes the precession of \( s_\nu \) around the vacuum mass direction \( \hat{H}_{\text{vac}} \), shown in figure 2.11. Note that this is similar to the precession of a spin in a magnetic field.

\[ \text{Figure 2.11.: NFIS representation of vacuum oscillations.} \]

If we add the matter term, \( H = H_{\text{vac}} + H_{\text{matt}} \), we can obtain a simple geometric picture of adiabatic flavor conversion through the MSW mechanism, visualized in figure 2.12. If we follow an electron neutrino propagating from a high density region to a region of low
density, the NFIS $\nu_{\nu}$ initially points into the direction of the heavy propagation eigenstate $\tilde{\nu}_{2}$, so it is initially antialigned with the effective field $H$ and will precess around $-\hat{H}$. If the matter density is decreasing in such a way that the NFIS stays in its propagation eigenstate (adiabatically), or equivalently, stays antialigned with the effective field $H$, the $z$-component of the NFIS will vanish as soon as $H \cdot \hat{e}_{z} = 0$. This corresponds to an MSW resonance\textsuperscript{34}. Finally in vacuum (or in the low density regime), the NFIS has flipped its direction and is now precessing around the negative vacuum mass direction, $-\hat{H}$, so it is essentially in the $|\nu_{\tau}\rangle$ state.

Furthermore, it is convenient to introduce an effective mixing angle via the relation:

$$H \cdot \hat{e}_{z} = |H| \cos(2\theta_{\text{eff}}),$$

or

$$\cos(2\theta_{\text{eff}}) = \frac{H_{\tau\tau} - H_{ee}}{2 \left( \frac{H_{\tau\tau} - H_{ee}}{2} \right)^{2} + |H_{ee}|^{2}}. \quad (2.145)$$

If the NFIS $s_{\nu}$ and $H$ are aligned and the evolution is adiabatic, then we have $P(\nu_{e} \to \nu_{e}) = (1 + \cos(2\theta_{\text{eff}}))/2$.

We can also introduce an angle $\tilde{\theta}$ between NFIS $s_{\nu}$ and Hamiltonian $H$ which describes the alignment of the NFIS with its effective field:

$$s_{\nu} \cdot H = \frac{1}{2} |H| \cos(2\tilde{\theta}). \quad (2.146)$$

\textsuperscript{34} Note that $H \cdot \hat{e}_{z} = 0$ yields the usual resonance condition: $\omega \cos 2\theta = V_{e}$. 

---

**Figure 2.12.**: NFIS representation of adiabatic flavor conversion through the MSW mechanism.
3.1 Preliminary remarks

Besides neutrino coherent scattering off background particles such as electrons and nucleons, it has been realized that in environments with high neutrino densities such as inside a supernovae, remnants from compact object mergers and stellar collapses, or in the early universe, neutrino coherent forward scattering off neutrinos themselves can play a key role, as first addressed in [63, 88] for supernovae\(^1\). However, those early works were incomplete, in the sense, that they lack an important ingredient, which is crucial for our discussion. This missing piece, namely the fact that coherent neutrino-neutrino scattering produces both flavor diagonal and off-diagonal contributions to the effective neutrino mass differences. The importance of the flavor off-diagonal terms was first pointed out by James Pantaleone [90] and has been considered later in [91], where the first extensive treatment of neutrino flavor transformation in the late time supernova epoch was given. Thereby, the authors made use of the formal approach developed in [92] and provided a more general framework for treating contributions to the neutrino propagation Hamiltonian from neutrino-neutrino forward scattering in the context of the MSW-like neutrino flavor transformations.

To make clear what we mean by flavor off-diagonal contributions we start our introduction by considering the NC scattering of a probe neutrino \(\nu_\alpha\) with flavor \(\alpha\) on background neutrinos \(\nu_\beta\). It can proceed due to \(Z^0\) exchange in the \(t\)- and \(u\)-channels, shown in figure 3.1. While the \(t\)-channel contribution is the same for all neutrino flavors, the \(u\)-channel contribution is flavor dependent: Because we are following a coherent scattering process, there is no exchange of momentum. Instead, we could interpret the \(u\)-channel contribution as an exchange of flavors.

One immediately recognizes that figure 3.1 (left) corresponds to the NC current graph in case of neutrino coherent scattering off ordinary matter, see figure 2.3 (left), when we identify the background fermion \(f(q)\) with a neutrino \(\nu(q)\). Note that this contribution

\(^1\) Actually, the possible relevance of neutrino-neutrino scattering in supernovae was already pointed out in [89]. However, in this work only cross sections were computed and flavor conversion effects were not studied.
is flavor-diagonal, i.e., the same for all neutrino flavors. The crucial part now is that in addition, coherent interactions among neutrinos themselves, to which we refer to as neutrino self-interactions, have an additional exchange contribution corresponding to the \( u \)-channel graph in figure 3.1 (right). As mentioned above, the early works [63, 88] studied the case where \( \alpha = \beta \), with other words, the propagating and the background neutrinos have the same flavor. Later, it was realized [90] that it is crucial to consider the off-diagonal, \( \alpha \neq \beta \), contributions as well. Since coherence requires that the background state remains unchanged, we could interpret the off-diagonal parts, as a flavor-exchange. Due to the fact that neutrinos oscillate, we do not know the state of the background. Note that the situation is now very different from the case where ordinary matter constitutes the background. In the latter, we know the background state and can solve a linear equation to keep track of the neutrino flavor evolution. In the neutrino background case, the problem is intrinsically non-linear and requires a careful treatment. Pantaleone also pointed out the many-body nature of the problem.

\[
\begin{align*}
H_{NC}^{l} & = \frac{G_F}{\sqrt{2}} \sum_{\alpha, \mu, \tau} \bar{\nu}_\alpha \gamma^\lambda (1 - \gamma^5) V_{\alpha \mu} \nu_\mu, \\
\lambda & \in \{ 0, 1, 2, 3 \}.
\end{align*}
\]

where \( \nu_\alpha = (\bar{\nu}_\alpha(x) \) are Dirac (anti)neutrino fields (see also 2.2) and \( \bar{\nu}_\alpha = \nu_\alpha \gamma^0 \). The four-current \( j^\lambda \) reads as

\[
j^\lambda = \frac{G_F}{\sqrt{2}} \sum_{\alpha, \mu, \tau} \bar{\nu}_\alpha \gamma^\lambda (1 - \gamma^5) \nu_\mu, \]

where \( \alpha \in \{ e, \mu, \tau \} \) denotes a flavor index while \( \lambda \in \{ 0, 1, 2, 3 \} \) refers to

\begin{figure}
\centering
\includegraphics[width=\textwidth]{neutral_current_contributions.png}
\caption{Neutral current contributions: \( t \)-channel (left), \( u \)-channel (right).}
\end{figure}

In the next two sections, we want to emphasize why the off-diagonal contributions are indeed required.

### 3.2 Effective theory

For neutrino energies much lower than the mass of the neutral vector boson \( Z^0 (m_{Z^0} \approx 91 \text{ GeV}) \), the effective interaction Hamiltonian density is given by the current-current term

\[
H_{NC}^{l} = -\mathcal{L}_{NC}^{l} = \frac{G_F}{\sqrt{2}} j^\lambda,
\]

where \( \nu_\alpha = (\bar{\nu}_\alpha(x) \) are Dirac (anti)neutrino fields (see also 2.2) and \( \bar{\nu}_\alpha = \nu_\alpha \gamma^0 \). The four-current \( j^\lambda \) reads as

\[
j^\lambda = \frac{G_F}{\sqrt{2}} \sum_{\alpha, \mu, \tau} \bar{\nu}_\alpha \gamma^\lambda (1 - \gamma^5) \nu_\mu, \]

where \( \alpha \in \{ e, \mu, \tau \} \) denotes a flavor index while \( \lambda \in \{ 0, 1, 2, 3 \} \) refers to
a Lorentz index\(^2\). If we use left-handed fields \(\nu_\alpha^L \equiv \frac{1}{2}(1 - \gamma^5)\nu_\alpha\) we can write eq. (3.2) in a more compact form:

\[
\mathcal{H}_{\nu\nu}^{\text{NC}} = \frac{G_F}{\sqrt{2}} \left( \sum_{\alpha = e,\mu,\tau} \bar{\nu}_\alpha^L \gamma^\lambda \nu_\alpha^L \right) \left( \sum_{\beta = e,\mu,\tau} \bar{\nu}_\beta^L \gamma^\mu \nu_\beta^L \right),
\]

Having a closer look on eq. (3.3), we realize that \(\mathcal{H}_{\nu\nu}^{\text{NC}}\) remains invariant under a transformation of the form

\[
\begin{pmatrix}
\nu_\alpha^L \\
\nu_\beta^L \\
\nu_\gamma^L
\end{pmatrix} \mapsto U \begin{pmatrix}
\nu_\alpha^L \\
\nu_\beta^L \\
\nu_\gamma^L
\end{pmatrix},
\]

where \(U \in U(3)\) is in the fundamental representation\(^3\) of the unitary group \(U(3)\). Note that the vector containing the Dirac conjugate fields transforms according to the conjugated representation \(\bar{3}\) of \(U(3)\),

\[
\begin{pmatrix}
\bar{\nu}_\alpha^L \\
\bar{\nu}_\beta^L \\
\bar{\nu}_\gamma^L
\end{pmatrix} \mapsto U^\dagger \begin{pmatrix}
\bar{\nu}_\alpha^L \\
\bar{\nu}_\beta^L \\
\bar{\nu}_\gamma^L
\end{pmatrix},
\]

which is not equivalent to \(3\). The transformation behavior can also be expressed for the individual \(\nu_\alpha\) and \(\bar{\nu}_\alpha\),

\[
\nu_\alpha^L \mapsto \sum_\beta U_{\alpha\beta} \nu_\beta^L,
\]

\[
\bar{\nu}_\alpha^L \mapsto \left( \sum_\beta U_{\alpha\beta} \nu_\beta^L \right)^\dagger \gamma^0 = \sum_\beta \bar{\nu}_\beta^L U_{\alpha\beta}^*,
\]

where we used \((U_{\alpha\beta})^\dagger = U_{\alpha\beta}^*\) in the last step. Using the unitarity relation \(U^\dagger U = 1\), or equivalently,

\[
\delta_{\alpha\beta} = \left( U^\dagger U \right)_{\alpha\beta} = \sum_{\lambda = e,\mu,\tau} \left( U^\dagger \right)_{\alpha\lambda} U_{\lambda\beta} = \sum_{\lambda = e,\mu,\tau} U_{\lambda\alpha}^* U_{\lambda\beta},
\]

\(^2\) We suppressed the Lorentz indices on the fields and use the Einstein summation convention for Lorentz indices.

\(^3\) As a consequence of the group isomorphism \(U(3) \cong U(1) \times SU(3)\), we can decompose every element of \(U(3)\) into a phase factor \(\exp(i\varphi)\) (with \(\varphi \in \mathbb{R}\)) times an element of \(SU(3)\). The fundamental representation \(3_{U(3)}\) of \(U(3)\) is therefore equivalent to \(1_{U(1)} \otimes 3_{SU(3)}\).
we can check the invariance of the Hamiltonian by a straightforward calculation:

\[
\sum_{a=e,\mu,\tau} \overline{\nu}_{aL} \gamma^\lambda \nu_{aL} \mapsto \sum_{a,\rho,\sigma=e,\mu,\tau} \overline{\nu}_{aL}^\rho U_{a \rho}^\sigma \gamma^\lambda \nu_{\sigma L}^a \quad (3.9)
\]

\[
= \sum_{\rho,\sigma=e,\mu,\tau} \overline{\nu}_{\rho L}^\rho \left( \sum_{a} U_{a \rho}^\sigma U_{\sigma a} \right) \nu_{\sigma L}^a \quad (3.10)
\]

\[
= \sum_{a=e,\mu,\tau} \overline{\nu}_{aL} \gamma^\lambda \nu_{aL} \quad (3.11)
\]

Therefore, \( H_{NC}^{\nu \nu} \) possesses a U(3) flavor symmetry.

### 3.3 Hamiltonian

In the following we make a simplified discussion that captures the basic idea behind neutrino self-interactions. We consider the interaction Hamiltonian density for neutral current neutrino-neutrino scattering for two flavors (the extension to three flavors is straightforward):

\[
H_{NC}^{\nu \nu} = \frac{G_F}{\sqrt{2}} \left( \sum_{a=e,\mu} \overline{\nu}_{aL} \gamma^\lambda \nu_{aL} \right) \left( \sum_{\rho=e,\mu} \overline{\nu}_{\rho L} \gamma^\lambda \nu_{\rho L} \right) \quad (3.12)
\]

\[
= \frac{G_F}{\sqrt{2}} \left( \overline{\nu}_{eL} \gamma^\lambda \nu_{eL} \overline{\nu}_{\mu L} \gamma^\lambda \nu_{\mu L} + \overline{\nu}_{\mu L} \gamma^\lambda \nu_{\mu L} \overline{\nu}_{eL} \gamma^\lambda \nu_{eL} + 2\overline{\nu}_{eL} \gamma^\lambda \nu_{eL} \overline{\nu}_{\mu L} \gamma^\lambda \nu_{\mu L} \right) \quad (3.13)
\]

where the last term can be rewritten using a Fierz transformation:

\[
\overline{\nu}_{eL} \gamma^\lambda \nu_{eL} \overline{\nu}_{\mu L} \gamma^\lambda \nu_{\mu L} = \overline{\nu}_{eL} \gamma^\lambda \nu_{\mu L} \overline{\nu}_{\mu L} \gamma^\lambda \nu_{eL} \quad (3.14)
\]

Now we follow a mean field approach\(^4\) and replace the left-handed neutrino currents by background averaged values\(^5\) [93]:

\[
H_{NC}^{\nu \nu} \mapsto \frac{G_F}{\sqrt{2}} \left( 4 \langle \overline{\nu}_{eL} \gamma^\lambda \nu_{eL} \rangle \overline{\nu}_{eL} \gamma^\lambda \nu_{eL} + 4 \langle \overline{\nu}_{\mu L} \gamma^\lambda \nu_{\mu L} \rangle \overline{\nu}_{\mu L} \gamma^\lambda \nu_{\mu L} \right.
\]

\[
+ 2 \langle \overline{\nu}_{eL} \gamma^\lambda \nu_{eL} \rangle \overline{\nu}_{\mu L} \gamma^\lambda \nu_{\mu L} + 2 \langle \overline{\nu}_{\mu L} \gamma^\lambda \nu_{\mu L} \rangle \overline{\nu}_{eL} \gamma^\lambda \nu_{eL} \right)
\]

\[
+ 2 \langle \overline{\nu}_{eL} \gamma^\lambda \nu_{eL} \rangle \overline{\nu}_{\mu L} \gamma^\lambda \nu_{\mu L} + 2 \langle \overline{\nu}_{\mu L} \gamma^\lambda \nu_{\mu L} \rangle \overline{\nu}_{eL} \gamma^\lambda \nu_{eL} \right) + \text{const.} \quad (3.16)
\]

\(^4\) Note that this is similar to the case where the neutral \((V_{NC})\) and charged current potentials \((V_{CC})\) for neutrino coherent scattering off electrons and nucleons were computed.

\(^5\) We made use of the following relation for the background averaged values originating from a four-fermion interaction taking into account the Fermi statistics [93]:

\[
\overline{\psi}_{aL} \gamma^\lambda \psi_{bL} \psi_{cL} \gamma^\lambda \psi_{dL} \rightarrow \langle \overline{\psi}_{aL} \gamma^\lambda \psi_{bL} \rangle \langle \psi_{cL} \gamma^\lambda \psi_{dL} \rangle + \overline{\psi}_{aL} \gamma^\lambda \psi_{bL} \langle \psi_{cL} \gamma^\lambda \psi_{dL} \rangle + \langle \overline{\psi}_{aL} \gamma^\lambda \psi_{dL} \rangle \langle \psi_{bL} \gamma^\lambda \psi_{cL} \rangle + \overline{\psi}_{aL} \gamma^\lambda \psi_{dL} \langle \psi_{bL} \gamma^\lambda \psi_{cL} \rangle
\]

\[
- \langle \overline{\psi}_{aL} \gamma^\lambda \psi_{dL} \rangle \langle \psi_{bL} \gamma^\lambda \psi_{cL} \rangle - \langle \overline{\psi}_{aL} \gamma^\lambda \psi_{dL} \rangle \langle \psi_{bL} \gamma^\lambda \psi_{cL} \rangle \quad (3.15)
\]
This is similar to the case, where we start from the operator identity [94]
\[
\hat{O}_1 \cdot \hat{O}_2 = (\hat{O}_1 - \langle \hat{O}_1 \rangle) (\hat{O}_2 - \langle \hat{O}_2 \rangle) + \langle \hat{O}_1 \rangle \hat{O}_2 + \hat{O}_1 \langle \hat{O}_2 \rangle - \langle \hat{O}_1 \rangle \langle \hat{O}_2 \rangle \tag{3.17}
\]
and apply a Hartree-Fock-like approximation [94]
\[
\hat{O}_1 \cdot \hat{O}_2 \mapsto \langle \hat{O}_1 \rangle \hat{O}_2 + \hat{O}_1 \langle \hat{O}_2 \rangle - \langle \hat{O}_1 \rangle \langle \hat{O}_2 \rangle,
\tag{3.18}
\]
i.e., fluctuations of the observables \(\hat{O}_1\) and \(\hat{O}_2\) around their background averaged values, \(\hat{O}_1 - \langle \hat{O}_1 \rangle\) and \(\hat{O}_2 - \langle \hat{O}_2 \rangle\), are neglected.

In virtue of the Hartree-Fock theory, the first two terms in eq. (3.16) constitute a “Hartree term” while the last two terms account for “exchange interactions” [93]. From \(\mathcal{H}^{\text{NC}}\), we define the following matrix in flavor space:
\[
H_{\nu\nu} = \frac{G_F}{\sqrt{2}} \left( 4\langle v^t_{\text{eL}} v_{\text{eL}} \rangle + 2\langle v^t_{\text{\mu L}} v_{\text{\mu L}} \rangle \right) \frac{2\langle v^t_{\text{\mu L}} v_{\text{eL}} \rangle}{2\langle v^t_{\text{eL}} v_{\text{\mu L}} \rangle} + 2\langle v^t_{\text{\mu L}} v_{\text{eL}} \rangle + 4\langle v^t_{\text{\mu L}} v_{\text{\mu L}} \rangle.
\tag{3.19}
\]
Note that the off-diagonal background averaged values \(\langle v_{\text{eL}}^* v_{\text{\mu L}} \rangle\) and \(\langle v_{\text{\mu L}}^* v_{\text{eL}} \rangle\) lead to flavor-mixing and cannot be set to zero (which would be possible for massless neutrinos) [93].

The constant term,
\[
\text{const} = -\frac{G_F}{\sqrt{2}} \left( \langle v_{\text{eL}}^* v_{\text{eL}} \rangle \langle v_{\text{\mu L}}^* v_{\text{\mu L}} \rangle + 2\langle v_{\text{\mu L}}^* v_{\text{eL}} \rangle \langle v_{\text{\mu L}}^* v_{\text{\mu L}} \rangle \right)
\tag{3.20}
\]
does not appear in the equations of motion\(^7\) and consequently will not contribute to the dynamics. We will neglect it in what follows.

To sketch the basic idea, we follow [95] and consider a homogeneous gas of \(N_{\nu}\) massless neutrinos (with flavor \(e\) and \(\mu\)), described by plane waves, confined in a volume \(V\) and where coherent forward scattering takes place. In this case, only the temporal components of the averaged background four-current are non-vanishing \(\langle J^{\alpha}_{\text{\alpha L}} \rangle \neq 0, \langle J^{\beta}_{\text{\beta L}} \rangle \neq 0\), where \(\alpha, \beta \in \{e, \mu\}\). Since we assume a spatially homogeneous gas, the currents do not depend on position, but only on time. This suggests to replace
\[
\langle v^t_{\alpha} v_{\beta} \rangle (x, t) \mapsto \langle v^t_{\alpha} v_{\beta} \rangle (t) := \frac{1}{V} \int_V d^3x \, \langle v^t_{\alpha} v_{\beta} \rangle (x, t).
\tag{3.21}
\]
If we follow the propagation of the \(i\)th neutrino, the background is given by
\[
\langle v^t_{\alpha} v_{\beta} \rangle (x, t) = \sum_{j \neq i} v^{(j)}_{\alpha} v_{\beta}^{(j)} (x, t),
\tag{3.22}
\]
\(^6\) We assume that fluctuations are sufficiently small compared to the mean values. However, it should be stressed that this assumption needs to be reassessed by going beyond the mean field approximation.

\(^7\) This term only provides a shift of the vacuum energy.
where $\nu^{(j)}_{\alpha}$ corresponds to one of the components of the $j$th neutrino:

$$\nu^{(j)}(x, t) = \begin{pmatrix} \nu^{(j)}_{e} \\ \nu^{(j)}_{\mu} \end{pmatrix}.$$  \hfill (3.23)

with the unitarity relation [95] $|\nu^{(j)}_{e}|^2 + |\nu^{(j)}_{\mu}|^2 = 1/V$. The wave equation which governs the propagation in the gas reads as follows:

$$i \frac{d}{dt} \begin{pmatrix} \nu^{(j)}_{e} \\ \nu^{(j)}_{\mu} \end{pmatrix} = H_{\nu\nu} \begin{pmatrix} \nu^{(j)}_{e} \\ \nu^{(j)}_{\mu} \end{pmatrix},$$  \hfill (3.24)

where the background $H_{\nu\nu}$ induces an effective mass matrix $2E H_{\nu\nu}$ in flavor space. Explicitly, we find

$$H_{\nu\nu} = \sqrt{2} G_F \sum_{j \neq i} \left( \frac{2 |\nu^{(j)}_{e}|^2 + |\nu^{(j)}_{\mu}|^2}{|\nu^{(j)}_{e}|^2 + 2 |\nu^{(j)}_{\mu}|^2} \right) \begin{pmatrix} \nu^{(j)}_{e} & \nu^{(j)}_{\mu}^* \\ \nu^{(j)}_{e}^* & \nu^{(j)}_{\mu} \end{pmatrix},$$  \hfill (3.25)

$$= \sqrt{2} G_F \left\{ \frac{N_\nu - 1}{V} \mathbb{1} + \sum_{j \neq i} \frac{N_\nu}{V} \begin{pmatrix} |\nu^{(j)}_{e}|^2 & \nu^{(j)}_{e} \nu^{(j)}_{\mu}^* \\ \nu^{(j)}_{e}^* \nu^{(j)}_{\mu} & |\nu^{(j)}_{\mu}|^2 \end{pmatrix} \right\},$$  \hfill (3.26)

$$= \sqrt{2} G_F \left\{ \frac{N_\nu - 1}{V} \mathbb{1} + \sum_{j \neq i} \nu^{(j)}_{e} \nu^{(j)}_{\mu}^* \right\}. $$ \hfill (3.27)

From the latter equations, it is apparent that the flavor diagonal contributions correspond to neutrino number densities.

If we now perform an arbitrary U(2)-transformation $\nu^{(j)} \mapsto U^{(j)} \nu^{(j)}$ of all neutrinos $j = 1, \ldots, N_\nu$, we can make the crucial observation that $H_{\nu\nu}$ is form-invariant. Indeed, since we started from an U(2)-invariant theory, any derived description must respect this invariance. However, in earlier studies, only the flavor diagonal contributions were considered. But these will produce off-diagonal components and the U(2)-symmetry is not maintained.

### 3.4 Neutrino flavor transformation: Method

#### 3.4.1 Equations of motion

We just considered a homogeneous ensemble of mixed neutrinos. The latter could be described with the density matrix formalism developed in [92]. However, if we want to investigate settings like supernovae or remnants of merging neutron stars, we have to take into account spatial variations. For this purpose one introduces so-called Wigner distributions:

---

8 These include test and background neutrinos.

9 For introductions, see also [96, 97] and the original work by Eugene Wigner [98].
represented by matrices $\rho(p', x)$ with momentum $p'$ at location $x$ [92]. In flavor space\textsuperscript{10}, these represent generalized occupation number matrices. Attention has to be paid, however, because such a description is only valid if the ensemble’s spatial inhomogeneities are large compared to the relevant scales set by the neutrino de Broglie wavelength\textsuperscript{11} and oscillation length [99]. In this work, we do not consider any possible impact of small scale phase space fluctuations on the ensemble [100]. Furthermore, we restrict our discussion on stationary problems\textsuperscript{12}. Therefore, in the neutrino free-streaming limit and with assuming the system in a stationary state, the spatial evolution of $\rho(p', x)$ obeys the equation of motion at the lowest order [92],

$$v_{p'} \cdot \nabla_x \rho(p', x) = -i \left[ H(p', x), \rho(p', x) \right], \quad (3.28)$$

where

$$H = H_{\text{vac}} + H_{\text{matt}} + H_{\nu\nu} \quad (3.29)$$

denotes the Hamiltonian including the vacuum, matter, and neutrino potentials. Notice that we do not include external forces (such as gravity) acting on neutrinos ($\nabla_v \rho = 0$) and follow neutrinos on straight-line paths. An analogous relation holds for antineutrinos ($\bar{\rho}(p', x)$). For the latter we employ the convention of [92] that ensures that both neutrinos and antineutrinos transform in the same way under SU(3). To be more explicit, $\rho_p$ transforms with the fundamental representation of SU(3), $\rho_p \mapsto U \rho_p U^\dagger$, where we suppressed the flavor indices and where $U \in \text{SU}(3)$. The corresponding matrix for antineutrinos should naturally transform with the conjugate fundamental representation. Here, however, we describe this matrix in the same representation as for neutrinos and consequently recover the same transformation law: $\bar{\rho}_p \mapsto U \bar{\rho}_p U^\dagger$. The reason why we use this convention is that it allows to write the equations of motion for both neutrinos and antineutrinos on an equal footing [86, 92]. Finally, an analogous equation to eq. (3.28) holds for antineutrinos with the replacement $H_{\text{vac}} \mapsto -H_{\text{vac}}$.

On the left hand side of eq. (3.28) one recognizes the drift term of the Liouville-Vlasov operator that is caused by the free streaming of neutrinos propagating with velocity $v_{p'}$. In the following we use the ultra-relativistic approximation\textsuperscript{13} $|v_{p'}| \approx c$.

Before giving the explicit form of terms in eq. (3.29), we make a few remarks regarding eq. (3.28). First, this equation of motion is valid at the mean-field level. However, the most general mean-field approximation includes extra contributions, in particular neutrino-antineutrino pairing correlations and mass corrections [102–107]. The role of these terms still

\textsuperscript{10} If not otherwise stated, we will work in flavor space.

\textsuperscript{11} Recall that the de Broglie wavelength is given by $\lambda_{\text{de Broglie}} = 2\pi \hbar / p$ and corresponds to $\lambda_{\text{de Broglie}} \approx 779$ fm for a 10 MeV neutrino.

\textsuperscript{12} This prescription might be suitable if the emission properties of the source vary on a time scale greater than the relevant timescales of the problem.

\textsuperscript{13} As noted in [101], time-of-flight effects become relevant when neutrinos propagate over large distances and hence, the approximation would not hold anymore and the drift term would gain a more complicated structure. However, the distances studied in this work are sufficiently small so that we can safely use it.
needs to be fully assessed. Second, we only study the limit where coherent forward scattering applies and sharply separate the dense region inside the neutrino surface, where neutrinos are trapped by collisions and the free streaming region. However, it was shown that in the context of core-collapse supernovae, the inclusion of a small backward scattered neutrino flux can affect the flavor evolution significantly [108]. Including these effects in numerical simulations is challenging and beyond the scope of this work. Future efforts along these lines may be necessary.

Now, let us discuss the different terms contributing to the Hamiltonian in eq. (3.29). The first one describes the vacuum term in the flavor basis, i.e.,

\[ H_{\text{vac}} = \frac{1}{2E} \hat{U} \hat{M}^2 \hat{U}^\dagger, \]  

(3.30)

where \( E \approx |p'| \) corresponds to the energy of the neutrino and \( \hat{U} \) denotes the unitary mixing matrix eq. (2.28) which links weak flavor and vacuum mass eigenstates. The quantity \( \hat{M}^2 \equiv \text{diag}[0, \Delta m^2_{21}, \Delta m^2_{31}] \) essentially corresponds to the neutrino mass-squared matrix\(^{14}\), where \( \Delta m^2_{21} \) and \( \Delta m^2_{31} \) denote the mass squared differences. The second term of the Hamiltonian eq. (3.29) takes into account neutrino coherent forward scattering off electrons, see section 2.6. Explicitly, we have

\[ H_{\text{ matt}}(x) = \sqrt{2} G_F n_e(x) \text{diag}[1, 0, 0], \]  

(3.31)

where \( n_e = \rho_{\text{ matt}} Y_e / m_u \) is the electron number density, determined by the matter density \( \rho_{\text{ matt}} \) and electron fraction \( Y_e \).

Similarly, we consider neutrino coherent forward scattering off neutrinos which introduces the non-linear nature of the problem,

\[ H_{\nu\nu}(p', x) = \sqrt{2} G_F \int \frac{d^3p}{(2\pi)^3} \left( 1 - \hat{\mathbf{p}}' \cdot \hat{\mathbf{p}} \right) \left( \rho(p, x) - \bar{\rho}(p, x) \right), \]  

(3.32)

where \( \hat{\mathbf{p}}' = p' / |p'| \) and \( \hat{\mathbf{p}} = p / |p| \) denote unit vectors. In the self-interaction Hamiltonian, the so-called multi-angle term \( 1 - \hat{\mathbf{p}}' \cdot \hat{\mathbf{p}} = 1 - \cos \Theta_{\mathbf{p}'\mathbf{p}} \) reflects the current-current structure of weak interactions in the low-energy limit, cf. eq. (3.1). In particular, this shows the directional dependence and consequently, the anisotropic nature of the neutrino background\(^{15}\).

In eq. (3.32) \( \rho(p, x) \) can be decomposed [110, 111] according to

\[ \frac{d^3p}{(2\pi)^3} \rho(p, x) = \sum_{\alpha=e, \mu, \tau} d \nu_{\alpha}(p, x) \rho_{\nu_{\alpha}}(p, x), \]  

(3.33)

for neutrinos in a differential volume element \( d^3p \) centered at momentum \( p \). A similar relation holds for antineutrinos. In eq. (3.33) we introduced the initial (i.e., at the neutrino surface, denoted by an underline) differential neutrino number density \( d \nu_{\alpha} \) and the single

\(^{14}\) Note that we already subtracted a multiple of the identity matrix which is not relevant for the flavor evolution.

\(^{15}\) In particular, for neutrinos moving on parallel trajectories, this factor prevents forward scattering [109].
density \((3 \times 3)\)-matrices \(\rho_{\nu_\alpha}(p, x)\) for a neutrino with initial flavor \(\alpha\) and momentum \(p\) at position \(x\). For normalization we choose the trace equal to one. The diagonal elements of the single density matrices correspond to the probabilities that a neutrino with initial flavor \(\alpha\) can be found in a particular flavor \(\beta\), i.e., \((\rho_{\nu_\alpha})_{\beta\beta} = P(\nu_\alpha \to \nu_\beta)\), while the (complex-valued) off-diagonal elements describe quantum correlations between different neutrino flavors with the same momentum. An analogous relation holds for antineutrinos.

Using eq. (3.33), eq. (3.32) becomes

\[
H_{\nu\nu}(p', x) = \sqrt{2} G_F \sum_{\alpha=e, \mu, \tau} \left( \int dn_{\nu_\alpha} (1 - \hat{p}' \cdot \hat{p}) \rho_{\nu_\alpha}(p, x) - \int dn_{\bar{\nu}_\alpha} (1 - \hat{p}' \cdot \hat{p}) \bar{\rho}_{\bar{\nu}_\alpha}(p, x) \right). \tag{3.34}
\]

If we follow the flavor evolution of neutrinos along a specific trajectory, we can replace \(v_p \cdot \nabla_x\) by a differential operator \(\partial/\partial r\) along their direction of propagation so that the equations of motion (3.28) for the single density flavor matrices become

\[
\frac{\partial}{\partial r} \rho_{\nu_\alpha}(p', Q_0, r) = -i[H_{\text{vac}} + H_{\text{matt}} + H_{\nu\nu}, \rho_{\nu_\alpha}(p', Q_0, r)], \tag{3.35}
\]

\[
\frac{\partial}{\partial r} \bar{\rho}_{\bar{\nu}_\alpha}(p', Q_0, r) = -i[-H_{\text{vac}} + H_{\text{matt}} + H_{\nu\nu}, \bar{\rho}_{\bar{\nu}_\alpha}(p', Q_0, r)], \tag{3.36}
\]

where \(Q_0\) is the emission point of the neutrinos and \(r = r(x)\) is the distance they have traveled.

### 3.4.2 Comments on symmetries and dimensionality

Because of the non-linear nature of the problem and the anisotropic astrophysical environments, numerically solving flavor evolution problems including neutrino self-interactions requires some assumptions. As will be discussed in detail, one typically assumes that the initial symmetry of the system is maintained. Within this assumption, the flavor evolution of neutrinos in a spherically symmetric environment becomes solvable in the so-called “bulb model” [112], which will be introduced in section 3.5.1. This approach is usually called “multi-angle approximation” when the radial coordinate and the angular variable are retained to specify the neutrino propagation. In contrast, “single-angle approximation”, which was also often used in studying such problems, further assumes that the flavor evolution of neutrinos only depends on the radial coordinate [110]. It was found that in the context of supernovae, the solutions of single-angle and multi-angle approximations can be similar (e.g., [112, 113]) but sometimes different (e.g., [84, 114]). Note that based on the “bulb model”, it was shown that the matter potential can induce kinematical decoherence, suppress flavor conversion, or the flavor instability could be shifted compared to the single-angle case when performing a multi-angle treatment [112].

In the following we comment on the dimensionality of the problem of tracking the neutrino flavor propagation in astrophysical settings. Thereby, we will focus on the neutrino emission from a proto-neutron star (PNS) in the supernovae context for purely illustrative purposes.
We express the dimensionality in terms of phase space dimensions, i.e., in position and momentum space dimensions. The full problem is a 7-dimensional one, i.e., it consists of 1 time dimension, and (3+3) phase space dimensions. The neutrino ensemble, characterized by density matrices, has the following dependencies: \( \rho = \rho(t, r, \Theta, \varphi) \), where we parameterized the position \( x \) and momentum \( p \) variables using spherical coordinates as \( x = x(r, \Theta, \Phi) \) and \( p = p(E, \theta, \phi) \). Here, \( \theta \) and \( \phi \) specify the emission direction while \( \Theta \) and \( \Phi \) specify the emission points on the PNS. Since neutrinos travel approximately with the speed of light, the relevant timescale is much shorter than the evolution of the matter profile\(^\text{16}\). For this reason, we treat the environment as static and neglect the dependence on time. Furthermore, we assume that coherent forward scattering occurs only outside the neutrino surface.

Since we are now considering a static environment, the most general problem is a (3+3)-dimensional and the density matrices depend on the full space and momentum coordinates: \( \rho_\nu(r, E, \theta, \phi, \Theta, \Phi) \). We can reduce the spatial dimensionality to (2+3) by assuming rotational symmetry around the \( z \) axis: \( \rho_\nu(r, E, \theta, \phi, \Theta) \). In this case we get rid of the \( \Phi \)-dependence. However, this problem is still too complex for numerical studies. In addition, if we assume spherical symmetry around the center we can further reduce the dimensionality to (1+3): \( \rho_\nu(r, E, \theta, \phi) \). However, it should be stressed that if neutrinos propagate differently in different \( \phi \)-angles, the initial spherical symmetry can be broken, i.e., the solutions do not necessarily possess the initial symmetry \([115–117]\). For this reason, such kind of model is probably not self-consistent. If we apply the previous assumptions and employ axial symmetry around any radial direction, the dimensionality is (1+2): \( \rho_\nu(r, E, \theta) \). This corresponds to the multi-angle version of the bulb model. Furthermore, if we assume that the flavor evolution does not depend on the trajectory, we end up with a (1+1)-dimensional problem: \( \rho_\nu(r, E) \). This corresponds to the single-angle version of the bulb model\(^\text{17}\). Based on \([119]\) we graphically illustrate in figure 3.2 what we said before.

We stress that three-dimensional supernova simulations indicate large deviations from isotropy and spherical symmetry with respect to the matter profiles and the neutrinos emission, e.g., due to hydrodynamical instabilities like SASI or LESA \([120, 121]\). For completeness, we list some other references were different types of symmetry breaking have been investigated \([122–126]\), see also the reviews \([127, 128]\).

\(^{16}\) Note that the relevant timescale corresponds to the propagation time difference along the pencil of directions. Of course, the conditions on the proto-neutron star surface are quickly changing, but most of the neutrino fluxes are outwardly directed. Indeed, practically one compares the propagation times for a neutrino emitted along the radial direction and tangentially from the surface. Therefore, as long as the differences between these propagation times are small compared to dynamical timescales, the stationary solution should be valid at least for problems where neutrinos are radiated outwardly. Note that the approximation becomes better with increasing distance from the emitting surface.

\(^{17}\) Note that this is equivalent to a homogeneous and isotropic neutrino gas which expands in time \([118]\) (if we replace \( r \) by time \( t \)), e.g., in the context of the early universe.
Figure 3.2.: Dimensionality of the problem (in terms of phase-space dimensions).

(a) (3+3)-dim.

(b) (2+3)-dim.: rotational symmetry around $z$ axis.

(c) (1+3)-dim.: spherical symmetry around the center.

(d) (1+2)-dim.: spherical symmetry around the center and axial symmetry around any radial emission direction. This corresponds to the bulb model (multi-angle case).

(e) (1+1)-dim.: spherical symmetry around the center and axial symmetry around any radial emission direction + assume that flavor evolution does not depend on the trajectory. This corresponds to the bulb model (single-angle case).
3.5 Application to core-collapse supernovae

Supernovae mark the end of a massive star’s evolution ($M \gtrsim 8M_\odot$) which results into an explosion liberating about $10^{53}$ erg of gravitational binding energy. While only 1% of this energy is released as kinetic energy of the ejecta, the major part (99%) streams off in form of neutrinos. Remarkably, the visible light carries just 0.01% of the energy and can outshine the stars of the supernova’s home galaxy [129].

The notion supernova (SN) was established by the pioneers Walter Baade and Fritz Zwicky. In 1934 they already suggested [130, 131] that the source of the enormous amount of energy released in SNe is a result of the gravitational collapse of a star, where the inner part develops to a neutron star. Today this is the accepted model for a type II SN. Note that there are also other types of supernovae, e.g., type Ia SNe occurring in binary systems consisting at least of one white dwarf. So far the explosion mechanism for type Ia SNe is not fully understood, but it is widely assumed that the explosion is due to thermonuclear reactions. For this type, neutrinos only play a minor part in contrast to type Ib, Ic, and type II SNe which are the result of a collapse of a massive star ($M \gtrsim 8M_\odot$) where almost all the energy is released in form of neutrinos. This latter types where the explosion is powered by gravitational energy are referred to as core-collapse supernovae (CCSNe). Depending on the progenitor star mass, CCSNe leave a black hole or a neutron star as a remnant. During the explosion the major part of the energy is released by neutrinos appearing in all types of flavors. The spectra of the emitted neutrinos imprint crucial information about the core collapse, but they can also provide further insights of their own fundamental properties (e.g., neutrino mass hierarchy) [132].

The last supernova in the vicinity of our galaxy was discovered on 24 February 1987 (23:00 UTC) in the Large Magellanic Cloud at a distance of about 50 kpc from the solar system and is denoted by SN1987A. The burst of neutrinos (which lasted less than 13s) was recorded by three neutrino detectors on the Earth [39]:

- Kamiokande-II in Japan,
- Irvine-Michigan-Brookhaven (IMB) detector in the United States of America,
- Baksan Neutrino Observatory (BNO) in Russia.

The observation of neutrinos arising from the SN1987A explosion was a key achievement in both neutrino physics and neutrino astronomy. It provided a strong support for the modern theory of SN explosions and implied that despite the Sun, there exists another cosmic neutrino source.

As a cosmic laboratory for studying fundamental aspects of physics, supernovae provide a rich phenomenology that is crucial for stellar evolution, nucleosynthesis, and neutrino physics. In what follows we will focus on CCSNe, but we will leave the complex details which are explained in the extensive literature, see, e.g., [39, 133–136] and the references given there.
3.5.1 Neutrino bulb model

In this section we briefly describe the so-called bulb model, introduced in [112], which is widely used to follow the neutrino flavor evolution in core-collapse supernovae. The emission geometry is described in figures 3.3 and 3.4. The model assumes spherical symmetry and is characterized by three properties [112]:

1. Neutrinos are emitted uniformly and half-isotropically\(^{18}\) from the surface of the neutrino sphere of radius \(R_\nu\).

2. At any point outside the neutrino sphere, the physical conditions (e.g., baryon density \(n_B\) and temperature \(T\)) depend only on the distance \(r\) from this point to the center of the proto-neutron star.

3. Neutrinos are emitted from the neutrino-sphere in pure flavor eigenstates and with Fermi-Dirac type energy spectra.

We stress that the radius \(R_\nu\) is defined to be the distance where the neutrino radiation field is assumed to be half-isotropic [138] and fixes an inner boundary condition for the flavor evolution. As was pointed out in [138], this definition for the decoupling sphere is not necessarily equivalent to the usual definition of the neutrino sphere, where its radius corresponds to the distance where the optical depth equals\(^{19}\) 2/3. However, with regard to flavor transformations, neutrinos are usually assumed\(^{20}\) to be in a free-streaming regime, because typical onset-radii are much larger than the assumed \(R_\nu\) [138, 140]. Because of this latter fact, it is not necessary to know the exact location of the inner boundary condition [138, 141], which simplifies the discussion enormously. Otherwise we would be forced to solve the full quantum kinetic equations including charged and neutral current collisions [141].

We follow a neutrino leaving the neutrino sphere with momentum \(p\) through an infinitesimal small surface area (the red colored area in figure 3.4):

\[
\text{d}A = R_\nu^2 \sin \Theta \text{d}\Theta \text{d}\Phi,
\]

with an emission angle \(\theta_0\) corresponding to the angle between the normal direction \(\hat{n}\), which is defined to be perpendicular (and pointing outwards the proto-neutron star) to the surface area element and the propagation direction \(\hat{p}\) of the emitted neutrino with momentum \(p\): \(\hat{n} \cdot \hat{p} = \cos \theta_0\). Note that vectors with a “\(^\uparrow\)” denote unit vectors.

---

\(^{18}\) Neutrinos are emitted half-isotropically, i.e., isotropic in the outward radial direction of the surface [137].

\(^{19}\) In the usual definition of the neutrino sphere a value of 2/3 is used. Note, however, that most of neutrinos last scatter in some range, e.g., \(1/3 \leq \tau \leq 1\) [139]. The value 2/3 is usually taken, to incorporate the fact that neutrinos are emitted by some angle (not necessarily radially) [133].

\(^{20}\) This assumption is probably not justified and needs to be re-evaluated.
Figure 3.3.: Schematic overview of the neutrino emission process from the neutrino sphere in the bulb model. The background neutrinos originate from the part of the neutrino sphere located inside the cone with opening angle $\theta_{\text{max}}$. Reproduced and modified from [112].

Figure 3.4.: Three-dimensional view of the emission geometry of the bulb model. Polar angle $\Theta$, azimuthal angle $\Phi$. 
We introduce the differential neutrino number density $d n_{\nu_\alpha}(p)$ at radius $r$ which includes all $\nu_\alpha$ with energy $E = |p|$ propagating within the range of directions $\hat{p} + d\hat{p}$. Explicitly, it turns out to be \cite{112}

$$d n_{\nu_\alpha}(p) = \frac{j_{\nu_\alpha}(E) \cos \theta_0 R_{\nu_\alpha}^2 d(\cos \Theta) d\Phi}{(l - l_0)^2},$$

(3.38)

where $\theta$ and $\phi$ characterize the direction $\hat{p}$ of the neutrino momentum $p$, $l \equiv r \cos \theta$, and $l_0 \equiv R_\nu \cos \theta_0$. Furthermore, $j_{\nu_\alpha}$ corresponds to the neutrino number flux per unit energy per solid angle of neutrinos $\nu_\alpha$:

$$j_{\nu_\alpha}(E) = \frac{L_{\nu_\alpha}}{4\pi^2 R_{\nu_\alpha}^2 \langle E_{\nu_\alpha} \rangle} f_{\nu_\alpha}(E),$$

(3.39)

where $L_{\nu_\alpha}$ denotes the energy luminosity, $\langle E_{\nu_\alpha} \rangle$ the average neutrino energy and $f_{\nu_\alpha}$ corresponds to the normalized energy distribution function for the neutrino $\nu_\alpha$. Note that the geometric factor $\cos \theta_0$ in eq. (3.38) accounts for the fact, that we only follow neutrinos propagating through the area $dA$ in the direction of point $P$, or in other words, we only consider the neutrino beam inside the cone defined by the opening angle $\theta$. By geometric considerations, $d\Theta = d\phi$, and

$$\cos \theta_0 R_{\nu} d\Theta = (l - l_0) d\theta$$

(3.40)

we find

$$d n_{\nu_\alpha}(p) = j_{\nu_\alpha}(E) d(\cos \theta) d\phi,$$

(3.41)

The opening angle $\theta$ is restricted to the interval $[0, \theta_{\max}]$, where $\theta_{\max} = \arcsin(R_\nu/r)$. Note that an equivalent restriction for the emission angle is given by $\theta_R \in [0, \pi/2]$.

The distribution function $f_{\nu_\alpha}$ can be fitted to supernova neutrino transport calculations \cite{142}. Often the distribution function $f_{\nu_\alpha}$ is commonly assumed to be of Fermi-Dirac shape and is described by two parameters $T_\nu, \eta_\nu$:

$$f_{\nu_\alpha}(E_{\nu_\alpha}) = \frac{1}{F_2(\eta_{\nu_\alpha})} \frac{1}{T_\nu^3} \frac{E_{\nu_\alpha}^2}{\exp(E_{\nu_\alpha}/T_\nu - \eta_{\nu_\alpha}) + 1},$$

(3.42)

where we set the neutrino energy $E_{\nu_\alpha} \equiv p$ and $F_2$. In this expression $F_2$ corresponds to the Fermi-Dirac integral of order $k$,

$$F_k(\eta_{\nu_\alpha}) \equiv \int_0^\infty dx \frac{x^k}{\exp(x - \eta_{\nu_\alpha}) + 1},$$

(3.43)
for \( k = 2\), \( T_{\nu} \) denotes the effective temperature at the neutrino sphere and \( \eta_{\nu} \) is the effective degeneracy parameter (also called: pinching parameter)\(^{21}\).

Note that the spectra do not follow perfectly a Fermi-Dirac distribution, but are pinched, i.e., both the low- and the high-energy tails are suppressed with respect to the tails of the Maxwell-Boltzmann spectrum with the same mean energy [32, 39, 53]. This pinching is based on the observation that with increasing radius in a SN, the temperature decreases and hence, neutrinos with higher energies have lower temperatures [32]. There are also other fitting functions (cf. [39]). We just mention another, namely the so-called alpha-fit [53, 143]. This is a two-parameter fit

\[
f_\alpha(E) = N \left( \frac{E}{\langle E \rangle} \right)^\alpha e^{-\alpha \langle E \rangle / \langle E \rangle},
\]

(3.44)

\[
N^{-1} \equiv \int_0^\infty dE \left( \frac{E}{\langle E \rangle} \right)^\alpha e^{-\alpha \langle E \rangle / \langle E \rangle} = (\alpha + 1)^{-(\alpha + 1)} \Gamma(\alpha + 1) \langle E \rangle,
\]

(3.45)

where \( \Gamma \) denotes the gamma function. The parameter \( \alpha \) controls the pinching of the function while \( \langle E \rangle \) denotes the mean energy. The analytical structure of the alpha-fit is simpler than the structure of a Fermi-Dirac like fit while the shapes of both distributions are similar.

### 3.5.2 Single-angle approximation

If we now use the relation

\[
dn_{\nu}(q) = j_{\nu}(q)dE \cos(\theta)d\phi.
\]

(3.46)

with \( d \Theta = \sin(\theta)d\Theta d\phi \), where \( \theta \in [0, \theta_{\text{max}}] \) and \( \phi \in [0, 2\pi] \) and express \( q \) in terms of spherical coordinates, where the direction of \( \hat{q} \) is specified by its polar angle \( \theta \) and azimuthal angle \( \phi \), i.e.,

\[
q' = E \left( \sqrt{1 - \mu'^2} \cos \phi', \sqrt{1 - \mu'^2} \sin \phi', \mu' \right),
\]

(3.47)

with \( \mu' \equiv \cos \theta' \) and \( E \equiv |q'| \), we obtain

\[
H_{\nu\nu} = \sqrt{2} G_F \sum_{\alpha=e,\mu,\tau} \int_0^\infty dE \int_{\mu_{\text{max}}}^{+1} d\mu' \int_0^{2\pi} d\phi \times (1 - \cos \theta) \left( j_{\nu\nu}(E, \mu', \phi') - \tilde{j}_{\nu\nu}(E, \mu', \phi') \right)
\]

(3.48)

with the cosine of the scattering angle \( \theta \) given by

\[
\cos \theta = \mu \mu' + \sqrt{(1 - \mu^2)(1 - \mu'^2)} \cos \phi,
\]

(3.49)

\(^{21}\) The parameters \( T_{\nu} \) and \( \eta_{\nu} \) should be considered as effective parameters, because the spectra are in general not in thermal equilibrium and therefore, the temperature and the degeneracy parameter are not well-defined [83].
where \( \phi \equiv \phi' - \phi \) denotes the azimuthal angle of one neutrino relative to the other.

If we assume cylindrical symmetry around the \( z \) axis, i.e., \( \rho_{\nu_\alpha} = \rho_{\nu_\alpha}(q', \mu') \), we obtain for some arbitrary function \( \xi \) depending on the energy \( E \) and the cosine of \( \vartheta' \) the relation

\[
\int_{\mu_{\text{max}}}^{+1} d\mu' \int_0^{2\pi} d\phi (1 - \cos \theta) \xi(E, \mu') = 2\pi \int_{\mu_{\text{max}}}^{+1} d\mu' (1 - \mu \mu') \xi(E, \mu').
\] (3.50)

In the so-called single-angle approximation [112], it is assumed that the flavor evolution is independent of the trajectory, i.e., \( \rho_{\nu_\alpha} = \rho_{\nu_\alpha}(q') \) and therefore the evolution will not differ from the situation where neutrinos are propagating in radial direction, \( \mu = 1 \). This further simplifies the integration and we obtain the neutrino-neutrino forward scattering part of the Hamiltonian in the single-angle approximation

\[
H_{\nu\nu} = \sqrt{2} G_F 2\pi D(r) \sum_{\alpha = e, \mu, \tau} \int_0^{\infty} dE \left( j_{\nu_\alpha}(E) \rho_{\nu_\alpha}(E) - j_{\bar{\nu}_\alpha}(E) \bar{\rho}_{\nu_\alpha}(E) \right),
\] (3.51)

where the geometric factor

\[
D(r) \equiv \int_{\mu_{\text{max}}}^{+1} d\mu' (1 - \mu')
\] (3.52)

\[
= \frac{1}{2} - \mu_{\text{max}} + \frac{1}{2} \mu_{\text{max}}^2
\] (3.53)

\[
= \frac{1}{2} (1 - \mu_{\text{max}})^2
\] (3.54)

\[
= \frac{1}{2} \left[ 1 - \sqrt{1 - \left( \frac{R_\nu}{r} \right)^2} \right]^2,
\] (3.55)

with the geometric relation \( \mu_{\text{max}} \equiv \cos \theta_{\text{max}} = \sqrt{1 - (R_\nu/r)^2} \) used in the last step, will partially take the angle effect into account\textsuperscript{22} [118]. Note that \( D \) only depends on the ratio \( r/R_\nu \).

### 3.5.3 Collective Modes

Neutrinos streaming off a supernovae core can experience different kinds of collective behaviors [118]. Inside the region where the neutrino number density exceeds the ordinary matter number density, neutrinos experience a collective behavior that is called synchronized oscillations [93, 147]: Neutrinos and antineutrinos of different energy modes couple and oscillate with a common frequency. Necessary for this type of collective behavior, is a domination of the scale set by the neutrino self-interaction potential over all other relevant oscillation scales (due to the vacuum and matter) and an asymmetry between the initial

\textsuperscript{22} Far away from the proto-neutron star, we have \( D(r) \propto r^{-4} \) which is the expected behavior. One factor of \( r^{-2} \) accounts for the geometric dilution of flux [134, 144, 145] while another factor of \( r^{-2} \) originates from the increasing collinearity [144, 146], i.e., \( 1 - \cos \theta \approx (R_\nu/r)^2 \), where \( \theta_{\text{max}} = \arcsin(R_\nu/r) \approx R_\nu/r \) for \( r \gg R_\nu \).
neutrino and antineutrino fluxes [86]. In more realistic settings like core-collapse supernovae, the synchronized regime is expected close to the neutrino emitting surface. Because neutrinos are essentially locked in their flavor states, flavor conversion is suppressed. In figure 3.5 this behavior is shown about a distance of 11 km from the center of the core. The energy-averaged survival probability \( \langle P(\nu_e \rightarrow \nu_e) \rangle \) performs small amplitude oscillations close to 1. Because typical oscillation lengths lie in the centi- or millimeter regime, numerical schemes are often forced to use a high resolution, i.e., one has to choose very small initial step sizes. If we assume that there are no MSW-like resonances, which could in principle be present [148–151], nothing of physical interest is happening.

![Synchronized regime](image)

**Figure 3.5.** Synchronized regime

Farther outside the neutrino sphere, when the strength of the neutrino potential becomes comparable to the vacuum scale, neutrinos and antineutrinos of one flavor can simultaneously convert into neutrinos and antineutrinos of another flavor. This type of mode is called bipolar [86, 87, 152] and is related to an instability in flavor space, triggered by the non-vanishing vacuum mixing.

In the spinning top analogy, the fact that the neutrino self-interaction potential is not sufficiently strong to keep the ensemble synchronized translates in a decrease of the spin due to friction (the self-interaction potential) and the top begins wobbling. Eventually, there will be a complete turn over [153]. Note that in the bipolar regime, there is usually an effect from both precession and nutation while in the synchronized regime there is only precession.

Depending on the mass hierarchy and the initial neutrino fluxes [86, 114, 145, 154], the gyroscopic pendulum is starting in a stable or unstable equilibrium position and always tries to relax to its stable position (the downwards stable position). Only in the case where the pendulum starts in the unstable position, there can be large flavor conversion. In the
stable case, there are only small oscillations around the equilibrium. It is possible to relate this phenomenon with the classical mechanics analogy of a spinning top or a gyroscopic pendulum precessing in an external field [153].

In [140] it was demonstrated that the onset bipolar instability occurs at different positions if one uses a multi-angle instead of a single-angle treatment. To estimate the onset radius of the bipolar instability, performing stability analysis of the linearized equations of motion turned out to be very fruitful [155–157]. Furthermore, in [158] it was recognized by switching into the matter eigenstate basis that the instability is characterized by a sudden change of the matter phase. Note that the latter is associated with the flavor off-diagonal matrix elements of the Hamiltonian.

Finally, after bipolar oscillations have ceased, a phenomenon can arise where two neutrinos can exchange their flavors at some sharp critical energy. This is called spectral split (or spectral swap) of the neutrino spectra. In [159] this effect was identified by an MSW-like resonance in a co-rotating frame. Note that in [160] it was shown that this effect is similar to a magnetic resonance. In the past, the crucial relevance for core-collapse supernovae was immediately understood: If an electron neutrino would swap its flavor with one of the heavier flavors which have a much harder spectrum, this could increase the neutrino heating rate before the shock, and could potentially provide strong explosion energies [161]. But soon it was realized that the large matter densities could suppress the oscillations at least at the mean-field level [162, 163].

3.5.4 Single-angle calculations

We performed numerical single-angle calculations with two- and three flavors in both mass hierarchies. For the three flavor case, we use, e.g., as in [145, 164], the rotated basis \((\nu_e, \nu_x, \nu_y)\) instead of \((\nu_e, \nu_\mu, \nu_\tau)\) by effectively setting the mixing angle \(\theta_{23} = 0\). For the electron number density, we use the profile as in [165]:

\[
n_e(r) = \frac{\rho_{\text{matt},0} Y_e}{m_u} \left( \frac{10 \text{ km}}{r} \right)^3, \tag{3.56}
\]

where \(\rho_{\text{matt},0} = 2 \times 10^8 \text{ g cm}^{-3}\) and \(Y_e = 0.5\). As neutrino sphere radius we take \(R_\nu = 10 \text{ km}\).

Motivated by the studies performed in [83], we choose\(^23\) for the neutrino mean energies \(\langle E_\nu \rangle\) and the luminosities \(L_\nu\) the values listed in table 2.4 and use the alpha-fit function eq. (3.44).

The results show the three distinct regions, synchronized, bipolar and the part, where the MSW effect becomes relevant.

We also compute the fluxes of neutrinos with flavor \(\alpha\) and energy \(E\):

\[
F_{\nu_\alpha}(E, r) = \sum_{\beta=e, \mu, \tau} j_{\nu_\beta}(E) P(\nu_\beta \rightarrow \nu_\alpha)(E, r). \tag{3.57}
\]

\(^23\) This corresponds to \(p = 10\) and \(q = 3.5\) in table 6 in [83].
Figure 3.6.: Single-angle calculations for three flavors in normal (left) and inverted (right panels) mass hierarchy. The top panels show the spectral averaged survival probabilities for neutrinos while the middle panels correspond to antineutrinos, respectively. The blue (red) curves correspond to calculations including (without) neutrino self-interactions. In the bottom panels we show energy-dependent survival probabilities along with the averaged ones including neutrino self-interactions.
Figure 3.7.: Same as figure 3.6 for the two-flavor case.
In figure 3.8, we show these fluxes at a distance of $r = 400$ km for the three- and two-flavor cases. Some of the results show one, two or even no spectral swaps. We shortly discuss the inverted mass hierarchy case (the normal hierarchy case can be treated similarly). In the three-flavor case, there is only one spectral swap between $\nu_e$ and $\nu_x$. In contrast, the two-flavor case shows two spectral splits, one at lower energies ($\simeq 5$ MeV), which is similar to the two-flavor case, and another one at higher energies ($\simeq 21$ eV). In the case of antineutrinos, both for two and three flavors, the $\bar{\nu}_e$ swaps are not complete and $\bar{\nu}_e$ mix partially with $\nu_y$. As described in [165], the two-flavor approximation can lead to “artificial” instabilities and one really should use a three-flavor scheme. From the observational point of view, the occurrence of spectral splits has important consequences, since the detection of a split occurring at higher energies could in principle be measurable$^{24}$.

$^{24}$ Note that typical cross sections scale with $E_\nu^2$. 
Figure 3.8.: Single-angle calculations for three (top panels (a) and (b)) and two (bottom panels (c) and (d)) flavors in normal (left panels) and inverted (right panels) mass hierarchy. The panels show the fluxes at the neutrino sphere and at a distance 400 km.

(a) Normal hierarchy.
(b) Inverted hierarchy.
(c) Normal hierarchy.
(d) Inverted hierarchy.
3.5.5 General comments

In case of an isotropic neutrino gas, the angular factor $1 - \cos \theta_{pq}$ averages to zero, but in realistic settings neutrinos are usually emitted non-isotropically from the source so that effectively neutrinos propagating on different trajectories possess a different refractive index leading to multi-angle effects. While in case of an isotropic neutrino gas collective flavor oscillations would arise due to self-induced effects, this is not necessarily the case for an anisotropic gas. The multi-angle effects sometimes lead to flavor decoherence, where an equilibration among electron and non-electron (anti)neutrinos fluxes results [141, 155, 166]. The role of dense matter in the development of self-induced flavor conversions was studied in [162] and it turned out that self-induced effects are less sensitive to matter when the number densities fulfill the condition $n_{\nu_e^-} - n_{\nu_e^+} \ll n_{\bar{\nu}_e} - n_{\bar{\nu}_e}$. More general, it was realized that the coherent flavor evolution is subject to an instability in flavor space and results in kinematical decoherence in case of a sufficiently small (or vanishing) asymmetry between neutrino and antineutrino number densities. In contrast, a sufficiently large asymmetry can maintain the coherence and in some cases multi-angle angle calculations show a behavior similar to what is obtained in single-angle calculations [113].

Note that if the system under consideration is isotropic, the matter potential will have the same effect on all angular modes and one can transform into a rotating frame such that the matter term is removed\(^{25}\). In contrast, in an anisotropic system the matter term is also affected by multi-angle effects and one is not allowed to remove the matter term. The multi-angle matter effects [132] will lead to a wide dispersion between different neutrino momentum modes. As a consequence, this means that if $n_{\nu_e^-} - n_{\nu_e^+} \gg n_{\bar{\nu}_e} - n_{\bar{\nu}_e}$, self-induced conversion effects are suppressed [162]. In the case of $n_{\nu_e^-} - n_{\nu_e^+} \sim n_{\bar{\nu}_e} - n_{\bar{\nu}_e}$, multi-angle matter effects could lead to decoherence.

Using hydrodynamics simulations and spherically symmetric one-dimensional models, it has been realized in schematic studies that at relatively early times in case of iron-core supernovae, the dominating matter will block the occurrence of self-induced flavor conversion effects while for lower mass stars with O-Ne-Mg cores there is no complete matter suppression and at least partial flavor conversion effects are found [138, 167–170]. If indeed collective flavor conversion effects are suppressed due to the high matter density, e.g., during the accretion phase for iron-core supernovae, flavor conversions due to the MSW effect are still possible which eases the analysis. This simplifies the problem in the sense that neutrino flavor conversion and neutrino transport can be separated and we can extract information on the neutrino mass hierarchy by detection of the neutrino signal. Self-induced flavor transformations can still be relevant during the cooling phase, since the matter potential decreases and becomes small compared to the neutrino potential.

\(^{25}\) Then, the only effect of matter which would be recognizable, is a suppression of the effective (in-matter) mixing angle if we work in the single-angle approximation.
3.6 Neutrino flavor isospin revisited

In order to describe neutrino self-interactions in the NFIS formalism, we introduce the total NFIS via \[ S := \int_{-\infty}^{+\infty} d\omega \, f_{\omega} s_{\omega}, \tag{3.58} \]

where \( f_{\omega} \) denotes the normalized neutrino distribution function:

\[ \int_0^{+\infty} d\omega \, f_{\omega} = 1. \tag{3.59} \]

The vector accounting for neutrino self-interactions can then be written as \(-2\mu S\), where \( \mu \equiv \sqrt{2} G_F n_{\nu} \) describes the interaction strength and \( n_{\nu} \) denotes the total neutrino number density.

Taking into account the previous experience with adiabatic flavor conversion in ordinary matter (see sections 2.6.2, 2.6.3, and 2.7), we can apply the same picture in the presence of neutrino self-interactions. If the matter and neutrino number densities change only sufficiently slowly during the evolution, then the NFIS \( s_{\omega} \) should keep its initial alignment with the Hamiltonian vector \( H_{\omega} \) such that

\[ s_{\omega} = \frac{\epsilon_{\omega} H_{\omega}}{H_{\omega}}, \tag{3.60} \]

where \( \epsilon_{\omega} = +1 (−1) \) indicates the (anti-) alignment of the NFIS. If eq. (3.60) is multiplied by \( f_{\omega} \) and integrated over \( \omega \), then one obtains an equation that can be solved self-consistently:

\[ S = \frac{1}{2} \int_{-\infty}^{+\infty} d\omega \, f_{\omega} \epsilon_{\omega} s_{\omega}. \tag{3.61} \]

It turns out [151] that if \( H_{\text{matt}} \neq 0 \), the \( y \)-component of the total NFIS vanishes \( S_y = 0 \).

3.7 Matter-neutrino resonances

In this section we want to investigate the phenomenon of so-called matter-neutrino resonances (MNR). For this purpose, we will first focus on simple toy model studies, before we explore the occurrence of MNR in a more realistic setting, namely in a binary neutron star merger remnant, which is one of the purposes of this work.

3.7.1 Two-flavor discussion

In order to simplify the discussion we restrict ourselves to the two-flavor case. We consider a propagation Hamiltonian \( H = H_{\text{vac}} + H_{\text{matt}} + H_{\nu\nu} \) which includes a vacuum part...
(H_{	ext{vac}}), a contribution that accounts for coherent neutrino forward scattering off electrons, positrons, nucleons (H_{\text{matt}}), and neutrinos (H_{\nu\nu}). Such a Hamiltonian is particularly suited for astrophysical settings.

For rendering the physics more transparent, we write the Hamiltonian in its traceless form. Explicitly, the individual contributions are given by eq. (2.47) for the vacuum term, eq. (2.71), $H_{\text{matt}} = \text{diag}(V_e, -V_e)/2$, where $V_e = V_{CC}$ corresponds to the refractive energy shift between $\nu_e$ and $\nu_\tau$ due to coherent scattering off ordinary background particles. For the traceless part of the neutrino self-interaction Hamiltonian, we introduce the notation

$$
\frac{1}{2} \begin{pmatrix} V_{\nu\nu} & V_{\nu\tau}^* \\ (V_{\nu\tau}^*)^* & -V_{\nu\nu} \end{pmatrix} := H_{\nu\nu} - \frac{1}{2} \text{tr} H_{\nu\nu}
$$

(3.62)

$$
= \frac{1}{2} \begin{pmatrix} (H_{\nu\nu})_{ee} - (H_{\nu\nu})_{\tau\tau} & (H_{\nu\nu})_{e\tau} \\ (H_{\nu\nu})_{\tau e}^* & (H_{\nu\nu})_{\tau\tau} - (H_{\nu\nu})_{ee} \end{pmatrix}
$$

(3.63)

Finally the traceless Hamiltonian takes the form

$$
H = \frac{1}{2} \begin{pmatrix} -\omega \cos 2\theta + V_e + V_{\nu\nu} & \omega \sin 2\theta + V_{\nu\nu}^* \\ \omega \sin 2\theta + (V_{\nu\nu}^*)^* & \omega \cos 2\theta - V_e - V_{\nu\nu} \end{pmatrix}.
$$

(3.64)

Since $H$ is Hermitian, there exists a matrix $\tilde{U} \in SU(2)$ such that the unitary transformation $U^\dagger H U$ diagonalizes the Hamiltonian. The eigenvalues of $H$ are given by $\pm \tilde{\omega}/2 := \Delta m^2/(4E)$ with

$$
\frac{\Delta m^2}{2E} = \sqrt{(\omega \cos 2\theta - V_e - V_{\nu\nu})^2 + |\omega \sin 2\theta + V_{\nu\nu}^*|^2}
$$

(3.65)

and we find

$$
\tilde{U}^\dagger H \tilde{U} = \frac{\tilde{\omega}}{2} \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix}.
$$

(3.66)

Since, $U$ links flavor and propagation eigenstates,

$$
\begin{pmatrix} |\nu_e\rangle \\ |\nu_\tau\rangle \end{pmatrix} = \tilde{U} \begin{pmatrix} |\tilde{\nu}_1\rangle \\ |\tilde{\nu}_2\rangle \end{pmatrix},
$$

(3.67)
we are interested in having an explicit form of $\tilde{U}$. Note that a general element $\tilde{U} \in SU(2)$ can be expressed in the following form\footnote{For a Hermitian matrix $H$ we can always introduce two angles $\tilde{\theta}$ and $\phi$ associated with the matrix elements $H_{\alpha\beta}$ (see e.g., [171]):

\begin{align}
\tan 2\tilde{\theta} &= \frac{2|H_{\text{el}}|}{H_{ee} - H_{\tau\tau}}, \quad 0 \leq \tilde{\theta} < \pi, \\
H_{\text{el}} &= |H_{\text{el}}|e^{|i\phi|}, \quad 0 \leq \phi < 2\pi,
\end{align}

where $\phi$ corresponds to the argument of the complex quantity $H_{\text{el}}$.} [172]:

$$
\tilde{U} = \begin{pmatrix}
e^{i\alpha} \cos \tilde{\theta} & e^{i\beta} \sin \tilde{\theta} \\
e^{-i\beta} \sin \tilde{\theta} & e^{-i\alpha} \cos \tilde{\theta}
\end{pmatrix},
$$

(3.70)

where $\alpha, \beta \in \mathbb{R}$ are time and / or space and medium dependent phases. Making use of this expression, we transform back to the flavor basis:

$$
\hat{H} = \frac{\hat{\omega}}{2} \tilde{U} \begin{pmatrix}-1 & 0 \\
0 & 1\end{pmatrix} \tilde{U}^\dagger = \frac{\hat{\omega}}{2} \begin{pmatrix}-\cos 2\tilde{\theta} & e^{i\phi} \sin 2\tilde{\theta} \\
e^{-i\phi} \sin 2\tilde{\theta} & \cos 2\tilde{\theta}\end{pmatrix},
$$

(3.71)

where we set $\phi := \alpha + \beta$.

If we re-define the propagation eigenstates by absorbing phase factors (and not changing the notation),

$$
|\tilde{\nu}_1\rangle \mapsto e^{i\alpha} |\tilde{\nu}_1\rangle
$$

(3.72)

$$
|\tilde{\nu}_2\rangle \mapsto e^{-i\alpha} |\tilde{\nu}_2\rangle
$$

(3.73)

we obtain the relation:

$$
\begin{pmatrix}
|\nu_e\rangle \\
|\nu_\tau\rangle
\end{pmatrix} = \begin{pmatrix}
\cos \tilde{\theta} & e^{i\phi} \sin \tilde{\theta} \\
-e^{-i\phi} \sin \tilde{\theta} & \cos \tilde{\theta}
\end{pmatrix} \begin{pmatrix}
|\tilde{\nu}_1\rangle \\
|\tilde{\nu}_2\rangle
\end{pmatrix}.
$$

(3.74)

We remind that if neutrinos propagate in a neutrino background, the neutrino self-interactions will produce a complex flavor off-diagonal potential $V_{\nu\nu}^{e\tau}$.

Comparing the elements of both forms of the Hamiltonian $H$, eqs. (3.64) and (3.71), we find the following relationship:

$$
e^{i\phi} \tan(2\tilde{\theta}) = \frac{\omega \sin(2\tilde{\theta}) + V_{\nu\nu}^{e\tau}}{\omega \cos(2\tilde{\theta}) - V_e - V_{\nu\nu}}.
$$

(3.75)

Since $H_{e\tau} = |H_{e\tau}|e^{i\phi}$ and $\tan \phi = \Im(H_{e\tau})/\Re(H_{e\tau})$ we can write:

$$
\tan \phi = \frac{\Im(V_{\nu\nu}^{e\tau})}{\omega \sin(2\tilde{\theta}) + \Re(V_{\nu\nu}^{e\tau})}.
$$

(3.76)
It is now straightforward to write down the resonance conditions:

\[ \omega \cos(2\theta) = V_e + V_{\nu\nu}, \]  
\[ \omega \sin(2\theta) = -\Re(V^*_{\nu\nu}). \]  

(3.77)  

(3.78)

At resonance (condition (3.77)), there will be maximal mixing, i.e., \( \bar{\theta} \big|_{\text{res}} = \pi/4 \). Note that if this condition is met and \( V_e + V_{\nu\nu} > 0 \), then there will be a resonance for a neutrino while if \( V_e + V_{\nu\nu} < 0 \) an antineutrino will encounter a resonance.

The possibility that \( V_e + V_{\nu\nu} \approx 0 \) was first mentioned in [91], but was not further investigated. This study was concerned with the neutrino evolution in core-collapse supernovae, but as long as only active neutrinos are involved, the condition above is not met\(^{27}\). Different from the core-collapse supernovae case, the aftermath of compact object mergers provide a natural environment where \( V_e + V_{\nu\nu} \approx 0 \) can be fulfilled. Because near the neutrino surface the electron antineutrino fluxes exceed the electron neutrino fluxes, the neutrino self-interaction potential is initially negative. The condition above gives rise to a resonance phenomenon, so-called matter-neutrino resonances (MNR). The first numerical work that encountered such resonances was done in the context of collapsars [173] and subsequent works also found them in compact object mergers [26, 174–176], which we will discuss in the next chapter. In order to capture the essential physics behind the MNR, we study a simple toy model in what follows. For a broader discussion, see [174, 177, 178].

### 3.7.2 Analytical formulas

In the following we consider a monoenergetic two-flavor system, initially consisting of only \( \nu_e \) and \( \bar{\nu}_e \). We introduce a neutrino asymmetry parameter \( \alpha \equiv n_{\bar{\nu}_e}/n_{\nu_e} \) which is the ratio of electron antineutrino number density over electron neutrino number density. Since we are facing a two-flavor problem, it is convenient to employ the NFIS formalism. Positive frequencies correspond to neutrinos while negative frequencies correspond to antineutrinos. The equations of motion can then be formulated as

\[ s_{\pm\omega_0} = \hat{s}_{\pm\omega_0} \times \hat{H}_{\pm\omega_0}' \]  

(3.79)

where we fixed \( \omega_0 \in \mathbb{R}_{>0} \) and removed the test neutrino contributions from the self-interaction Hamiltonians:

\[ \hat{H}'_{\pm\omega_0} := \omega_0 \hat{H}_{\nu e} - V_e \hat{e}_z^f - 2\mu \alpha s_{-\omega_0}, \]  

(3.80)

\[ \hat{H}'_{\pm\omega_0} := -\omega_0 \hat{H}_{\nu e} - V_e \hat{e}_z^f - 2\mu s_{\omega_0}. \]  

(3.81)

\(^{27}\) The situation is different if sterile neutrinos are incorporated.
If initially $\mu > V_e \gg \omega_0$, the NFISs $s_{\pm\omega_0}$ are initially aligned with the corresponding Hamiltonians $H'_{\pm\omega_0}$ and the adiabatic solution is described by
\[ s_{\pm\omega_0} = \frac{1}{2} \frac{H'_{\omega_0}}{|H'_{\omega_0}|}, \tag{3.82} \]
with $s_{\pm\omega_0} \cdot \hat{e}_y = 0$. Within the resonance region, we can obtain an approximative expression for the survival probabilities if $V_e \gg \omega_0$. If we neglect the vacuum contributions in the effective field, we find
\[ s^f_{\omega_0,z} = s_{\omega_0} \cdot \hat{e}_z = \frac{1}{2} \frac{H'_{\omega_0}}{|H'_{\omega_0}|} \tag{3.83} \]
\[ = -\frac{1}{2} \frac{V_e + 2\mu \alpha s^f_{-\omega_0,z}}{\sqrt{V_e^2 + \mu^2 \alpha^2 + 4\mu \alpha V_e s^f_{-\omega_0,z}}} \tag{3.84} \]
At resonance we have $H_{\omega_0} \cdot \hat{e}_z = 0$ which is equivalent to $V_e + 2\mu(s^f_{\omega_0,z} + \alpha s^f_{-\omega_0,z}) = 0$ or $2\mu \alpha s^f_{-\omega_0,z} = -V_e - 2\mu s^f_{\omega_0,z}$ if we ignore the vacuum contribution. Then it follows:
\[ s^f_{\omega_0,z} \approx s^f_{\omega_0,z} \sqrt{\mu^2 \alpha^2 - 4\mu V_e s^f_{\omega_0,z} - V_e^2} \tag{3.85} \]
and consequently
\[ s^f_{\omega_0,z} \approx \frac{\mu^2(\alpha^2 - 1) - V_e^2}{4\mu V_e}. \tag{3.86} \]
The $\nu_e$ survival probability is then given by $P(\nu_e \rightarrow \nu_e) = \frac{1}{2} + s^f_{\omega_0,z}$. Similarly we can find such an approximative expression for antineutrinos
\[ s^f_{-\omega_0,z} = s_{-\omega_0} \cdot \hat{e}_z = \frac{1}{2} \frac{H'_{\omega_0}}{|H'_{\omega_0}|} \tag{3.87} \]
\[ \approx -\frac{1}{2} \frac{V_e + 2\mu s^f_{-\omega_0,z}}{\sqrt{V_e^2 + \mu^2 + 4\mu V_e s^f_{-\omega_0,z}}} \tag{3.88} \]
At resonance we infer from the expression above that $2\mu s^f_{\omega_0,z} = -V_e - 2\mu \alpha s^f_{-\omega_0,z}$ leading to
\[ s^f_{-\omega_0,z} \approx s^f_{-\omega_0,z} \sqrt{\mu^2 - 4\mu \alpha V_e s^f_{-\omega_0,z} - V_e^2} \tag{3.89} \]
Finally we arrive at
\[ s^f_{-\omega_0,z} \approx -\frac{\mu^2(\alpha^2 - 1) + V_e^2}{4\mu \alpha V_e}. \tag{3.90} \]
and the $\bar{\nu}_e$ survival probability is expressed as $P(\bar{\nu}_e \rightarrow \bar{\nu}_e) = \frac{1}{2} - \bar{s}_{\nu_0,z}^f$.

Note that the expressions eqs. (3.86) and (3.90) agree with the ones derived in [174], but in contrast, we did not assume $s_{\nu_0,y}^f + \alpha s_{\nu_0,y}^f \approx 0$ and $s_{\nu_0,x}^f + \alpha s_{\nu_0,x}^f \approx 0$. In fact it can be shown that the $y$-component of the total NFIS $S$ always vanishes in the flavor (and vacuum mass) basis if $V_e \neq 0$ [151]. On the other hand, one can determine $S_x^f$ and $S_z^f$ algebraically from the self-consistent equation:

$$S = \int_{-\infty}^{\infty} d\omega \epsilon_\omega f_\omega \frac{H_\omega}{|H_\omega|}. \quad (3.91)$$

For the sake of completeness we also mention the full expression which includes the vacuum contributions (for the neutrino case only):

$$s_{\nu_0,x}^f = \frac{\mu^2(\alpha^2 - 1) - \bar{V}_e^2 + \omega_0 \cos(2\theta) V_e + 2 \omega_0 \mu \alpha \sin(2\theta) s_{\nu_0,x}^f}{2\mu(2\bar{V}_e + \omega_0 \cos(2\theta))}. \quad (3.92)$$

### 3.7.3 Numerical calculations

Like in [174] we choose $\alpha = 4/3$, $V_e = 1000 \omega_0$, and $\mu(r) = 10000 \omega_0 e^{-r \omega_0/10}$. We solve eqs. (3.80) and (3.81) and plot the resulting survival probabilities (denoted as “numerical” solution) in the top panel of figure 3.9. In addition, we show the probabilities predicted by the analytical estimate eqs. (3.86) and (3.90) (denoted as “approximative” solution). We also present the solutions obtained by solving eq. (3.91) algebraically (in figure 3.9 we refer to it as “adiabatic” solution). In the bottom panel of figure 3.9 we present the background potentials which include the flavor evolution obtained by solving eqs. (3.80) and (3.81), and eq. (3.91), respectively.

Note that while the adiabatic solution agrees well with the numerical one, the analytical estimate gives only a good approximation in the resonance regime. Indeed, if we show a more extended region, one can see how the analytical solution diverges (figure 3.10).

Furthermore, we can give an estimate of the transition length as in [174]. At resonance $r_{\text{res}}$, we have approximately $V_e(r_{\text{res}}) + V_{\nu\nu}(r_{\text{res}}) \approx 0$ and after flavor conversion ceased at $r_{\text{final}}$ we have $V_e(r_{\text{res}}) + V_{\nu\nu}(r_{\text{res}}) \approx 0$. Written explicitly we have:

$$10^3 \omega_0 + 10^4 \omega_0 e^{-\omega_0 r_{\text{res}}/10}(1 - \alpha) \approx 0, \quad (3.93)$$
$$10^3 \omega_0 - 10^4 \omega_0 e^{-\omega_0 r_{\text{final}}/10}(1 + \alpha) \approx 0. \quad (3.94)$$

Solving these equations for $r_{\text{res}}$ and $r_{\text{final}}$ we find

$$r_{\text{res}} = \frac{10}{\omega_0} \ln \left( \frac{\alpha - 1}{10} \right), \quad (3.95)$$
$$r_{\text{final}} = \frac{10}{\omega_0} \ln \left( \frac{1 + \alpha}{10} \right). \quad (3.96)$$
Figure 3.9.: Comparison of numerical solution, the approximation used in [174] and the adiabatic solution. We employed $\alpha = 4/3$, $V_e = 1000 \omega_0$, and $\mu(r) = 10000 \omega_0 e^{-r/\omega_0/10}$. 

$$P(\nu_e \rightarrow \nu_e)$$

$$\nu_e \text{ (num)}$$  $$\nu_e \text{ (approx)}$$  $$\nu_e \text{ (adiab)}$$

$$\bar{\nu}_e \text{ (num)}$$  $$\bar{\nu}_e \text{ (approx)}$$  $$\bar{\nu}_e \text{ (adiab)}$$

$$\left( V_e + 2 \mu S_f z \right) / \omega_0 \text{ (num)}$$

$$\left( V_e + 2 \mu S_f z \right) / \omega_0 \text{ (adiab)}$$
As an estimate for the transition length we obtain

$$\delta r \approx r_{\text{final}} - r_{\text{res}} \approx \frac{10}{\omega_0} \ln \left( \frac{1 + \alpha}{\alpha - 1} \right) \approx 19.5 \omega_0^{-1}. \quad (3.97)$$

We recognize that this agrees with what we observe in figure 3.9. Furthermore, in figure 3.11 we also present the resonance curve, i.e., \( \sin^2(2\theta_{\text{eff}}) \), where \( \theta_{\text{eff}} \) denotes the effective in-medium mixing angle. It becomes evident that while the effective mixing angle becomes maximal for neutrinos, it is not the case for antineutrinos.

![Graph](image)

**Figure 3.10.** Same as upper panel of figure 3.9, but for an extended region in order to make the deviations of the approximative solution transparent.

In figure 3.12 we present another calculation with \( \alpha = 4/3, V_e = 10 \omega_0, \) and \( \mu(r) = 100 \omega_0 e^{-r \omega_0/20} \) as in [177]. Here, again, it is apparent that the adiabatic solution gives a better approximation than the analytical estimate.

While the latter MNR are called standard MNR [174, 175]), there is also another kind of MNR, called symmetric MNR, characterized by a change of sign in the neutrino self-interaction potential when no flavor conversion is included. In order to account for such a sign change, we consider the profile as in [178]: \( \alpha(r) = 1.3 - 0.048r, V_e = 1000 \omega_0, \) and \( \mu = 10000 \omega_0 \) and perform the calculations in the normal mass hierarchy. As we can observe in figure 3.13, both neutrinos and antineutrinos undergo efficient flavor transformations. In figure 3.14, we also show the resonance curve. Inspecting figure 3.13 and 3.14 and comparing with figure 3.14, one again realizes that the analytical formula provides a good approximation only during the resonance.

As a final remark, we mention that some numerical schemes might require a high number of energy bins in order to achieve convergence. We shortly comment on this issue in appendix B.
Figure 3.11.: Resonance curve for the profile studied in figure 3.13.
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Figure 3.12.: Comparison of numerical solution, the approximation used in [174] and the adiabatic solution. We employed \( \alpha = 4/3, V_e = 10 \omega_0, \) and \( \mu(r) = 100 \omega_0 e^{-r\omega_0/20}. \)
Figure 3.13.: Comparison of numerical solution, the approximation used in [174] and the adiabatic solution. We used $\alpha(r) = 1.3 - 0.048r$, $V_e = 1000\omega_0$, and $\mu = 10000\omega_0$. 
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Figure 3.14.: Resonance curve for the profile studied in figure 3.13.

Figure 3.15.: Same as upper panel of figure 3.13, but for an extended region in order to make the deviations of the approximative solution transparent.
Neutrino Flavor Evolution in Binary Neutron Star Merger Remnants

«There’s nothing more romantic than a wedding on DS9 in springtime.»
«... when the neutrinos are in bloom.»

Star Trek: Deep Space Nine
Episode: You are cordially invited (1997)

4.1 Introduction

The first gravitational wave signal detection from a binary black hole merger observed by the Virgo-LIGO Collaboration has opened the era of gravitational wave astronomy [179]. Since binary neutron star (BNS) mergers [15, 21] are one of the major sources of gravitational waves, a measurement of such a signal is anticipated. Moreover, BNS mergers are considered as the likely production site for \( r \)-process nucleosynthesis [17, 20] and as a potential source of short gamma-ray bursts [20, 180, 181].

Similar to core-collapse supernovae, the dynamics of such astrophysical environments is expected to be affected by neutrinos. A significant amount of energy is carried by them and their interaction with matter affects the neutron-to-proton ratio (or equivalently, the electron fraction \( Y_e \)), which is a crucial element for nucleosynthesis. Since the main processes of transporting energy and altering the composition are neutrino flavor dependent, any mechanism that changes the flavor content of neutrinos should be studied in order to fully access their role in these environments.

Since the first proposals of neutrino oscillations by the pioneering works of Pontecorvo [5, 6, 182], it took almost half a century before neutrino flavor changes were finally discovered by the Super-Kamiokande Collaboration [183] and the Sudbury Neutrino Observatory [184]. It was early recognized that if neutrinos are on their way through a dense background medium, they acquire a refractive index due to coherent forward scattering with the background particles [185]. This can possibly lead to flavor conversions, as in the Sun, where the Mikheyev-Smirnov-Wolfenstein (MSW) effect [71, 185] takes place (see discussion in section 2.6). Furthermore, neutrinos themselves can constitute a significant background. This occurs in the early universe and in astrophysical environments, such as core-collapse supernovae, BNS mergers, and collapsars, where large neutrino fluxes are present so that their number densities are comparable to or larger than that of matter. In these environments, the neutrino coherent
forward scattering off neutrinos produces flavor-diagonal [63, 186] as well as off-diagonal contributions to the neutrino refractive index matrix, as realized by Pantaleone [90, 187]. The neutrino self-interaction contribution couples their flavor evolution non-linearly and causes collective oscillations where different types of collective phenomena (synchronized and bipolar oscillations, spectral splits/swaps) can arise (see [118, 127, 128] and references therein) as discussed in chapter 3.

In environments with a disk geometry (e.g., in collapsars or BNS mergers) another effect associated with neutrino self-interactions was revealed through numerical calculations [173–175]: If the matter and neutrino self-interaction potentials almost cancel each other, matter-neutrino resonances (MNR) can occur and cause flavor conversion in regions above the emitting disk. Different from the case of a deleptonizing proto-neutron star, the material in a binary neutron star merger starts with a huge neutron excess. The prevailing temperatures of the remnant (several mega-electron volts [15]) allow positron captures on neutrons \( (n + e^+ \rightarrow p + \bar{\nu}_e) \) to increase the electron fraction and to release more electron antineutrinos than electron neutrinos. Initially, this larger number flux of electron antineutrinos causes a different sign in the neutrino self-interaction potential compared to the neutrino-matter potential. Depending on the matter profile, this can allow an almost cancellation of the two potentials at some point. As neutrinos leave the emission surface, the role of geometry becomes more important [175]: Since the electron antineutrinos decouple deeper inside the remnant than electron neutrinos, the latter have a larger emission surface. In the neutrino self-interaction potential this difference in geometry can induce a flip of sign at some point and can allow for symmetric MNR [175], as first found in the context of collapsar-type disks [173]. In [174] another type of MNR, later called standard MNR [175], where the neutrino self-interaction potential does not change its sign, was found. In [175], both the standard and the symmetric MNR were investigated within models with equal and different disk sizes for each neutrino species. In addition, for the symmetric MNR, the possible impact on disk wind nucleosynthesis was investigated and it was found that it could potentially favor the formation of \( r \)-process elements [173, 175].

The investigation of this phenomenon in schematic models (like those presented in section 3.6) shows that the underlying mechanism can be understood in terms of adiabatic solutions similar to the MSW flavor transformation [177, 178]. It should be mentioned that the MNR shares common features with the non-linear feedback in conjunction with helicity transformations [188]. Furthermore, we note that the occurrence of the MNR is not restricted to disk scenarios. Since different signs in the matter and neutrino potentials are necessary, this effect could potentially occur in other environments, too, for example, in core-collapse supernovae by incorporating active-sterile neutrino mixing [189] or non-standard neutrino interactions [190].

However, in a system with a disk-like geometry, the problem is intrinsically different from a spherically symmetric one as the disk itself defines a particular direction with the disk center. In this case, one naturally expects that the flavor evolution history of neutrinos emitted from different parts of the disk with different emission angles should be different. In the first flavor
evolution works with a disk geometry [173–175] neutrinos were followed on 45°-trajectories from accretion disks around black holes. The disk model parameters were chosen to be consistent with studies of the collapse of rotating massive stars [173] or the mergers of a black hole and a neutron star [174, 175].

In this chapter, we study the trajectory dependence of the neutrino flavor evolution in the neutrino-driven wind from a binary neutron star merger remnant before black hole formation. To explore the dependence of flavor evolution on the neutrino emission location and angles, we use a “single-trajectory” approximation which assumes that at every point of a given neutrino trajectory, the flavor states of all neutrinos with the same energy identically contribute to the self-interaction. To this aim we use results from the detailed simulations of [25], in particular, matter profiles (density, electron fraction and temperature), neutrino luminosities, and mean neutrino energies. We present numerical results on the flux-averaged neutrino and antineutrino probabilities for several trajectories where neutrino self-interaction and matter potentials differ. We then discuss the potential impact on nucleosynthesis by showing the change in the (anti)neutrino capture rates on free nucleons, relevant for r-process nucleosynthesis, due to flavor evolution along these trajectories. We also investigate the sensitivity of the flavor evolution to different emission characteristics within the same model, or considering uncertainties from available simulations.

In section 4.2, we explain the procedure to determine the neutrino emission surfaces. In section 3.4, we discuss the equations of motion governing the neutrino flavor evolution and the method we adopted in this work to investigate the trajectory dependence. In section 4.5, we describe the unoscillated potentials along chosen trajectories. In section 4.6, we present our numerical results of the trajectory dependence and the impact on the capture rates. We comment on the dependence of the results on the initial emission parameters. We discuss the implications and present a concise comparison of two- vs three flavor results in section 4.7, followed by a first investigation of CP violation in section 4.8.

4.2 Disk structure and neutrino surfaces in BNS merger remnants

4.2.1 BNS merger remnant

Our discussion is based on a long-term three-dimensional Newtonian hydrodynamics simulation of the neutrino-driven wind that emerges from the remnant of the merger of two non-spinning 1.4 M⊙ neutron stars [25]. As a result of the merging process, a massive neutron star (MNS) forms in the central region, surrounded by an accretion disk. The MNS has a rest mass possibly larger than the maximally allowed rest mass of a non-rotating neutron star [14]. In the case of a gravitational unstable object, its temporary stability against gravitational collapse is expected to be provided primarily by differential rotation [191], but also other mechanisms, such as thermal pressure, could give additional support [191, 192]. For this
Figure 4.1.: Density profile as a function of cylindrical coordinates $z$ and $r_{\text{cyl}}$ at $t = 100$ ms after the merger. The contour $\rho \approx 5 \times 10^{11}$ g/cm$^3$ delimits the innermost part of the disk that is comparable to the surface density of a proto-neutron star [25].

reason, the MNS is assumed to stay stable during the simulation time, $\sim O(100)$ ms after the merger, and is treated as a stationary rotating object.

Typical timescales of the disk are given by the dynamical timescale $t_{\text{disk dyn}} \sim O(10)$ ms and the much longer viscous timescale $t_{\text{disk visc}} \sim O(300)$ ms which gives an estimate of the lifetime of the disk [25]. The latter is characterized by a typical radius $R_{\text{disk}} \sim O(100)$ km and innermost density $\rho_{\text{disk}} \sim 5 \times 10^{11}$ g cm$^{-3}$, while the central density of the MNS is a few $10^{14}$ g cm$^{-3}$ as can be inferred from figure 4.1, where we plot the density at 100 ms after the merger. Because of the high densities of the remnant, neutrinos act as the major cooling source and other particles are essentially trapped on the relevant timescales.

We consider the emission and the absorption of neutrinos from the MNS and the surrounding disk [193]. Similar to the case of a proto-neutron star, those neutrinos can cause a mass outflow, called neutrino-driven wind, by energy deposition via absorption and scattering processes [194, 195]. This wind, together with viscously-driven ejecta, is blown away mainly from the disk [25, 196–199]. Since the rotational period of the accretion disk and of the MNS is much smaller than the neutrino diffusion timescale and the disk lifetime, after a few orbits the remnant approaches a quasi-axisymmetric configuration. Thus, we assume rotational symmetry around the MNS rotational axis and use the axisymmetric averages of hydrodynamical quantities (matter density, temperature and electron fraction) from the simulation [25] for our calculations below. These quantities are shown in figures 4.1 and 4.2.
Figure 4.2.: Electron fraction (left panel) and matter temperature (right panel) as functions of cylindrical coordinates $z$ and $r_{\text{cyl}}$ at $t = 100\,\text{ms}$ after the merger.

Table 4.1.: Neutrino reactions considered in our model, where $N \in \{ n, p \}$. For reaction (i), $\nu$ refers to all neutrino species. In the second column we denote the associated mean free paths, where (sc) refers to scattering while (ab) refers to absorption. The corresponding cross sections are taken from [200].

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Inverse mean free path</th>
</tr>
</thead>
<tbody>
<tr>
<td>(i) $\nu + N \rightarrow \nu + N$</td>
<td>$\lambda^{-1}_{\nu N,\text{sc}}$</td>
</tr>
<tr>
<td>(ii) $\nu_e + n \rightarrow e^- + p$</td>
<td>$\lambda^{-1}_{\nu_e,\text{ab}}$</td>
</tr>
<tr>
<td>(iii) $\bar{\nu}_e + p \rightarrow e^+ + n$</td>
<td>$\lambda^{-1}_{\bar{\nu}_e,\text{ab}}$</td>
</tr>
</tbody>
</table>

Local deviations of the three-dimensional quantities with respect to the cylindrically averaged values are usually $\lesssim 15\%$ inside the densest part of the remnant.

4.2.2 Neutrino surfaces

In this section, we construct a neutrino emission disk from the simulation result described in section 4.2.1. We first determine the neutrino emission surface by calculating the neutrino opacity in the remnant. The reactions giving the most relevant contributions to the optical depth are listed in table 4.1. For their corresponding cross sections $\sigma$ we use the expressions described in [200] without weak magnetism corrections (see appendix C).

One main contribution to the opacity for all neutrino species is due to elastic neutrino scattering off free nucleons ($N = n, p$). Because of the presence of neutron-rich matter, the
absorption of $\nu_e$ by free neutrons becomes the dominant (though comparable to neutrino-nucleon scattering) opacity source, while absorption of $\bar{\nu}_e$ by free protons is less effective. The $\nu_x$s (short for $\nu_\mu$, $\bar{\nu}_\mu$, $\nu_\tau$, $\bar{\nu}_\tau$) only scatter off nucleons. As a consequence, matter is most opaque for $\nu_e$s and most transparent for $\nu_x$s.

The region where those reactions freeze out and (anti)neutrinos start to stream off freely is called the neutrino surface. Since neutrino opacities have a significant dependence on the neutrino energy, this surface is energy dependent and is usually defined in terms of the neutrino optical depth $\tau_\nu$,

$$S_\nu: \{(r_{cyl}, z) | \tau_\nu(E, r_{cyl}, z) = 2/3\}. \quad (4.1)$$

The spectral optical depth is computed via the line integral

$$\tau^d_\nu(E, r_{cyl}, z) = \int_{C_d} ds \lambda^{-1}_\nu(E, r'_{cyl}, z'), \quad (4.2)$$

where $C_d$ corresponds to the path of integration,

$$\lambda^{-1}_\nu(E) = \sum_i \lambda_i^{-1} = \sum_i n_i \sigma_i(E) \quad (4.3)$$

denotes the inverse mean-free-path and $n_i$ the target number density$^1$ corresponding to the reaction with cross section $\sigma_i$. The index $i$ runs over all reactions in table 4.1 relevant for the neutrino species under consideration.

For the optical depth $\tau^d_\nu$ calculation, we employ a local ray-by-ray approach: At each point $(r_{cyl}, z)$ on the cylindrical domain, we follow a straight line path in one of the seven directions ($d = 1, \ldots, 7$) described in [25] until the edge of the computational domain is reached. Finally, we take the minimum values$^2$ among all $\tau^d_\nu$ to specify the actual optical depth at one point [201],

$$\tau_\nu(E, r_{cyl}, z) = \min_{1 \leq d \leq 7} \{\tau^d_\nu(E, r_{cyl}, z)\}. \quad (4.4)$$

In principle, we need to distinguish between transport and energy surfaces [53, 202]. From the transport surface, neutrinos can stream off freely while at the energy surface (located deeper inside), neutrinos last exchanged energy with the medium and thermally decouple. Here, it turns out that the actual difference between those is only minor for $\nu_e$s, since the opacity is determined by the charged and neutral current processes (i) - (iii) in table 4.1. For $\bar{\nu}_e$s the difference is larger, since we neglected annihilation $\nu_x \bar{\nu}_x \rightarrow e^+e^-$ and scattering on charged leptons $\nu_x + e^\pm \rightarrow e^\pm + \nu_x$. In addition to these processes, inverse bremsstrahlung

$^1$ Note that $n_p = \rho_{\text{matt}} Y_e / m_u$ for protons and $n_n = \rho_{\text{matt}} (Y_e - 1) / m_u$ for neutrons, where $m_u$ denotes the unified atomic mass unit.

$^2$ We take the minimum, because from the macroscopical (i.e., statistical) point of view, radiation prefers to tend to regions of larger mean free paths (or smaller optical depths) so that it is less likely that the radiated particle interacts with matter [201].
Figure 4.3.: Transport optical depths $\tau$ (color coded) as functions of cylindrical coordinates $z$ and $r_{\text{cyl}}$ at $t = 100$ ms after the merger. The contours (where $\tau \approx 2/3$) correspond to the neutrino transport surfaces associated with $\nu_e$ (left), $\bar{\nu}_e$ (middle), and $\nu_x$ (right).

On nucleons $\nu_x + \nu_x + N + N \rightarrow N + N$ becomes also relevant for the opacity of $\nu_x$s, which do not possess charged current contributions. These processes make sure that the difference between transport and energy surfaces is large in case of $\nu_x$ and they diffuse through a scattering atmosphere that develops between energy and transport surface [202]. But since we are interested in obtaining an estimate of the size of the surface where neutrinos last scatter, we focus on the transport surfaces and perform spectral averages using a (normalized) distribution function of Fermi-Dirac shape with vanishing degeneracy parameter

$$f_{\nu}(E,T) = \frac{1}{F_2(0)} \frac{1}{T^3} \frac{E^2}{\exp(E/T) + 1},$$

which is completely determined by the local matter temperature $T = T(r_{\text{cyl}}, z)$. In this expression, we have $F_2(0) = \frac{3}{2} \zeta(3) \approx 1.80$, and $F_k(0)$ corresponds to the Fermi-Dirac integral of order $k$ with zero degeneracy parameter,

$$F_k(0) \equiv \int_0^\infty dx \frac{x^k}{\exp(x) + 1}.$$  

The results are shown in figure 4.3 and the opacities reflect the density structure of the remnant.

The mean energies are taken from the simulations performed in [25] and are essentially determined at the energy surface. There, we assume thermal equilibrium such that the neutrino temperature can be obtained from the mean energies via the Fermi relation $\langle E_\nu \rangle = (F_3(0)/F_2(0)) T_\nu \approx 3.15 T_\nu$, where $F_3(0) = \frac{7\pi^4}{120}$. 
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Table 4.2.: Outermost radii of the neutrino surfaces (at 60 ms and 100 ms) (see text).

<table>
<thead>
<tr>
<th>Neutrino species</th>
<th>(\langle E_\nu \rangle ) [MeV]</th>
<th>(L_\nu / 10^{51}) [erg/s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\nu_e)</td>
<td>10.6</td>
<td>15</td>
</tr>
<tr>
<td>(\bar{\nu}_e)</td>
<td>15.3</td>
<td>30</td>
</tr>
<tr>
<td>(\nu_x)</td>
<td>17.3</td>
<td>8</td>
</tr>
</tbody>
</table>

Table 4.3.: Emission parameters with \(\nu_x \in \{\nu_\mu, \nu_\tau, \bar{\nu}_\mu, \bar{\nu}_\tau\}\).

In the following we construct an infinitely thin disk; i.e., we turn the neutrino surface into a flat disk, assume a constant temperature, and define the neutrino disk radius \(R_\nu\) as the outermost radius of the neutrino surface,

\[
R_\nu \equiv \max_{(r_{cyl}, z) \in S} \left\{ \sqrt{r_{cyl}^2 + z^2} \right\}.
\] (4.7)

As can be seen from the results shown in table 4.2, the differences in the neutrino surface radii for the two time snapshots of 60 ms and 100 ms that we have used in our calculations are only minor. The neutrino mean energies and luminosities are approximately stationary during the time of simulation [25]. The values used in our calculations are listed in table 4.3.

### 4.3 Neutrino self-interaction Hamiltonian in disk geometry

We employ the formalism introduced in [173, 203] and explicitly construct the self-interaction Hamiltonian for neutrinos emitted from a disk. The coordinate system is defined in such a way that the following relations for the basis vectors hold: \(\hat{e}_x = \hat{e}_{cyl}\) and \(\hat{e}_y = \hat{e}_\phi\). This allows us to identify the \(x\) coordinate with the cylindrical radius \(r_{cyl}\) (figure 4.4).

At any point \(Q(x, 0, z)\) on the \(x-z\) plane, for a neutrino which is emitted from a point \(Q_0\) on the disk and passes through \(Q\), its momentum direction \(\hat{p}\) can be specified by a polar angle \(\theta\) and an azimuthal angle \(\phi\) in the spherical coordinate system (see figure 4.4),

\[
\hat{p} = (\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta),
\] (4.8)

or by the polar coordinates \(r_d\) and \(\varphi\) of the emission point \(Q_0(r_d, \varphi)\) on the disk,

\[
\hat{p} = \frac{Q - Q_0}{\Delta^{1/2}},
\] (4.9)
Figure 4.4.: Accretion disk with a central object (black hole or neutron star) located at the origin. In the case of a black hole, the radius $R_0$ denotes the last stable orbit and defines the inner radius of the disk while for a neutron star, we set $R_0 = 0$. The (outer) flavor dependent radii of the disk are $R_{\nu_\alpha}$ for neutrinos and $R_{\bar{\nu}_\alpha}$ for antineutrinos, respectively. The values used in our emission model are based on detailed simulations of a neutron star merger remnant [25] and are given in table 4.2. The polar angle $\theta$ and the azimuthal angle $\phi$ describe the direction of the neutrino momentum $\mathbf{p}$. Neutrinos are emitted from a point $Q_0$ located in the disk plane at a distance $r_d$ from the origin with a relative angle $\varphi$ with respect to the positive $x$ axis and propagate to a point $Q$ located at a distance $x$ from the $z$ axis and a vertical distance $z$ from the equatorial plane.
where
\[ \Delta \equiv |Q - Q_0|^2 = x^2 + r_d^2 - 2xr_d \cos \varphi + z^2. \] (4.10)

A comparison of eq. (4.8) and eq. (4.9) yields the following coordinate transformations:
\[
\begin{align*}
\cos \theta &= \frac{z}{\Delta^{1/2}}, & \sin \theta &= \frac{(\Delta - z^2)^{1/2}}{\Delta^{1/2}}, \\
\cos \phi &= \frac{x - r_d \cos \varphi}{\Delta^{1/2} \sin \theta}, & \sin \phi &= -\frac{r_d \sin \varphi}{\Delta^{1/2} \sin \theta}
\end{align*}
\] (4.11)

with \( \varphi \in [0, 2\pi] \) and \( r_d \in [R_0, R_\nu] \). We note that the determinant of the Jacobian \( J \equiv \partial (\cos \theta, \phi) / \partial (r_d, \varphi) \) turns out to be
\[
\det J = -\frac{zr_d}{\Delta^{3/2}},
\] (4.12)

such that \( d (\cos \theta) d\varphi = |\det J| dr_d d\varphi \) holds.

Now, we consider another neutrino with momentum direction \( \hat{p}' \equiv (\sin \theta' \cos \phi', \sin \theta' \sin \phi', \cos \theta') \).

The cosine of the scattering angle, \( \cos \Theta_{pp'} \equiv \hat{p} \cdot \hat{p}' \), between the two neutrinos is then given by:
\[
\cos \Theta_{pp'} = \cos \theta \cos \theta' + \sin \theta \sin \theta' (\cos \phi \cos \phi' + \sin \phi \sin \phi').
\] (4.15)

If we make use of the above transformations we find
\[
\cos \Theta_{pp'} = \frac{z \cos \theta'}{\Delta^{1/2}} + \frac{x \sin \theta' \cos \phi'}{\Delta^{1/2}} - \frac{r_d \sin \theta' \cos \phi' \cos \phi}{\Delta^{1/2}} - \frac{r_d \sin \theta' \sin \phi' \sin \phi}{\Delta^{1/2}}.
\] (4.16)

For neutrinos emitted isotropically from any point on the disk, the differential neutrino number density in eq. (3.34) is given by:
\[
dn_{\nu_a} \equiv dn_{\nu_a}(p) = j_{\nu_a}(E) dE d\Omega_{\nu_a},
\] (4.17)

where \( E = |p| \equiv p \), \( d\Omega_{\nu_a} \equiv d\phi d (\cos \theta) \) and \( j_{\nu_a} \) denotes the neutrino number flux per unit energy per solid angle for which we assume a Fermi-Dirac shape (see appendix D):
\[
j_{\nu_a}(E) = \frac{F_{\nu_a}}{2\pi} f_{\nu_a}(E).
\] (4.18)
Here, $F_{\nu_\alpha} = L_{\nu_\alpha}/(\pi R^{2}_{\nu_\alpha} \langle E_{\nu_\alpha} \rangle)$ corresponds to the neutrino number flux at the neutrino emitting surface and $f_{\nu_\alpha}$ denotes the normalized Fermi-Dirac energy distribution function corresponding to the right hand side of eq. (4.5) with $T = T_{\nu_\alpha}$.

Inserting eqs. (4.17) and (4.18) into eq. (3.34), we rewrite the self-interaction Hamiltonian as

$$H_{\nu}(p', Q_0, r) = \frac{\sqrt{2}G_F}{2\pi} \sum_{\alpha = e, \mu, \tau} \int_0^\infty dE \left( \int_{\Omega_{\nu_\alpha}} d\Omega (1 - \cos \Theta_{pp'}) F_{\nu_\alpha}(\Omega, Q_0, E, r) f_{\nu_\alpha}(E) \right)$$

$$- \int_{\Omega_{\bar{\nu}_\alpha}} d\Omega (1 - \cos \Theta_{pp'}) F_{\bar{\nu}_\alpha}(\Omega, Q_0, E, r) f_{\bar{\nu}_\alpha}(E),$$

(4.19)

where the angular integration is performed with the corresponding limits $\Omega_{\nu_\alpha}(\bar{\nu}_\alpha)$ for neutrinos and antineutrinos, respectively.

### 4.4 Single-trajectory versus single- and multi-angle approximations

In order to follow the evolution, one should solve eqs. (3.35) and (3.36) for all neutrinos with different $p$ and $Q_0$ simultaneously since $H_{\nu\nu}$ couples them. This is computationally extremely demanding as we will discuss shortly. Instead of solving the full problem we employ a "single-trajectory" approximation which consists in making the assumption that in eq. (4.19) the density matrix is given by

$$\rho_{\nu_\alpha}(\Omega, Q_0, E, r) = \rho_{\nu_\alpha}(p', Q_0, E, r),$$

(4.20)

that is, it does not dependent on the angular variables. In other words, we suppose that at every point of a given neutrino trajectory with momentum $p'$, all neutrino states contributing to $H_{\nu\nu}(p', Q_0, r)$ have the same flavor evolution as the one with $p'$. The approximation given by eq. (4.20) was already used in [173–175]. We emphasize that this approach reduces to the “single-angle approximation” used in the supernova context for a spherically symmetric system, such as the supernova bulb model [112]. Note that the “multi-angle approximation” in the supernova bulb model corresponds to retaining also the $\theta$ emission angle dependence in the self-interaction Hamiltonian.

At present, no simulations of neutrino flavor evolution in binary neutron star mergers exist where eqs. (3.35) and (3.36) are solved without making the assumption eq. (4.20). This is due to the fact that it may require computational capabilities beyond the current available resources. In fact, a multi-angle calculation in the supernova neutrino bulb model, which only evolves the flavor content in the radial coordinate with one explicit emission angle variable, requires $\sim O(10^3)$ CPU hours [112]. Numerical convergence requires a large number of angle bins, typically of the order of $10^3 - 10^4$ [112, 204]. In the disk case, performing a full calculation that preserves the initial symmetry of the system is much more complex than in the supernova bulb model and requires evolving the flavor content in both $x$ and $z$. 
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coordinates with three explicit variables: \( r_d, \theta, \phi \) specifying the emission location and angles, respectively. As for the possible effect of going from the “single-trajectory” approximation to the full flavor calculation, one can speculate that this will introduce decoherence in the flavor evolution as in the supernova context multi-angle simulations have shown that occurs [84, 114]. Therefore the results presented here can be considered as an upper limit for the effects of flavor evolution on the capture rates since we expect that decoherence is likely to reduce them.

Now, under the single-trajectory approximation, eqs. (3.35) and (3.36) can be solved for each density matrix \( \rho_{\nu_\alpha} = \rho_{\nu_\alpha}(\theta_0, \phi_0, Q_0, E, r) \), and the angular integration yields a geometric factor

\[
G_{\nu_\alpha}(\theta_0, \phi_0, Q_0, r) = \int_{\Omega_{\nu_\alpha}} \text{d}\Omega (1 - \cos \Theta_{pp'}),
\]

(4.21)

whose explicit form is described in appendix E. Here, we fixed the emission angles \( \theta_0 \) and \( \phi_0 \) describing the direction of momentum \( p' \). In figure 4.5 we show typical sizes for those factors. The ratio \( G_{\nu_e}/G_{\bar{\nu}_e} \) increases as a function of distance.

Figure 4.5.: Geometric factors as a function of the distance from the emission point \( x_0 = 10 \text{ km}, z_0 = 30 \text{ km} \). The emission angles correspond to \( \theta = 20^\circ \) and \( \phi = 0^\circ \) while the disk radii are taken from table 4.2.
In the following the explicit reference to the angular labels and the emission point will be omitted and the density matrices will be denoted just by $\rho_{\nu}(E, r)$ for notational convenience. Finally, the Hamiltonian eq. (4.19) can be expressed in the compact form,

$$H_{\nu\nu}(\theta_0, \phi_0, Q_0, r) = \sqrt{2} G_F \sum_{a=e, \mu, \tau} \int_0^\infty dE \left( \rho_{\nu_a}(E, r) j_{\nu_a}(E) G_{\nu_a}(\theta_0, \phi_0, Q_0, r) - \bar{\rho}_{\nu_a}(E, r) j_{\bar{\nu}_a}(E) G_{\bar{\nu}_a}(\theta_0, \phi_0, Q_0, r) \right).$$

(4.22)

### 4.5 Trajectory dependence of the unoscillated potentials

Flavor transformation through matter-neutrino resonances is an MSW-like phenomenon. Its occurrence is due to the almost cancellation of the matter and the neutrino self-interaction potentials, that have opposite signs. This condition is met in our model, since the self-interaction potential starts negative due to the dominating electron antineutrino fluxes (table 4.3). However, for significant flavor conversions to occur, this near cancellation is not sufficient. Similar to the MSW case, it is the adiabaticity of the evolution that determines the flavor conversion efficiency [174, 177, 178] and depends, beside the mixing parameters and the neutrino energy, on the matter profiles and their gradients.

We choose different neutrino emission points $(x_0, z_0)$ on the neutrino surfaces and compute their flavor evolution along trajectories that pass through two different reference points $(x_{\text{ref}}, z_{\text{ref}})$ as given in tables 4.4 and 4.5.

<table>
<thead>
<tr>
<th>Trajectory</th>
<th>$x_0$ [km]</th>
<th>$z_0$ [km]</th>
<th>$\theta_0$ [$^\circ$]</th>
<th>Distance [km]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1a</td>
<td>10</td>
<td>30</td>
<td>45.0</td>
<td>400</td>
</tr>
<tr>
<td>1b</td>
<td>-10</td>
<td>30</td>
<td>47.0</td>
<td>415</td>
</tr>
<tr>
<td>1c</td>
<td>-35</td>
<td>25</td>
<td>48.7</td>
<td>436</td>
</tr>
<tr>
<td>1d</td>
<td>50</td>
<td>30</td>
<td>40.7</td>
<td>373</td>
</tr>
</tbody>
</table>

Table 4.4.: Parameters that specify the neutrino trajectories: emission coordinates at the neutrino surface $(x_0, z_0)$ and emission angle $\theta_0$. The last column shows the distance between the emission point and the reference point $x_{\text{ref}} = 293$ km, $z_{\text{ref}} = 313$ km.

<table>
<thead>
<tr>
<th>Trajectory</th>
<th>$x_0$ [km]</th>
<th>$z_0$ [km]</th>
<th>$\theta_0$ [$^\circ$]</th>
<th>Distance [km]</th>
</tr>
</thead>
<tbody>
<tr>
<td>2a</td>
<td>10</td>
<td>30</td>
<td>20.0</td>
<td>187</td>
</tr>
<tr>
<td>2b</td>
<td>-10</td>
<td>30</td>
<td>25.5</td>
<td>195</td>
</tr>
<tr>
<td>2c</td>
<td>-35</td>
<td>25</td>
<td>31.1</td>
<td>211</td>
</tr>
<tr>
<td>2d</td>
<td>50</td>
<td>30</td>
<td>7.8</td>
<td>178</td>
</tr>
</tbody>
</table>

Table 4.5.: Same as table 4.4 for the reference point $x_{\text{ref}} = 74$ km, $z_{\text{ref}} = 206$ km.
To simplify the discussion, we implicitly assume that $\phi_0 = 0^\circ$; i.e., we do not explore the trajectory dependence on $\phi_0$. The two reference points are chosen to have a temperature $T = 8\text{ GK}$ in different regions of the wind that give rise to different nucleosynthesis outcomes [205]. Point 1 (2) lies on $\approx 43^\circ$ ($20^\circ$) from the $z$-axis and is $\approx 429$ ($219$) km away from the center of the MNS. Figure 4.6 shows the chosen neutrino emission points on the disk and the reference points 1 and 2 along with the density structure of the remnant.

![Figure 4.6: Density profile at 100 ms after the merger as a function of cylindrical coordinates $z$ and $r_{\text{cyl}}$. The neutrino trajectories, shown by the black lines, are specified in tables 4.4 and 4.5. We mirrored the trajectories of table 4.4 for clarity. The two reference points $(x_{\text{ref}}^{(i)}, z_{\text{ref}}^{(i)})$, $i = 1, 2$, are located at a temperature $T \approx 8\text{ GK}$ and chosen as representative locations interesting for nucleosynthesis. The points where the matter and unoscillated neutrino self-interaction potentials cancel are marked with $\star$.](image)

For the mixing parameters we take values compatible with current best-fit values, see table 2.3. We use $\delta_{\text{CP}} = 0$ for the CP-violating Dirac phase. Since the neutrino mass hierarchy is still unknown [206], we consider both, the normal mass hierarchy (NH), i.e., $\Delta m^2_{31} > 0$, and inverted mass hierarchy (IH), i.e., $\Delta m^2_{31} < 0$.

Before presenting the numerical results we introduce the unoscillated potentials associated with the matter and the neutrino self-interaction terms of the Hamiltonian, as done in [173]. The point where the sum of these two quantities cancel already gives an idea for which spatial region MNR are expected to occur. In appendix F we show the cancellation points all over the remnant.
As a measure for the matter strength, we use the refractive energy shift between $\nu_e$ and $\nu_x$ and define the neutrino-matter potential as follows:

$$\lambda(r) \equiv \sqrt{2} G_F n_e(r).$$

(4.23)

For the neutrino self-interaction, the individual contributions from $\nu_x$ exactly cancel at any point when flavor transformations have not occurred yet, since we assume the same initial fluxes and surface sizes. Hence, it is convenient to introduce the unoscillated neutrino self-interaction potential as follows:

$$\mu(r) \equiv \frac{\sqrt{2} G_F}{4\pi^2} \left\{ \frac{L_{\nu_e}}{\langle E_{\nu_e} \rangle R_{\nu_e}} G_{\nu_e}(\theta_0, \phi_0, r) - \frac{L_{\bar{\nu}_e}}{\langle E_{\bar{\nu}_e} \rangle R_{\bar{\nu}_e}} G_{\bar{\nu}_e}(\theta_0, \phi_0, r) \right\}. $$

(4.24)

Note that the scales set by the vacuum potentials $\omega \equiv \Delta m^2/(2E) (|\omega_{31}| \approx 0.4 \text{ km}^{-1}$ and $\omega_{21} \approx 0.01 \text{ km}^{-1}$ for a 15 MeV neutrino) are well below $\lambda(r)$ and $\mu(r)$.

Let us discuss the trajectories listed in tables 4.4 and 4.5 taken as representatives over the large set we explored. In the top panels of figures 4.7 and 4.8 we present the matter and unoscillated neutrino self-interaction potentials eqs. (4.23) and (4.24) for these trajectories shown in figure 4.6. To guide the eye we highlight the region around the location of the reference point with a color band. The initial points of 1a (2a) and 1b (2b) are located in the low density polar region, where the matter potential $\lambda$ is around $3 \times 10^3 \text{ km}^{-1}$ ($\rho_{\text{matt}} \sim 2 \times 10^7 \text{ g cm}^{-3}, Y_e \sim 0.39$), while trajectory 1c (2c) starts in a low density regime of the wind, where the matter potential is much stronger $9 \times 10^5 \text{ km}^{-1}$ ($\rho_{\text{matt}} \sim 7 \times 10^9 \text{ g cm}^{-3}, Y_e \sim 0.31$). The starting point of trajectory 1d (2d) is located deeper inside the wind where $\lambda \sim 1 \times 10^6 \text{ km}^{-1}$ ($\rho_{\text{matt}} \sim 2 \times 10^{10} \text{ g cm}^{-3}, Y_e \sim 0.18$). Neutrinos on their way on trajectories 1a initially experience an increasing matter potential. When the wind becomes more dilute, the potential decreases until they reach the reference point. In case of trajectories 1b and 2b, neutrinos will first pass the funnel above the MNS pole where the density is very low compared to the emission region. When it enters the wind region the density increases. Afterwards neutrinos proceed similarly as in 1a; i.e., they go through the dilute part of the wind (matter potential is decreasing) and arrive at the reference point. For trajectories 1c and 2c, neutrinos will first need to cover some distance through the dense part of the wind before entering the funnel. Afterwards, they propagate in an analogous way as in cases 1b and 2b. The transition between wind and funnel leads to a rapid drop in the density which is clearly visible in figures 4.7 and 4.8 for trajectories 1b, 1c, 2b, and 2c. A different behavior will be experienced by neutrinos following trajectories 1d, 2a, and 2d. They encounter a monotonically decreasing matter potential until they reach the reference point.

In the self-interaction potential, the relative contribution of $\nu_e$ and $\bar{\nu}_e$ changes as a function of distance, due to the interplay of $j_{\nu_e}$ and $G_{\nu_e}$. In particular this means that initially, the neutrino self-interaction potential is negative, because it is dominated by the larger electron antineutrino fluxes. Later, the fact that the neutrino surface for electron neutrinos is larger than that of electron antineutrinos may lead to a change of sign in the self-interaction potential.
Figure 4.7.: Results for selected trajectories specified in table 4.4 as functions of the distance for the normal mass hierarchy. The location of the reference point is highlighted by a vertical color band. Top panels: matter potentials ($\lambda$) and absolute values of the unoscillated neutrino potentials ($|\mu|$). The middle panels show the spectral averaged survival probabilities for the electron flavor. The blue curves correspond to $\nu_e$ and the red curves to $\bar{\nu}_e$, respectively. In the bottom panels, the ratios of capture rates per solid angle for electron neutrinos (blue lines) and antineutrinos (red lines) are presented.
Figure 4.8.: Same as figure 4.7 for the trajectories specified in table 4.5.
(as we will see in section 4.6.4). For all trajectories we considered here, the absolute value of the unoscillated neutrino potentials decrease monotonically as a function of distance. The values of $|\mu(r)|$ decrease from $\sim 10^4 \text{ km}^{-1}$ initially and $\sim 10^2 \text{ km}^{-1}$ at 600 km. The relative magnitude of the matter and neutrino potentials and the possible presence of crossings will determine the flavor evolution as we will see in section 4.6.1. We find that the crossings happen at the edge of the funnel (see figure 4.6). This means that for neutrinos emitted around the central region and from the opposite side of the disk, their trajectories cross the funnel so that MNR may occur.

Finally, in our simulations, we find that for some of the examined trajectories, additional MNR occur also at very large distances from the remnant ($r \gtrsim 10^3 \text{ km}$). This behavior is associated with the transition between the expanding neutrino-driven wind ($\rho_{\text{wind}} \gtrsim 5 \times 10^4 \text{ g cm}^{-3}$) and the low density atmosphere used in the numerical simulation ($\rho_{\text{atm}} \approx 4 \times 10^3 \text{ g cm}^{-3}$). Since the merger of two neutron stars is expected to significantly pollute the funnel above and below the merger remnant (e.g., [207]), the atmosphere in which the wind expands could be denser than the one used in our reference simulation. Since we focus on the neutrino flavor evolution inside the neutrino-driven wind, we can safely neglect this uncertainty.

4.6 Numerical Results

Our goal is to show the trajectory dependence of flavor evolution for neutrinos from the disk by presenting spectral-averaged flavor conversion probabilities (section 4.6.1). As we will discuss we find a variety of flavor conversion behaviors. Furthermore, we explore the potential impact on nucleosynthesis in the neutrino-driven wind by showing ratios of oscillated and unoscillated capture rates per solid angle (section 4.6.2). We present results based on hydrodynamical profiles obtained at 100 ms. We discuss possible variations with a different time snapshot (60 ms) in section 4.6.3. Finally, we show the sensitivity of the flavor evolution when employing different assumptions for the initial luminosities, or considering uncertainties on the neutrino fluxes from simulations available in the literature.

In our calculations of the flavor evolution we assume that all (anti)neutrinos are prepared in flavor eigenstates. The flavor evolution of neutrinos with different energies is then followed by numerically solving eqs. (3.35) and (3.36) with the Hamiltonian components given by eqs. (3.30), (3.31), and (4.22) for a given trajectory with emission angle $\theta_0$. We employed different discretization schemes to check for convergence of the results.
4.6.1 Flavor conversion results and general behavior

After obtaining the flavor evolution of neutrinos along each trajectory, \( \rho_{\nu_\alpha}(E, r) \) and \( \rho_{\bar{\nu}_\alpha}(E, r) \), we compute spectral averages of the neutrino survival probability, i.e.,

\[
\langle P(\nu_\alpha \rightarrow \nu_\alpha) \rangle(r) = \int_0^\infty dE \, f_\nu(E) P(\nu_\alpha \rightarrow \nu_\alpha)(E, r). \tag{4.25}
\]

Notice that \( P(\nu_\alpha \rightarrow \nu_\beta) = (\rho_{\nu_\alpha})_{\beta\beta} \) as defined in section 3.4.1.

As examples, we show the averaged survival probabilities of electron neutrinos and antineutrinos for the trajectories 1a to 1d in the middle panels of figure 4.7 and 2a to 2d in figure 4.8. These results are obtained in NH.

As can be seen from figures 4.7 and 4.8 (top panels), the structure of some profiles allows the unoscillated potentials to cancel at more than one spatial location such as trajectories 1c and 2c. We indicate these locations in figure 4.6 for the trajectories defined in tables 4.4 and 4.5. If the resonance condition is fulfilled, flavor conversion occurs only if the strength of the neutrino self-interaction\(^3\) is larger than the matter contribution \( (\lambda < |\mu|) \) prior to it. If the matter term dominates the self-interaction term \( (\lambda > |\mu|) \), before a cancellation point, the resonances are extremely non-adiabatic and nearly no flavor transformation can happen \([174, 177]\).

The characteristic feature of the standard MNR is that electron neutrinos can undergo significant flavor change, while electron antineutrinos only experience a little flavor conversion. This is due to the fact that the latter go through their resonances extremely non-adiabatically at either the beginning or the end of the MNR, depending on the hierarchy, in a way similar to the results shown in \([177]\) with 2-flavor toy models. In NH, we find that survival probabilities for neutrinos propagating along trajectories 1b, 1c, 2a, 2b, and 2c exhibit the standard MNR features discussed above. We note that in all MNR cases, high energy \( \nu_e \) are only partially converted at the end of the MNR region, resulting in \( \sim 20\% \) averaged survival probabilities.

For trajectory 1a, despite the MNR condition being fulfilled, the flavor transformation is extremely non-adiabatic and nearly no flavor conversion happens immediately after the MNR location. However, at \( \sim 50 \) km, we see that both \( \nu_e \) and \( \bar{\nu}_e \) undergo simultaneous flavor conversions when \( \lambda(r) \gg |\mu(r)| \). This is due to the fact that the \( \nu\nu \) coupling introduces a synchronization frequency\(^4\) \([208]\),

\[
\omega_{\text{sync}}^{ij}(r) \approx \sqrt{2} G_F \int_0^\infty dE \, \omega_{ij}[j_{\nu_\alpha}(E)G_{\nu_\alpha}(r) + j_{\bar{\nu}_\alpha}(E)G_{\bar{\nu}_\alpha}(r)] / |\mu(r)|. \tag{4.26}
\]

As \( |\mu(r)| \rightarrow 0 \) when it changes sign, \( |\omega_{\text{sync}}^{ij}(r)| \propto |1/|\mu(r)|| \) can be very large. Thus, a synchronized MSW effect (see, e.g., \([209, 210]\)) happens when \( \omega_{\text{sync}}^{ij} \cos \theta_{ij} \sim \lambda \) so that all

\(^3\) We remind the reader that because of the dominance of the electron antineutrino number fluxes over the neutrino one, the neutrino self-interaction term starts negative.

\(^4\) Note that in eq. (4.26) we suppressed the angular dependence in the geometric factors to simplify the notation.
neutrinos and antineutrinos with different momenta are bound together and simultaneously go through the MSW-like flavor conversion. We note here that the flavor transformation is actually due to the resonance of $\omega_{21}^{\text{sync}}$ with $\lambda(r)$ as the larger mixing angle $\theta_{12}$ provides enough adiabaticity.

For 1d and 2d, the MNR condition is not met and there is no flavor conversion in 1d. However, 2d shows synchronized type oscillations starting at $\sim 285$ km, resulting in both $\nu_e$ and $\bar{\nu}_e$ flavor conversions. In figure 4.9 we plot along trajectories 1a and 2d energy-dependent survival probabilities for $\nu_e$ and $\bar{\nu}_e$ showing the typical synchronization behavior.

**Figure 4.9:** Flavor evolution results obtained in NH along trajectories 1a (left) and 2d (right). The top panels show the spectral averaged along with energy-dependent survival probabilities for $\nu_e$ while the bottom panel shows the survival probabilities for $\bar{\nu}_e$, respectively.

For IH, the qualitative behaviors are the same as in NH when MNR occurs (1b, 1c, 2a, 2b, 2c). The only difference is the slightly more adiabatic flavor transformation near the end of the MNR region (see figure 4.10 for the example of trajectory 2a). Regarding the other trajectories, we find for 1a (as in NH) the same synchronized MSW conversion while 1d and 2d, now show the “bipolar” type of flavor transformation (see e.g., [118]) so that both $\nu_e$ and $\bar{\nu}_e$ are transformed, but their averaged survival probabilities are different (see figure 4.10 for the example of 2d).

We provide a summary of the results in table 4.6, where we report the type of flavor conversion mechanism.
Figure 4.10.: Flavor evolution results obtained in IH along trajectories 2a (left) and 2d (right). The top panels show the spectral averaged survival probabilities for the electron flavor. The blue curves correspond to $\nu_e$ and the red ones to $\bar{\nu}_e$, respectively. In the bottom panels the ratios of capture rates per solid angle for electron neutrinos (blue curves) and antineutrinos (red curves) are presented.

Table 4.6.: For the given trajectories, we list the flavor conversion mechanism (MNR, synchronized MSW (sync.), bipolar, and no conversion (-)) and capture rate ratios for $\nu_e$ and $\bar{\nu}_e$ (distance-averaged around the location of the reference point ($T = 8$ GK)) and both mass hierarchies.
4.6.2 Differential capture rates

We calculate the rate per solid angle for electron neutrino captures on free neutrons with both the oscillated and unoscillated neutrino spectra. The oscillated rate is given by,

\[ R_{\nu_e n}(r) = \frac{1}{2\pi} \sum_{\alpha=\mu,\tau} F_{\nu_{\alpha}} \int_0^{\infty} dE f_{\nu_{\alpha}}(E) \times \sigma_{\nu_e n,\text{abs}}(E) \rho(E, r). \]  

(4.27)

For the unoscillated capture rate we use,

\[ R^0_{\nu_e n} = \frac{F_{\nu_e}}{2\pi} \int_0^{\infty} dE f_{\nu_e}(E) \sigma_{\nu_e n,\text{abs}}(E). \]  

(4.28)

Similar expressions \((R_{\bar{\nu}_e p}, R^0_{\bar{\nu}_e p})\) hold for electron antineutrino capture on free protons with \(\sigma_{\bar{\nu}_e p,\text{abs}}\), where the lower bound of the integrals has to be replaced by the threshold \(m_e + \Delta_{np}\), i.e., the sum of the electron mass \(m_e \approx 0.5\) MeV and the neutron-proton mass difference \(\Delta_{np}\).

We compute the ratio between oscillated \(R\) and unoscillated \(R^0\) capture rates.

From eq. (4.27), one can see that when calculating \(R\), the electron neutrino appearance probabilities will be weighted by the \(\nu_\mu/\nu_\tau\) fluxes (eq. (D.37)) and the cross section (eq. (C.1)). We note that the fluxes \(j_{\nu_{\alpha}}\) are peaked around \(2.2 T_{\nu_{\alpha}}\) while the rates \((j_{\nu_{\alpha}} \sigma)\) around \(4.1 T_{\nu_{\alpha}}\) (figure 4.11). Therefore, for \(R_{\nu_e n}\), the contribution of the initial non-electron flavors will enhance it when efficient \(\nu_e \leftrightarrow \nu_\chi\) flavor conversion takes place, as the high energy tail of the initial \(\nu_\chi\) dominates the capture rates indicated in figure 4.11. For \(R_{\bar{\nu}_e p}\), from figure 4.11 we see that since \((j_{\bar{\nu}_e} \sigma_{\bar{\nu}_e p,\text{abs}}) > (j_{\nu_{\alpha}} \sigma_{\nu_{\alpha} p,\text{abs}})\) for the whole energy spectrum, any flavor conversion of \(\bar{\nu}_e \leftrightarrow \bar{\nu}_\chi\) will suppress it.

Based on the above discussions, we see from the bottom panels of figures 4.7, 4.8, and 4.10 that for \(\nu_e\) which undergo efficient flavor conversions due to MNR (1b, 1c, 2a, 2b, 2c), the \(\nu_e\) capture rates are largely enhanced by up to \(\sim 59\%\) after the end of the MNR region while the \(\bar{\nu}_e\) capture rates are slightly decreased by up to \(\sim 12\%\) in those cases. For the trajectories showing the synchronized MSW flavor transformation (1a), the \(\nu_e\) \((\bar{\nu}_e)\) capture rates are increased (decreased) by up to \(\sim 67\%\) \((67\%\)) as both are simultaneously transformed. As for the cases with a bipolar type of flavor conversion (1d and 2d in IH), the capture rates for \(\nu_e\) \((\bar{\nu}_e)\) are gradually changed up to \(\sim 65\%\) \((-62\%)\) at 600 km. In most cases where flavor conversion takes place, the capture rates are affected in regions with temperature \(T \gtrsim 8\) GK before all nucleons recombine into \(\alpha\)-particles. We provide a summary of the capture rate ratio, \(R/R^0\), in table 4.6 at the reference locations \((T = 8\) GK\) for all trajectories.
4.6.3 Comparison between different post-merger times

Although the neutrino luminosities and average energies remain nearly stationary over the disk evolution time, the wind density profiles change substantially. In figure 4.12, we compare the matter potentials for trajectories 2a (upper panel) and 2c (lower panel) at different times (60 and 100 ms). For both cases, the matter potentials are larger at 100 ms compared to the one at 60 ms and show a similar overall behavior as a function of distance. This is because the expanding wind drives the surrounding area less neutron-rich at later times, as can be inferred from figures 4.2 and 4.13. Consequently, the MNR locations at 100 ms are shifted to smaller distances. However, such differences do not result in qualitative changes in the overall flavor evolution behavior.

4.6.4 Impact of input neutrino emission characteristics

For the results presented so far, the calculations are performed based on the neutrino luminosities and mean energies given in table 4.3. These values are obtained at distances far away from the disk, which are called “net luminosities” in [25] (see figure 8 of [25]). However, neutrinos do not completely travel unhindered from the neutrino surfaces in a realistic environment. Their luminosities can be higher in regions close to the neutrino surfaces and reduce to the net luminosities due to charged-current neutrino absorptions.
Figure 4.12.: Comparison of the unoscillated potentials between the time snapshots for trajectories 2a (upper) and 2c (lower panel).

Figure 4.13.: Electron fraction (left panel) and matter temperature (right panel) as functions of cylindrical coordinates $z$ and $r_{cyl}$ at $t = 60$ ms after the merger.
above the surfaces\(^5\). Since the environment is neutron-rich, the decrease of \(L_{\nu_e}\) is larger than that of \(L_{\bar{\nu}_e}\) and \(L_{\nu_x}\). Consequently, a less negative \(\mu(r)\) compared to the values obtained with net luminosities in regions close to the neutrino surfaces may be obtained. If for a trajectory, \(|\mu(r)| > \lambda(r)\) initially close to the neutrino surfaces, one expects MNR to occur closer to the emission point.

We explore this effect by performing additional calculations for all trajectories using the “cooling” neutrino luminosities from [25], calculated by neglecting charged-current neutrino absorptions above the neutrino surfaces: \(L_{\nu_e,\text{cool}} = 25 \times 10^{51} \text{ erg s}^{-1}\), \(L_{\bar{\nu}_e,\text{cool}} = 33 \times 10^{51} \text{ erg s}^{-1}\), and \(L_{\nu_x,\text{cool}} = L_{\nu_x} = 8 \times 10^{51} \text{ erg s}^{-1}\). Compared to the net luminosities (see table 4.3), \(L_{\nu_e,\text{cool}} = 1.67L_{\nu_e}\) and \(L_{\bar{\nu}_e,\text{cool}} = 1.1L_{\bar{\nu}_e}\). Figure 4.14 shows the results with cooling luminosities for trajectories 1c and 2a. In both cases, the MNR locations with a larger \(L_{\nu_e,\text{cool}}\) are indeed closer to their emission points when compared to figures 4.7 and 4.8. In 1c, MNR now occurs at \(\sim 66\) km immediately prior to the point where \(\mu\) changes sign. This results in a complete flavor transformation for both \(\nu_e\) and \(\bar{\nu}_e\), or symmetric MNR [173, 175]. After the symmetric MNR, another standard MNR occurs at a distance of \(\sim 82\) km so that antineutrinos go through nearly complete flavor conversion as discussed in [175]. For the capture rate ratio of \(\nu_e\), it changes only slightly due to a much higher \(L_{\nu_e,\text{cool}}\). For \(\bar{\nu}_e\), the capture rate ratio is largely suppressed in the region between the symmetric MNR and the second standard MNR. For case 2a, the position where MNR occurs is also largely shifted to a smaller distance at \(\sim 10\) km. However, we find a strongly non-adiabatic behavior resulting in no flavor transformation.

The model we have considered is based on one particular simulation of the remnant from the merger of BNS with equal mass. The large variety of possible initial conditions of the merger (NS masses and spins, mass ratios) is expected to translate into a wide range of both the neutrino luminosities and the mean energies for different systems. Also, the neutrino

\(^5\) In appendix H we discuss the issue of cooling and net luminosities in more detail and comment on the role of absorption.
emissions can be significantly influenced by the thermodynamical properties of the dense nuclear matter, which is subject to the large uncertainties in the nuclear EOS (see e.g., [211, 212] for the potential impact of the nuclear EOS on the neutrino luminosities). Finally, the different numerical techniques and levels of approximations that are used to model hydrodynamics, gravity and weak interactions can all lead to quantitatively different predictions of the relevant neutrino quantities. To quantify these uncertainties in our input parameters, we have collected published values of neutrino luminosities and mean energies (when available) from several different simulations of BNS merger and of the merger aftermath in the presence of a long lived MNS. We show these values in table G.1 in appendix G. We see that the luminosities may differ by 1 order of magnitude while the differences in mean energies are within a factor of 2. We show in figures 4.15 and 4.16 the ratio of luminosities, $\frac{L_{\nu_e}}{L_{\nu_x}}$ and $\frac{L_{\bar{\nu}_e}}{L_{\nu_e}}$, and the ratio of mean energies, $\frac{\langle E_{\bar{\nu}_e} \rangle}{\langle E_{\nu_e} \rangle}$ and $\frac{\langle E_{\nu_e} \rangle}{\langle E_{\nu_x} \rangle}$. We emphasize that our goal is not to compare the results of the different simulations, but to show the variety of possible ranges for these ratios.

Note that the neutrino self-interaction potential depends on the difference between the fluxes of neutrinos and antineutrinos, which are proportional to the neutrino number luminosities $\sim L_{\nu_a}/\langle E_{\nu_a} \rangle$. We further show the corresponding ratios, $(L_{\bar{\nu}_e}/\langle E_{\bar{\nu}_e} \rangle)/(L_{\nu_e}/\langle E_{\nu_e} \rangle)$ and $(L_{\nu_e}/\langle E_{\nu_e} \rangle)/(L_{\nu_x}/\langle E_{\nu_x} \rangle)$ in figure 4.17.

To explore the impact of different flux ratios on the neutrino flavor evolution, we have varied the neutrino luminosities of table 4.3 by: $L_{\nu_e} \mapsto 0.65 L_{\nu_e}$ and $L_{\nu_x} \mapsto 1.16 L_{\nu_x}$. This change gives a similar $(L_{\bar{\nu}_e}/\langle E_{\bar{\nu}_e} \rangle)/(L_{\nu_e}/\langle E_{\nu_e} \rangle)$ to the value obtained in Foucart et al. (2016) [GR, 108].

Figure 4.15.: Ratio of luminosities: $L_{\nu_e}/L_{\nu_x}$ vs $L_{\nu_x}/L_{\nu_e}$. The corresponding values are given in table G.1. The black point refers to the cooling luminosities of [25] (see text).
\[ \langle E_{\nu_e} \rangle / \langle E_{\nu_e} \rangle \]

Figure 4.16.: Ratio of mean energies: \( \langle E_{\nu_e} \rangle / \langle E_{\nu_x} \rangle \) vs \( \langle E_{\bar{\nu}_e} \rangle / \langle E_{\nu_e} \rangle \). The corresponding values are given in table G.1.

\[ (L_{\nu_e} / \langle E_{\nu_e} \rangle ) / (L_{\nu_x} / \langle E_{\nu_x} \rangle ) \] vs \( (L_{\bar{\nu}_e} / \langle E_{\bar{\nu}_e} \rangle ) / (L_{\nu_e} / \langle E_{\nu_e} \rangle ) \)

Figure 4.17.: Ratio of emission rates: \( (L_{\nu_e} / E_{\nu_e}) / (L_{\nu_x} / E_{\nu_x}) \) vs \( (L_{\bar{\nu}_e} / E_{\bar{\nu}_e}) / (L_{\nu_e} / E_{\nu_e}) \). The corresponding values are given in table G.1.
gray GR M1, LS220 EOS] [212]. The results with such luminosities for trajectories 1c and 2a in NH are shown in figure 4.18. Contrary to the previously discussed exploration with cooling luminosities, the differences between the fluxes of electron neutrinos and electron antineutrinos become larger. This affects the self-interaction potential in such a way that no change of sign in $\mu(r)$ occurs anymore.

$$\langle P(\nu_e \rightarrow \nu_e) \rangle$$

(a) 1c (NH): $x_0 = -35\text{ km}, z_0 = 25\text{ km}, \theta_0 = 48.7^\circ$

(b) 2a (NH): $x_0 = 10\text{ km}, z_0 = 30\text{ km}, \theta_0 = 20.0^\circ$

**Figure 4.18.** Same as figure 4.7 for trajectories 1c and 2a with rescaled fluxes (see text).

For trajectory 1c, the flavor evolution becomes strongly non-adiabatic when compared to the result shown in figure 4.7c. For trajectory 2a, the flavor evolution becomes less adiabatic.
4.7 Comparison between two- and three-flavor cases

In this section we report on results obtained in a two-flavor approximation by setting $\Delta m^2_{21} = 0$, $\theta_{12} = 0$, and $\theta_{23} = 0$. Since the MNR has not been discussed in detail like flavor conversions due to oscillations of the bipolar type and the synchronized MSW mechanism, we will focus on the MNR only and show results obtained along trajectories 2a and 2c showing a typical behavior. In particular, we present matter and unoscillated self-interaction potentials and averaged survival probabilities in figures 4.19 and 4.22 in both mass hierarchies and for both three- and two-flavor cases. In addition, we show in figures 4.20, 4.21, 4.23, and 4.24 energy-dependent survival probabilities for $\nu_e$ and $\bar{\nu}_e$, respectively.

For both trajectories and in both mass hierarchies, we observe a good agreement between results obtained in the two-flavor approximation and in the three-flavor case. In particular, we verified that the energy-dependent probabilities show a similar behavior as well.

In order to get a clearer picture of the adiabaticity, we focus on the two-flavor case and apply the NFIS formalism. Thereby, we use the adiabatic solution eq. (3.82), where we assume that the NFIS $s_\nu$ possesses a certain alignment with its effective field $H$. Then, we can relate the effective mixing angle to the survival probabilities as $P(\nu_\alpha \rightarrow \nu_\alpha) = (1 + \cos(2\theta_{\text{eff}}))/2$.

Furthermore, we can introduce the angle $\tilde{\theta}$ via

$$s_\nu \cdot H = \frac{1}{2} |H| \cos(2\tilde{\theta}),$$

(4.29)

which describes the alignment between the NFIS $s_\nu$ and the field $H$.

We present the results in figures 4.25 and 4.26. In the numerical calculations, we excluded the contributions in the Hamiltonian $H$ of the test neutrino under consideration$^6$. This will not change the equations of motion,

$$\frac{d\rho_{\nu_\alpha}(\mathbf{p}', r)}{dr} = \left[ H(\mathbf{p}', r) - [H_{\nu\nu}(\mathbf{p}', r)]_{\nu_\alpha}, \rho_{\nu_\alpha}(\mathbf{p}', r) \right]_{\nu_\alpha},$$

(4.30)

$$= \left[ H(\mathbf{p}', r), \rho_{\nu_\alpha}(\mathbf{p}', r) \right]_{\nu_\alpha},$$

(4.31)

since $[H_{\nu\nu}(\mathbf{p}', r)]_{\nu_\alpha}$ commutes with $\rho_{\nu_\alpha}(\mathbf{p}', r)$.

As we can observe, for lower energies $\lesssim 15$ MeV, the adiabatic solution agrees with the numerical solution obtained by solving the equations of motion. At energies between 15 and 25 MeV, the adiabatic solution still provides a good approximation for distances up to 90 km. The results suggest that the simple picture emerging from toy models like discussed in section 3.6 can be employed to understand the numerical results obtained from the detailed simulations of [25].

$^6$ Note that in the original formulation by Pantalone [90] the test neutrino contribution was explicitly removed from the background Hamiltonian $H_{\nu\nu}$. 
Figure 4.19.: Flavor evolution results along trajectory 2a: $x_0 = 10 \text{ km}$, $z_0 = 30 \text{ km}$, $\theta_0 = 20.0^\circ$ in NH (a) and IH (b). We show matter potential, unoscillated neutrino self-interaction potential, and vacuum potentials (for a neutrino energy of $5 \text{ MeV}$) (top panel), averaged survival probabilities for electron neutrinos (middle panel) and electron antineutrinos (bottom panel) obtained in three-flavor (solid curves) and two-flavor calculations (dashed curves).
Figure 4.20.: Normal hierarchy. 2a: $x_0 = 10 \text{ km}, z_0 = 30 \text{ km}, \theta_0 = 20.0^\circ$. Survival probabilities for electron neutrinos (top panels) and electron antineutrinos (bottom panels) for selected energies for the three-flavor (a) and two-flavor (b) cases.
Figure 4.21.: Inverted hierarchy. 2a: $x_0 = 10 \text{ km}, z_0 = 30 \text{ km}, \theta_0 = 20.0^\circ$. Survival probabilities for electron neutrinos (top panels) and electron antineutrinos (bottom panels) for selected energies for the three-flavor (a) and two-flavor (b) cases.
Figure 4.22: Flavor evolution results along trajectory 2c: $x_0 = -35 \text{ km}$, $z_0 = 25 \text{ km}$, $\theta_0 = 31.1^\circ$ in NH (a) and IH (b). We show matter potential, unoscillated neutrino self-interaction potential, and vacuum potentials (for a neutrino energy of 5 MeV) (top panel), averaged survival probabilities for electron neutrinos (middle panel) and electron antineutrinos (bottom panel) obtained in three-flavor (solid curves) and two-flavor calculations (dashed curves).
Figure 4.23.: Normal hierarchy. 2c: $x_0 = -35$ km, $z_0 = 25$ km, $\theta_0 = 31.1^\circ$. Survival probabilities for electron neutrinos (top panels) and electron antineutrinos (bottom panels) for selected energies for the three-flavor (a) and two-flavor (b) cases.
Figure 4.24.: Inverted hierarchy. 2c: $x_0 = -35 \text{ km}$, $z_0 = 25 \text{ km}$, $\theta_0 = 31.1^\circ$. Survival probabilities for electron neutrinos (top panels) and electron antineutrinos (bottom panels) for selected energies for the three-flavor (a) and two-flavor (b) cases.
Figure 4.25.: Normal hierarchy. 2a: $x_0 = 10\, \text{km}$, $z_0 = 30\, \text{km}$, $\theta_0 = 20.0^\circ$. Effective mixing angle (top panels) and alignment (bottom panels) for different neutrino energies.
Figure 4.26.: Normal hierarchy. 2c: $x_0 = -35$ km, $z_0 = 25$ km, $\theta_0 = 31.1^\circ$. Effective mixing angle (top panels) and alignment (bottom panels) for different neutrino energies.
Figure 4.27.: Normal hierarchy. 2a. Effective mixing angle and resonance curve for different neutrino energies.
4.8 CP violation

The presence of CP violation in the quark sector has already been established in decays of neutral kaons in 1964 [213] (for a review, see [31]). Beside obtaining a more complete picture of elementary particles and their interactions, having a deeper knowledge on CP violation is indeed crucial for our understanding of the matter domination over antimatter in our universe as well. As first stressed by Andrei Sakharov [214] in 1966, CP violation is one necessary condition for the dynamical production of an asymmetry between matter and antimatter from an initially symmetric state (baryogenesis [215]). Since neither the standard model of particle physics nor the \( \Lambda \)CDM (Lambda cold dark matter) model, i.e., the “standard model” of Big Bang cosmology, can explain this asymmetry, extensions to present theories and/or new approaches are necessary.

A useful way to quantify CP-violation represents the so-called Jarlskog invariant \( J [216, 217] \) (see also [218, 219]) introduced via\(^7\)

\[
\Im(U_{\alpha j} U_{\beta k} U_{\gamma l}^* U_{\beta j}^*) = J \sum_{\gamma \in \{e, \mu, \tau\}} \epsilon_{\alpha \beta \gamma} \sum_{l=1}^{3} \epsilon_{jkl},
\]

or

\[
J = \Im(U_{e1} U_{\mu2} U_{e2}^* U_{\mu1}^*),
\]

where \( \epsilon_{\alpha \beta \gamma} \) and \( \epsilon_{jkl} \) denote the Levi-Civita symbol with \( \epsilon_{e\mu\tau} = 1 \) and \( \epsilon_{123} = 1 \), respectively. Note that \( J \) is independent of the parametrization of the mixing matrix and it is rephasing-invariant, i.e., phase-transformations of the form

\[
U'_{\alpha j} = e^{-i\eta} U_{\alpha j} e^{i\xi},
\]

where \( \xi, \eta \in \mathbb{R} \), leave \( J \) invariant.

In the standard parametrization of the mixing matrix, eq. (2.28), one finds

\[
J = s_{12} c_{12} s_{23} c_{23} s_{13} c_{13}^2 \sin \delta.
\]

The latter equation shows that finding CP violation via a measurement of \( J \) requires that all mixing angles do not vanish. The invariant \( J \) will vanish in the CP-preserving cases \( \delta = 0 \) or \( \delta = \pi \). As discussed in section 2.3, it was not clear if \( \theta_{13} \neq 0 \) at the time when neutrino oscillations were discovered. However, the results of the recent years suggest a finite value \( \theta_{13} \) and therefore opens opportunities for searching of possible CP-violating effects in neutrino oscillation experiments.

\(^7\) We employ a notation consistent for neutrino flavor mixing, but the Jarlskog invariant can be introduced for quarks as well, or more generally for any unitary \((3 \times 3)\)-matrix.
In case of the quark mixing matrix, the Cabibbo-Kobayashi-Maskawa (CKM) matrix \[220, 221\], it turns out that the values for the involved mixing angles are relatively small and the current best-fit results of the CKM elements \[31\] suggest a Jarlskog invariant of \( J_{\text{quark}} = (3.04^{+0.21}_{-0.20}) \times 10^{-5} \). However, such a small value is not sufficient to explain the observed baryon asymmetry \[44\]. Instead, a possible violation of the CP symmetry in the lepton sector could offer the starting point for alternative explanations of the asymmetry and there exist various attractive theories. In the lepton sector, the current values of the mixing angles give rise to a much larger Jarlskog constant compared to the quark sector. Using the best-fit values from \[31\], one obtains 

\[ J \approx -0.0291 \] in the normal hierarchy and 

\[ J \approx -0.0276 \] in the inverted hierarchy case, respectively. Such values would indicate a relatively large effect if the Dirac phase turns out to be \( \delta \approx \frac{3\pi}{2} \) (the currently favored value).

### 4.8.1 Three-flavor probabilities

In what follows, we want to derive an expression for the flavor conversion and survival probabilities in a form convenient for probing CP-violation. First we re-express eq. (2.64) in terms of the Jarlskog invariant:

\[
P(\nu_{\alpha} \rightarrow \nu_{\beta})(E, L) = \delta_{\alpha\beta} - 4 \sum_{k>j} \Re(\mathbf{U}_{aj}^{\alpha} \mathbf{U}_{ak}^{*\beta} \mathbf{U}_{bj} \mathbf{U}_{bk}^{*}) \sin^2 \left( \frac{\pi L}{L_{\text{osc}}^{kj}} \right) \\
+ 2J \sum_{y} \varepsilon_{a\beta y} \sum_{k>j} \sum_{l} \varepsilon_{jkl} \sin \left( \frac{2\pi L}{L_{\text{osc}}^{kj}} \right).
\]

(4.36)

From the latter equation, it becomes obvious that the survival probabilities \( P(\nu_{\alpha} \rightarrow \nu_{\alpha}) \) are independent on CP violation.

Using the identity \[222\]

\[
4 \sin(x) \sin(y) \sin(z) = \sin(x + y - z) + \sin(x + z - y) + \sin(z + x - y) - \sin(x + y + z)
\]

(4.37)

with \( x \equiv -\pi L/L_{\text{osc}}^{21} \), \( y \equiv -\pi L/L_{\text{osc}}^{32} \), \( z \equiv \pi L/L_{\text{osc}}^{31} \) one finds

\[
\sin \left( \frac{2\pi L}{L_{\text{osc}}^{21}} \right) + \sin \left( \frac{2\pi L}{L_{\text{osc}}^{32}} \right) - \sin \left( \frac{2\pi L}{L_{\text{osc}}^{31}} \right) = 4 \sin \left( \frac{\pi L}{L_{\text{osc}}^{21}} \right) \sin \left( \frac{\pi L}{L_{\text{osc}}^{32}} \right) \sin \left( \frac{\pi L}{L_{\text{osc}}^{31}} \right),
\]

(4.38)
which allows to turn the term involving $J$ in eq. (4.36) into

\[
2J \sum_{\gamma} \epsilon_{\alpha\beta\gamma} \sum_{k>j} \sum_{l} \epsilon_{jkl} \sin \left( \frac{2\pi L}{L_{\text{osc}}^{k_j}} \right) = 2J \sum_{\gamma} \epsilon_{\alpha\beta\gamma} \left( \sin \left( \frac{2\pi L}{L_{\text{osc}}^{k_21}} \right) + \sin \left( \frac{2\pi L}{L_{\text{osc}}^{k_{32}}} \right) - \sin \left( \frac{2\pi L}{L_{\text{osc}}^{k_{31}}} \right) \right)
\]

\[
= 8J \sum_{\gamma} \epsilon_{\alpha\beta\gamma} \sin \left( \frac{\pi L}{L_{\text{osc}}^{k_21}} \right) \sin \left( \frac{\pi L}{L_{\text{osc}}^{k_{32}}} \right) \sin \left( \frac{\pi L}{L_{\text{osc}}^{k_{31}}} \right).
\]

Finally, the probability assumes the form

\[
P(\nu_\alpha \rightarrow \nu_\beta)(E, L) = \delta_{\alpha\beta} - 4 \sum_{k>j} \Re(\langle U_{\alpha j} U_{\alpha j}^* \rangle_{\nu_\beta}) \sin^2 \left( \frac{\pi L}{L_{\text{osc}}^{k_j}} \right)
\]

\[
+ 8J \sum_{\gamma} \epsilon_{\alpha\beta\gamma} \sin \left( \frac{\pi L}{L_{\text{osc}}^{k_21}} \right) \sin \left( \frac{\pi L}{L_{\text{osc}}^{k_{32}}} \right) \sin \left( \frac{\pi L}{L_{\text{osc}}^{k_{31}}} \right).
\]

An indication for CP violation gives the difference (or asymmetry) [223]

\[
\mathcal{A}_{\alpha\beta} = P(\nu_\alpha \rightarrow \nu_\beta) - P(\bar{\nu}_\alpha \rightarrow \bar{\nu}_\beta).
\]

For antineutrinos ($P(\bar{\nu}_\alpha \rightarrow \bar{\nu}_\beta)$) one needs to replace $U$ by its complex conjugate $U^*$ resulting in a different sign in front of the CP-violating term ($J \rightarrow -J$) in eq. (4.41). The difference turns out to be

\[
\mathcal{A}_{\alpha\beta}^\text{CP} = 16J \sum_{\gamma} \epsilon_{\alpha\beta\gamma} \sin \left( \frac{\pi L}{L_{\text{osc}}^{k_21}} \right) \sin \left( \frac{\pi L}{L_{\text{osc}}^{k_{32}}} \right) \sin \left( \frac{\pi L}{L_{\text{osc}}^{k_{31}}} \right).
\]

Note that if CPT invariance\(^8\) holds, then the difference $P(\nu_\alpha \rightarrow \nu_\beta) - P(\nu_\beta \rightarrow \nu_\alpha)$ which is an indicator for T violation, is equal to $\mathcal{A}_{\alpha\beta}^\text{CP}$. Therefore, $\mathcal{A}_{\alpha\beta}^\text{CP}$ serves as a probe for the violation of the CP symmetry and T symmetry as well [223].

From the phenomenological point of view, only oscillation experiments measuring flavor transition probabilities allow to study CP or T violations. This is a crucial consequence of the CPT symmetry which demands the relation $P(\nu_\alpha \rightarrow \nu_\beta) = P(\bar{\nu}_\beta \rightarrow \bar{\nu}_\alpha)$, in particular one has $P(\nu_\alpha \rightarrow \nu_\alpha) = P(\bar{\nu}_\alpha \rightarrow \bar{\nu}_\alpha)$ [32, 39].

Also, in order to search for possible CP violation in neutrino oscillations, experiments require a sufficiently large sensitivity and for the oscillation phases one needs $2\pi L/L_{\text{osc}}^{k_j} \equiv \Delta m_{k_j}^2 L/2E \sim \mathcal{O}(1)$ for $k_j \in \{21, 32, 31\}$ which allows to resolve the oscillatory behavior\(^9\) [39]. As can be

---

\(^8\) The invariance of physical laws under a combined transformation of charge, parity, and time-reversal is considered as a fundamental symmetry of nature. So far, no deviations from this symmetry have been observed. The validity of the CPT invariance in relativistic local quantum field theories (like the electroweak theory) is ensured by the CPT theorem (or Lüders-Pauli theorem) [224]. The individual symmetries do not need to be respected, as it is the case, e.g., in electroweak interactions.

\(^9\) Note that averaging over the baseline distance $L$ or the energy $E$ will lead to $\mathcal{A}_{\alpha\beta}^\text{CP} = 0$. 
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inferred from eq. (4.43), the violation of CP and T is an three-flavor effect: If one of the mass-squared differences vanish, $\Delta^\text{CP}_{ij} = 0$. Long-baseline experiments with sufficiently high beam intensities like T2K, NovA, and DUNE/LBNF are promising candidates for probing CP violation.

So far, we based our discussion on the vacuum case. However, in neutrino oscillations the presence of matter can mimic violations of the C, CP, and CPT symmetries, even if the effective neutrino mass matrix conserves these symmetries [225–227]. As a consequence, experimental studies need to be capable of distinguishing between matter-induced (also called extrinsic or fake) and fundamental (also called intrinsic) violations of CP.

Still, it is possible to find relations that are useful for practical applications. Due to the unitarity of the mixing matrix, the following sum rules (which expresses probability conservation) hold:

\begin{align}
\sum_{\beta=e,\mu,\tau} P(\nu_\alpha \to \nu_\beta) &= 1, \\
\sum_{\alpha=e,\mu,\tau} P(\nu_\alpha \to \nu_\beta) &= 1.
\end{align}

(4.44) (4.45)

In particular, it follows that the sum of the $\nu_e$ appearance probabilities can be expresses by the $\nu_e$-survival probability

\begin{equation}
P(\nu_\mu \to \nu_e) + P(\nu_\tau \to \nu_e) = 1 - P(\nu_\nu \to \nu_e). \tag{4.46}
\end{equation}

Note that if there is a violation of the T-symmetry (intrinsic or matter-induced), we have $P(\nu_\alpha \to \nu_\beta) \neq P(\nu_\beta \to \nu_\alpha)$ ($\alpha \neq \beta$), but the sum rules above still hold.

In a medium consisting of ordinary matter, one can show [228] that the $\nu_e$ survival probability and the $\nu_e$ appearance probability do not depend on $\delta$, i.e., the relations

\begin{align}
P(\nu_\alpha \to \nu_e)(\delta \neq 0) &= P(\nu_\alpha \to \nu_e)(\delta = 0) \\
P(\nu_\mu \to \nu_e)(\delta \neq 0) + P(\nu_\tau \to \nu_e)(\delta \neq 0) &= P(\nu_\mu \to \nu_e)(\delta = 0) \\
&+ P(\nu_\tau \to \nu_e)(\delta = 0),
\end{align}

(4.47) (4.48)

hold as in the vacuum case, if the $\nu_\mu$ and $\nu_\tau$ interactions with matter are not different. Furthermore, it has been demonstrated [229] that the relations, eqs. (4.47) and (4.48), are valid if neutrino self-interactions are involved as long as the initial fluxes for $\nu_\mu$ and $\nu_\tau$ are the same.

In the following section, we want to give a first exploration of CP-violation in BNS mergers. We study the effect of the Dirac phase $\delta$ on the neutrino flavor evolution and discuss the impact on probabilities and neutrino fluxes by varying $\delta$ over a set of different values.
4.8.2 Impact of the Dirac CP-violating phase

In this section we want to perform a first investigation on the possibility of CP violation by studying a non-vanishing Dirac-phase $\delta$. We show that it can indeed induce modifications of the neutrino flavor evolution and of the interaction rates on neutrons and protons that determine the election fraction.

To study the impact of a non-vanishing Dirac phase $\delta$, we want the relations, shown in eqs. (4.47) and (4.48), to become sensitive on $\delta$. As outlined in the previous section 4.8.1, this can be achieved by using different fluxes for $\nu_\mu$ and $\nu_\tau$ and/or by including loop corrections for the corresponding matter potentials. For the latter, we consider the effective neutrino-matter potential

$$H_{\text{matt}}(r) = \sqrt{2}G_F n_b(r) \text{diag}[Y_e(r), 0, Y_{\tau}^{\text{eff}}(r)],$$

(4.49)

where $n_b = \rho_{\text{matt}}/m_\nu$ is the baryon number density, determined by the matter density $\rho_{\text{matt}}$. $Y_e$ denotes the electron fraction and $Y_{\tau}^{\text{eff}}$ is the effective tau lepton fraction [230]

$$Y_{\tau}^{\text{eff}} = \frac{3\sqrt{2}G_F m_\tau^2}{(2\pi)^2} \left[ \ln \left( \frac{m_W^2}{m_\tau^2} \right) - 1 + \frac{Y_\mu}{3} \right],$$

(4.50)

due to one-loop radiative corrections leading to a shift in the $\nu_\mu - \nu_\tau$ energy splitting. In the latter expression, $m_W \approx 80.4$ GeV and $m_\tau \approx 1.8$ GeV denote the masses of the W boson and $\tau$ lepton, respectively.

In an electrically neutral medium, the neutron fraction can be expressed by the electron fraction $Y_e$, i.e., $Y_\mu = 1 - Y_e$, since $n_p = n_e$. This allows us to write:

$$Y_{\tau}^{\text{eff}} = \frac{3\sqrt{2}G_F m_\tau^2}{(2\pi)^2} \left[ \ln \left( \frac{m_W^2}{m_\tau^2} \right) - \frac{2}{3} - \frac{Y_e}{3} \right],$$

(4.51)

$$\approx 2.8 \times 10^{-5} \left( 1 - \frac{Y_e}{21.0} \right).$$

(4.52)

Note that the term proportional to $Y_e$ provides only a correction at the level of a few percent. The quantitative estimates performed so far in the context of core-collapse supernovae show that CP violating effects are at the level of a few percent in presence of radiative corrections [228, 229], and are larger when neutrino magnetic moments are considered [231].

In our numerical calculations, we vary the CP-violating phase $\delta \in \{0, \frac{\pi}{4}, \frac{\pi}{3}, \frac{3\pi}{2}, \pi\}$, where the currently favored value corresponds to $\delta \approx 3\pi/2$, but still lacks a sufficient statistical significance.
Besides electron neutrino survival probabilities as function of distance for four different neutrino energies, we compute fluxes of neutrinos with flavor $\alpha$,

$$F_{\nu_\alpha}(\delta, E, r) = \sum_{\beta=e,\mu,\tau} j_{\nu_\beta}(E) P(\nu_\beta \rightarrow \nu_\alpha)(\delta, E, r),$$  \hspace{1cm} (4.53)

where $j_{\nu_\beta}(E)$ denotes the initial flux eq. (4.18). Like in [228, 229], we also show the flux ratios $F_{\nu_\alpha}(\delta, E, r)/F_{\nu_\alpha}(\delta = 0, E, r)$ as function of the neutrino energy at two different distances.

Thereby we study three cases:

1. $Y^\text{eff}_\tau \neq 0$ and equal initial fluxes for $\nu_\mu$ and $\nu_\tau$, 
2. $Y^\text{eff}_\tau \neq 0$ and different initial fluxes for $\nu_\mu$ and $\nu_\tau$: $j_{\nu_\tau}(E) = 1.01 j_{\nu_\mu}(E)$, 
3. $Y^\text{eff}_\tau = 0$ and equal initial fluxes for $\nu_\mu$ and $\nu_\tau$: $j_{\nu_\tau}(E) = 1.01 j_{\nu_\mu}(E)$,

where in case of different initial fluxes we changed the $\nu_\tau$ luminosity by a small amount, $L_{\nu_\tau} = 1.01 L_{\nu_\mu}$, and apply the same change onto the corresponding antineutrino quantity ($L_{\bar{\nu}_\tau}$).

In figures 4.28, 4.32, and 4.36 we present our results on the survival probabilities for $\nu_e$ and $\bar{\nu}_e$ for both mass hierarchies. It turns out that in all cases a similar picture emerges. In both mass hierarchies the energy-dependent survival probabilities of $\nu_e$ and $\bar{\nu}_e$ show almost no change or only very small differences in form of small shifts of the probabilities with respect to the case of a vanishing Dirac phase ($\delta = 0$). In scenario 2 above where we include radiative corrections and a rescaling of the $\nu_\tau$ luminosities, we encounter the largest shifts for $P(\nu_e \rightarrow \nu_e)$ in the normal mass hierarchy.

For the flux ratios at a distance of 500 km, shown in figures 4.29, 4.33, and 4.37, some differences are present in case of very low and high neutrino energies. The largest impact is found in the normal mass hierarchy for $F_{\nu_e}$. In particular in the second case, the $\nu_e$-fluxes becomes strongly enhanced for $\delta = 3\pi/2$. But even in the third case, where we only introduced a small difference between the $\nu_\mu$ and $\nu_\tau$ fluxes, we can observe an maximal effect at the level of $O(10)\%$ in the flux ratios. This is reasonable if we keep in mind that the presence of the neutrino self-interaction potential and the non-linearity of the problem can lead to an enhancement of the CP violating effects as first demonstrated in [229] in the context of core-collapse supernovae. Since shifts can result in a huge effect when plotting ratios, we also show the fluxes (not ratios) next to each other in figures 4.30, 4.34, and 4.38 for $\delta = 0$ and $\delta = 3\pi/2$. From these plots the modifications due to a non-trivial CP phase seem to be only minor.

As can be seen from the flux ratios, the results also show a sensitivity on the chosen value for the Dirac phase $\delta$ that is very different in each of the three cases. In addition, we encounter a hierarchy dependence that still needs to be understood.

Finally, in all cases the differential capture rate ratios, presented in figures 4.31, 4.35, 4.39, remain practically unaffected. The maximal effect ($\lesssim 3\%$) shows up in case of including radiative corrections along with the luminosity rescaling.
From the theory point of view, we still need to understand the energy dependence\textsuperscript{10} of our results. On the other hand, it is difficult to observe such energy-dependent effects in experiments. While the low energy effects appear in a narrow energy range requiring a fine energy resolution of the detector, the features at higher energies appear at a broader range of neutrino energies. However, we saw that even if we change the $\nu_\tau$ fluxes by only 1\%, the outcome can be very different. Regarding this sensitivity on the initial fluxes and keeping in mind the large experimental uncertainties, a measurement appears to be impractical at the present stage. Furthermore, the statistics is rather poor when studying neutrinos from astrophysical sources other than the Sun.

\textsuperscript{10} Note that such a dependence was already observed in the context of SNe [229].
Figure 4.28.: Electron neutrino survival probabilities for different values of $\delta$ as function of distance for different energies in normal (left) and inverted hierarchy (right panels). The results are obtained with $Y_{\text{eff}}^{\mu} \neq 0$ and equal initial fluxes for $\nu_\mu$ and $\nu_\tau$. 
Figure 4.29: Ratios of fluxes for $\delta \neq 0$ over $\delta = 0$ for $\nu_e$ and $\bar{\nu}_e$ (upper panel) and $\nu_\tau$ and $\bar{\nu}_\tau$ (lower panel) as function of neutrino energy at 500 km. The results are obtained with $Y_{\tau}^{\text{eff}} \neq 0$ and equal initial fluxes for $\nu_\mu$ and $\nu_\tau$. 
Figure 4.30.: Fluxes for $\delta = 0$ and $\delta = 3\pi/2$ for $\nu_e$ and $\bar{\nu}_e$ (upper panel) and $\nu_\tau$ and $\bar{\nu}_\tau$ (lower panel) as function of neutrino energy at 500 km. Figure (a) corresponds to the normal hierarchy case while in (b) shows the results obtained in the inverted hierarchy. The results are obtained with $Y_{\tau}^{\text{eff}} \neq 0$ and equal initial fluxes for $\nu_\mu$ and $\nu_\tau$. 

(a) Normal hierarchy

(b) Inverted hierarchy
Figure 4.31.: Ratios of capture rate ratios for different values of $\delta$ as function of distance for different energies. The results are obtained with $Y^\text{eff}_e \neq 0$ and equal initial fluxes for $\nu_\mu$ and $\nu_\tau$. 

(a) Normal hierarchy  

(b) Inverted hierarchy
Figure 4.32.: Electron neutrino survival probabilities for different values of $\delta$ as function of distance for different energies in normal (left) and inverted hierarchy (right panels). The results are obtained with $Y_\text{eff}^{\nu} \neq 0$ and different initial fluxes for $\nu_\mu$ and $\nu_\tau$. 

(a) Normal hierarchy  
(b) Inverted hierarchy  
(c) Normal hierarchy  
(d) Inverted hierarchy
Figure 4.33.: Ratios of fluxes for $\delta \neq 0$ over $\delta = 0$ for $\nu_e$ and $\bar{\nu}_e$ (upper) and $\nu_\tau$ and $\bar{\nu}_\tau$ (lower panels) as function of neutrino energy at 500 km. The results are obtained with $Y_{\tau}^{\text{eff}} \neq 0$ and different initial fluxes for $\nu_\mu$ and $\nu_\tau$. 
Figure 4.34.: Fluxes for $\delta = 0$ and $\delta = 3\pi/2$ for $\nu_e$ and $\bar{\nu}_e$ (upper panel) and $\nu_\tau$ and $\bar{\nu}_\tau$ (lower panel) as function of neutrino energy at 500 km. Figure (a) corresponds to the normal hierarchy case while in (b) shows the results obtained in the inverted hierarchy. The results are obtained with $Y_{\tau}^{\text{eff}} \neq 0$ and different initial fluxes for $\nu_\mu$ and $\nu_\tau$. 
Figure 4.35.: Ratios of capture rate ratios for different values of $\delta$ as function of distance for different energies. The results are obtained with $Y_{\text{eff}}^e \neq 0$ and different initial fluxes for $\nu_\mu$ and $\nu_\tau$. 

(a) Normal hierarchy

(b) Inverted hierarchy
Figure 4.36.: Electron neutrino survival probabilities for different values of $\delta$ as function of distance for different energies in normal (left) and inverted hierarchy (right panels). The results are obtained with $Y_{\text{eff}} = 0$ and different initial fluxes for $\nu_\mu$ and $\nu_\tau$. 
Figure 4.37.: Ratios of fluxes for $\delta \neq 0$ over $\delta = 0$ for $\nu_e$ and $\bar{\nu}_e$ (upper) and $\nu_\tau$ and $\bar{\nu}_\tau$ (lower panels) as function of neutrino energy at 500 km. The results are obtained with $Y_{\ell}^{\text{eff}} = 0$ and different initial fluxes for $\nu_\mu$ and $\nu_\tau$. 
Figure 4.38.: Fluxes for $\delta = 0$ and $\delta = 3\pi/2$ for $\nu_e$ and $\bar{\nu}_e$ (upper panel) and $\nu_\tau$ and $\bar{\nu}_\tau$ (lower panel) as function of neutrino energy at 500 km. Figure (a) corresponds to the normal hierarchy case while in (b) shows the results obtained in the inverted hierarchy. The results are obtained with $Y_{\text{eff},\tau} = 0$ and different initial fluxes for $\nu_\mu$ and $\nu_\tau$. 

(a) Normal hierarchy

(b) Inverted hierarchy
Figure 4.39: Ratios of capture rate ratios for different values of $\delta$ as function of distance for different energies. The results are obtained with $Y^e_{\text{eff}} = 0$ and different initial fluxes for $\nu_\mu$ and $\nu_\tau$. 

(a) Normal hierarchy  
(b) Inverted hierarchy
Chapter 5

Summary and Outlook

“Où finit le télescope, le microscope commence. Lequel des deux a la vue la plus grande?”
Victor Hugo
Les Misérables (1862)

In the present work, we investigated the trajectory dependence of the neutrino flavor evolution in a BNS merger remnant. This work represents an improvement compared to previous investigations, in various aspects, and can serve as the initial point for future studies. To be more precise, we followed neutrinos emitted from different emission points along various angles, and determined the flavor transformation properties. We found that depending on which location and which polar angle neutrinos are emitted, the outcome can be different. In particular, we observed that flavor conversion through MNR can occur for most neutrinos traveling through the low density funnel. For cases without flavor conversion across MNR due to the non-adiabaticity, a synchronized MSW transformation can take place afterwards. For neutrinos that do not encounter MNR, bipolar type of flavor oscillations may occur for the IH. We note that future investigations should also explore the dependence on the azimuthal emission angle that was omitted in this work.

We found that flavor evolution can significantly affect the neutrino capture rates on protons and neutrons at the regions with \( T \gtrsim 8 \text{ GK} \). This may change the \( r \)-process abundances in the neutrino wind. In our work we presented capture rates which do not take into account the solid angle contributions. This treatment is consistent with our single-trajectory approximation and we found that the oscillated \( \nu_e (\bar{\nu}_e) \) capture rates can increase (decrease) up to almost 67% (67%).

If we apply flavor conversion probabilities derived with the single-trajectory approximation to all neutrinos emitted from the disk and integrate over the solid angle (see, e.g., Fig. D.2), we find the \( \nu_e \) capture rates instead always decrease. This behavior is due to the fact that the solid angle for \( \nu_e \) is larger so that the relative contribution from \( \nu_x \) reduces. We speculate that the use of the “single-trajectory” assumption is maximizing the impact of flavor conversion we find on the capture rates.

The initial luminosities are a key input for the flavor evolution as we observed. In fact, a change in the luminosities can produce different flavor conversion results. In particular, we have shown this fact in two ways: either by taking the cooling luminosities as input

1 Where the telescope ends, the microscope begins. Which of the two has the grander view?
instead of the net luminosities, or by rescaling the number luminosity ratios of different neutrino species according to BNS merger model predictions. With cooling luminosities, we obtained flavor conversions for $\nu_e$ and, for most cases also for $\bar{\nu}_e$, that occur closer to the neutrino emission surface. Using rescaled luminosities, we also obtained standard MNR albeit the flavor transformation becomes less adiabatic. If future realistic initial fluxes happen to produce flavor conversion very close to the neutrino surface, the presence of neutrino absorption in the region above the disk might require, in the long run, the investigation of the competition between collisions and flavor evolution in an improved treatment of the neutrino propagation.

Whether there is efficient flavor conversion through MNR depends crucially on the way how neutrinos go through the resonance and the adiabaticity. We discussed these points in a two-flavor treatment and compared to the three-flavor calculations. In particular, we showed that even in detailed simulations [25], three flavor results can be understood, at least to some extend, within a two flavor framework in the cases with MNR. Hereby, we compared the adiabatic solution to the solutions obtained directly by solving the equations of motion. In most cases, we found a rather good agreement. However, we also observed increasing discrepancies for increasing neutrino energies. These need to be investigated in future studies. Also the adiabaticity for the three flavor case should be analyzed in more detail, e.g., by computing the non-adiabaticity parameter discussed in [158].

Furthermore, we performed a first exploration of CP violation in BNS mergers. In our numerical calculations, we probed distinct values for the Dirac-phase and studied different fluxes for $\nu_\mu$ and $\nu_\tau$ neutrinos and radiative corrections to the neutrino-matter potential. We found effects that are partially consistent with similar studies in the core-collapse supernova context. However, there are also differences, in particular between the mass hierarchies and neutrino energies which are not fully understood yet. With respect to observations a measurement of these effects appears to be impractical at the moment. For the possible impact on nucleosynthesis, we did not observe a relevant change of the differential capture rates. However, it is difficult to make a reliable statement with the employed level of approximations. Because these investigation was only preliminary, additional studies are necessary. The latter can also involve further radiative corrections, e.g., corrections to the neutrino self-interaction potential [232] or physics beyond the standard model like flavor changing neutral currents.

Besides CP violation, future investigations should also examine the role of neutrino non-standard interactions and sterile neutrinos in BNS mergers. In particular the role of the MNR, which can be relevant in such scenarios, should be analyzed.

In our work we illuminated in more detail some of the employed approximations used in our and in previous works and commented on their limitations. Demanding simulations beyond the currently used approximations will tell us how the implementation of the full coupling of the self-interaction Hamiltonian will modify the results presented in this work. From the studies performed in the supernova context one may speculate that this may introduce decoherence and possibly change the starting points of flavor conversions. Also symmetry
breaking effects (e.g., [124, 128]) or fast flavor conversions (see [128, 233] and references therein) appearing very close to the neutrino emission surface which require a non-trivial angular dependence for the neutrino distribution function, could have a strong impact on our studies and need to be addressed in future studies. To follow the dynamics of the flavor evolution one needs to study the feedback of neutrino flavor conversions on the hydrodynamics as well [189]. In particular this means that if the amount of $\nu_e$ ($\bar{\nu}_e$) changes, the electron fraction will be altered. In turn, the hydrodynamics needs to be updated and the corresponding equations have to be solved accordingly. Moreover, one should also include general relativistic effects which produce a redshift and the bending of the neutrino trajectory [234]. With respect to simulations of binary neutron star mergers and their aftermath (in particular the formation of the neutrino-driven wind), future numerical codes should cover a wide range of physical ingredients at the same time like full general relativistic hydrodynamics and a sophisticated spectral neutrino transport treatment including all flavor neutrinos. These steps (among others) beyond the approximations employed in this work may be necessary to assess the impact of flavor conversions on the $r$-process elements produced in the neutrino-driven wind and the actual contribution from neutron star mergers to the observed heavy element abundances.

Ongoing and future experiments will settle some of the open issues, in particular they will reveal the neutrino mass ordering and clarify if there is CP violation in the lepton sector. Furthermore, the expected gravitational wave signals and measurements from electromagnetic counterparts from binary neutron star mergers will provide valuable information that a necessary to understand the origin of heavy elements.
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Neutrino Refractive Index

In this chapter we want to elaborate on what we actually mean when a neutrino propagating in a medium acquires a refractive index. For this purpose, we apply simple arguments from quantum mechanical scattering theory. However, it should be stressed that a more complete treatment should rather be based on quantum field theory.

One of the key quantities in scattering theory is the so-called scattering amplitude $f_E$. In general, it is a complex function and accounts for the strength and angular dependency of a scattering process. Its dimension corresponds to a length and depends on the initial energy of the particle beam and the polar and azimuthal angles $\theta$ and $\phi$, respectively, but not on the details of the experimental setting. In the following we assume elastic and isotropic scattering. In particular the scattering amplitude is azimuthally symmetric: $f_E = f_E(\theta)$. We consider plane waves incident normally on a foil of some uniform material with number density $n$ and with infinitesimal thickness $\delta$ at $x = (\rho, \phi, z)$, where we employed cylindrical coordinates. The foil extends infinitely in the $x$-$y$ plane. The small thickness ensures that at most single scattering inside the foil occurs [235, 236]. The incident wave interacts with the scattering centers and thereby produces a scattered wave. The situation is depicted in figure A.1. Now, we are interested in calculating the wave function at a distance $\Delta \equiv z - z_0 \gg 1/k$ far away from the foil at an observation point $(0, 0, z)$. For this purpose, we have to build a coherent sum of the incident wave and all scattered waves. The latter are found by taking all the contributions of the individual scatterers and multiply the scattering amplitude $f_E(\theta)$ with the number density $n$ and finally perform the integration over the foil area [236]. The scattered

![Figure A.1.: Plane waves incident normally on a thin foil.](image)
wave function observed at \((0, 0, z)\) with \(n d V\) scattering centers inside the volume element \(dV = \delta d\phi d\rho \rho\) is then found to be:

\[
e^{ikz} e^{ikr} f_E(\theta)n dV,
\]

where the \(e^{ikz_0}\)-factor accounts for the position of the scatterers at \(x\). If we use the relation \(r = \sqrt{\rho^2 + \Delta^2}\), the total scattered wave is given by

\[
\psi_{sc}^k \sim n \delta \int_0^{2\pi} d\phi e^{ikz_0} \int_0^\infty d\rho \frac{\rho}{\sqrt{\rho^2 + \Delta^2}} f_E(\theta) e^{ik\sqrt{\rho^2 + \Delta^2}}
\]

and as a consequence, the total wave function at the point \((0, 0, z)\) corresponds to

\[
\psi_k \sim e^{ikz} \left(1 + n \delta \int_0^{2\pi} d\phi e^{ikz_0} \int_0^\infty d\rho \frac{\rho}{\sqrt{\rho^2 + \Delta^2}} f_E(\theta) e^{ik\left(\sqrt{\rho^2 + \Delta^2} - z\right)} \right).
\]

Note that the \(\phi\)-integration becomes trivial, because we assumed isotropic scattering. If we now expand the square root in the exponent for \(\rho/\Delta \ll 1\), we obtain

\[
k\sqrt{\rho^2 + \Delta^2} \approx k\Delta \left(1 + \frac{1}{2} \frac{\rho^2}{\Delta^2} \right)
\]

and therefore,

\[
e^{ik(\sqrt{\rho^2 + \Delta^2} - z)} \approx e^{-ikz_0} e^{ik\rho^2/(2\Delta)}.
\]

The argument appearing in the second exponent leads to rapid oscillations for \(k\rho^2/\Delta \gg 1\) [236] and therefore the upper limit of integration is of order \(\Delta/k\). As a consequence and because of \(k\Delta \gg 1\) we find \(\theta = \arcsin(\rho/\Delta) \approx 0\), leading to

\[
\psi_k \sim e^{ikz} \left(1 + \frac{2\pi n \delta}{\Delta} f_E(0) \int_0^\infty d\rho \frac{\rho}{\sqrt{\rho^2 + \Delta^2}} e^{ik\rho^2/(2\Delta)} \right).
\]

The remaining integration yields:

\[
\int_0^\infty d\rho \rho e^{ik\rho^2/(2\Delta)} = \frac{1}{2} \int_0^\infty d(\rho^2) e^{ik\rho^2/(2\Delta)}
\]

\[
= \lim_{\epsilon \to 0^+} \frac{1}{2} \int_0^\infty d(\rho^2) e^{i(k+i\epsilon)\rho^2/(2\Delta)}
\]

\[
= \frac{i\Delta}{k}.
\]
In the first step we made a change of variables \((\rho \mapsto \rho^2)\) and in the second step we employed the method of adiabatic regularization [237, 238], i.e., we multiplied the integrand by a regularization factor \(e^{-\epsilon \rho^2/(2\Delta)}\) [236] and computed the limit \(\epsilon \to 0^+\). This yields

\[
\psi_k \sim e^{ikz} \left(1 + \frac{2\pi i n\delta}{k} f_E(0)\right).
\]

(A.10)

Finally, if we want to study the case with finite thickness \(d\), we consider \(N\) layers of infinitesimal thickness and take the continuum limit \(N \to \infty\) such that \(d \equiv N \cdot \delta < \infty\) holds [32, 240]:

\[
\psi_k \sim \lim_{N \to \infty} e^{ikz} \left(1 + \frac{2\pi i n d}{Nk} f_E(0)\right)^N
= e^{ikz} e^{2\pi i nd f_E(0)/k}.
\]

(A.11)

Therefore, after the scattering process, the initial wave picked up an additional phase factor. To interpret the latter, we use the well-known relation from the classical theory of scattering [235, 241–245]

\[
n_{\text{refr}} = 1 + \frac{2\pi}{k^2} n f_E(0)
\]

(A.13)

which allows us to establish a connection between the exponent and the refractive index of the medium [53]

\[
\psi_k \sim e^{ik[z+(n_{\text{refr}}-1)d]}.
\]

(A.14)

Now the physical interpretation becomes evident: After traveling through the medium, the wave experienced refraction.

In the following, let us consider a beam of free streaming neutrinos with momentum \(k\) propagating in \(z\)-direction, described by a plane wave \(e^{ik\hat{e}_z \cdot x}\). After the neutrinos interacted with some scatterer at \(x = (\rho, \phi, z)\), the scattered wave is expected to fulfill the asymptotic condition \(f_E(\theta, \phi) e^{ipr}/r\) at large distances \(r\) from the scattering region [246, 247], where \(p\) denotes the corresponding momentum. In this case the total distorted wave function assumes the asymptotic form

\[
\psi_k \sim e^{ikz} + f_E(\theta, \phi) e^{ikr}/r.
\]

(A.15)

In case of elastic scattering we have \(f_E = f_E(\theta)\) and the following relation for the elastic differential cross section holds

\[
\left(\frac{d\sigma}{d\Omega}\right)_{\text{el}} = |f_E(\theta)|^2.
\]

(A.16)

1 Note that the regularization factor could be interpreted as an artificial "absorption" factor [239].

2 The so-called Sommerfeld radiation condition.

3 Note that \(\rho = \sqrt{x^2 + y^2}\), \(\phi\) and \(z\) denote cylindrical coordinates (as before).
In perturbative quantum field theories, however, the scattering amplitude corresponds essentially to the matrix element $M$ that can be computed using Feynman rules. In the center-of-momentum frame, one finds for a two-body elastic scattering process [248]:

$$\left( \frac{d\sigma}{d\Omega} \right)_{el} = \frac{|M|^2}{64\pi^2E^2},$$  \hspace{1cm} (A.17)

where $E$ denotes the energy in that frame. If we compare both expressions for the differential cross section, it is convenient to define the scattering amplitude for elastic scattering as [249]

$$f_E(\theta) = \frac{1}{8\pi E}M,$$  \hspace{1cm} (A.18)

where our choice of phase is just convention. If we use eq. (A.13) with $k^2$ replaced by $E^2$, we can link the scattering of a single scatterer to the macroscopic properties of the medium (with a large number of scattering centers) described by the (complex) index of refraction $n_{\text{refr}}$. The Feynman amplitude $M$ for the charged current contribution of the elastic neutrino-electron scattering process $\nu_e + e^- \rightarrow \nu_e + e^-$ at tree-level can be found by a straightforward calculation yielding [43, 250]

$$f_E(0) = -\frac{G_F E}{\sqrt{2\pi}},$$  \hspace{1cm} (A.19)

and the refractive index is given by

$$n_{\text{refr}} = 1 - \frac{\sqrt{2}G_F n_e}{E},$$  \hspace{1cm} (A.20)

where $n_e$ denotes the electron number density. Thus, the neutrinos acquire a non-trivial (i.e. $\neq 1$) refractive index $n_{\text{refr}}$, i.e., their dispersion relation is altered in matter:

$$|p| \approx E \mapsto |p| \approx E n_{\text{refr}}.$$  \hspace{1cm} (A.21)

Consequently, also the neutrino flavor propagation phenomenology is expected to change. The scattered waves may coherently interfere in the forward direction. This can be described by an effective potential which can be introduced via

$$V \equiv E - En_{\text{refr}} = -(n_{\text{refr}} - 1)E.$$  \hspace{1cm} (A.22)

Because the interaction of the neutrinos with such a medium is flavor dependent, the medium is called “flavor birefringent” [53]. For example, if the medium consists only of electrons, the scattering amplitudes for $\nu_\mu, \tau - e$-scattering will be different from $\nu_e - e$-scattering, because the

---

4 Note that the imaginary part of $f_E(0)$ is associated with the so-called absorption coefficient. Because the interaction is weak, we will neglect absorption for convenience [61, 250].

5 At non-zero temperature, we need to replace $n f_E(0)$ by its thermal average [251]: $\langle n f_E(0)\rangle$.

6 In a full discussion one should consider both the charged current and the neutral current contributions to $f_E(0)$. But since for the flavor evolution only the difference between the refractive indices matters, we can focus on the charged current part only.
latter can proceed through the charged-current channel in addition to the neutral-current channel. If we limit our discussion on charged current contributions, we find for the effective potential of electron neutrinos in an electron background \( V \equiv \sqrt{2} G_F n_e \). One should keep in mind that the refractive indices are computed within the SM where neutrinos are assumed to be massless and lepton number is conserved. Therefore, it seems natural to ask if the use of those refractive indices is appropriate. Though we know that neutrinos have non-vanishing masses, high precision experiments of weak processes indicate that neutrino interactions with particles of the SM are reasonably well described within the SM. Thus, at least in a first approximation to possible extensions of the SM, the calculation of the neutrino refractive indices seems to be admissible [31, 32].

To get a feeling of the size of the refractive index, we make some estimates. In supernovae with a matter density of \( \rho \approx 10^8 \text{g cm}^{-3} \), electron fraction \( Y_e = 0.4 \), the electron number density corresponds to \( n_e = \rho Y_e / m_u \sim O(10^{31}) \text{cm}^{-3} \) and for the refractive index we find \( |n_{\text{refr}} - 1| \sim O(10^{-13}) \). In the neutrino driven wind in the aftermath of a binary neutron star merger, it is possible to encounter conditions with \( \rho = 2 \times 10^{10} \text{ cm}^{-3} \), \( Y_e = 0.18 \), and a refractive index of \( |n_{\text{refr}} - 1| \sim O(10^{-11}) \). Though these tiny values might suggest that refractive effects are practically negligible\(^7\), the impact on the flavor evolution can be crucial.

As a final remark, we stress that although the situation here shares similarities with the case of photons traveling through a medium, the situation significantly changes if neutrinos travel through a medium consisting of other neutrinos: The resulting potential that describes how neutrinos change their flavor, will then depend on the flavor states of the background neutrinos. Clearly, this turns the problem into a non-linear one (see Chapter 3).

---

\(^7\) Indeed, if we would employ a model with only one single flavor, refractive effects are not important.
Energy Binning

During a matter-neutrino resonance, the matter and neutrino self-interaction potentials cancel each other at the order of the vacuum potential which is proportional to the inverse energy, $1/E$. Numerically, the problem becomes very sensitive to any remainder. It turns out that if we switch to the inverse energy space [252], we can reach convergence (with respect to accuracy) with a lower number of energy bins. To be specific, instead of performing integrations over energies $E$, we substitute the corresponding energy integrals and switch to the inverse-energy space $1/E$, i.e., for a function $f = f(E)$ we have:

$$
\int_0^\infty dE \, f(E) = \int_0^\infty \frac{d\omega}{\omega^2} \, f(1/\omega),
$$

with the substitution $\omega \equiv 1/E$. In figure B.1 we show different numerical integration schemes used in this work. We employed a simple midpoint rule or a Gauss-Legendre quadrature for the integration over energies or inverse energies. While by integration over $E$, many bins are used for higher energies, where the energy distribution function $f_\nu$ (here we assume a Fermi-Dirac function) has a wide tail which is almost vanishing (see eq. (4.5)). In contrast, if we integrate over $1/E$, most of the energy bins are used in the region where the distribution function is most relevant.

![Figure B.1.: Different numerical schemes (midpoint rule and Gauss-Legendre quadrature) for integration over energies and inverse energies. We show the energy binning, i.e., energy as a function of the numbers of bin (right) and on the left we plot a Fermi-Dirac distribution as function of the neutrino energy.](image-url)
Cross Sections

In the following we list explicit expressions from [200] for the cross sections without weak magnetism corrections.

Neutrino absorption on free nucleons \( (N \in \{n, p\}) \):

\[
\sigma_{\nu N, \text{abs}} = \sigma_0 \left( 1 + \frac{3g^2_A}{4} \right) \left( \frac{E \pm \Delta_{np}}{m_e c^2} \right)^2 \left[ 1 - \left( \frac{m_e c^2}{E \pm \Delta_{np}} \right)^2 \right]^{1/2},
\]

where \( \nu \in \{\nu_e, \bar{\nu}_e\} \), \( \sigma_0 \approx 1.705 \times 10^{-44} \text{ cm}^2 \), \( g_A \approx -1.23 \), \( \Delta_{np} = (m_n - m_p)c^2 \approx 1.29 \text{ MeV} \), and \( E \) corresponds to the neutrino energy. The plus sign refers to electron neutrino absorption on free neutrons \( \sigma_{\nu_e n, \text{abs}} \), while the minus sign refers to electron antineutrino absorption on free protons \( \sigma_{\bar{\nu}_e p, \text{abs}} \).

For the elastic neutrino-nucleon scattering, the momentum-transfer cross section is the relevant cross section for our calculations of the (transport) optical depth. It is obtained from the differential cross section weighted by a factor \( (1 - \cos \Theta) \) and integrated over the solid angle. Here, \( \Theta \) denotes the scattering angle. Explicitly, the momentum-transfer cross sections for neutrino-neutron scattering turns out to be

\[
\sigma_{\nu n, \text{tr}} = \frac{\sigma_0}{4} \left( \frac{E}{m_e c^2} \right)^2 \left( \frac{1 + 5g^2_A}{6} \right),
\]

and for neutrino-proton scattering

\[
\sigma_{\nu p, \text{tr}} = \frac{\sigma_0}{6} \left( \frac{E}{m_e c^2} \right)^2 \left[ (C'_V - 1)^2 + 5g^2_A(C'_A - 1)^2 \right],
\]

where

\[
C'_V = \frac{1}{2} + 2\sin^2 \theta_W \approx 0.96, \quad (C.4)
\]

\[
C'_A = \frac{1}{2}. \quad (C.5)
\]
Luminosities and Neutrino Fluxes

In this chapter we derive an expression for the neutrino luminosities for an infinitesimal thin disk explicitly writing the constants $\hbar$ and $c$. For this purpose, we assume that the disk behaves like a blackbody source at a fixed temperature $T$, and take the neutrino number flux per unit energy per solid angle to be of Fermi-Dirac shape,

$$J_\nu(E) = \frac{c}{(2\pi \hbar c)^3} \frac{E^2}{e^{E/T} + 1}. \quad (D.1)$$

The differential neutrino number flux per unit energy in a beam with differential solid angle $d\Omega = dA \cos(\Theta)/\delta^2$ at $Q(x, 0, z)$ with a distance $l$ from the center of the disk is then given by (see figure D.1)

$$d\Phi_\nu(l, \Theta, E) = J_\nu(E) \frac{dA \cos \Theta}{\delta^2}, \quad (D.2)$$

where

$$\delta \equiv |Q - Q_0| = \sqrt{x^2 + r_d^2 - 2xr_d \cos \varphi + z^2} \quad (D.3)$$

corresponds to the distance from the differential area $dA$ to $Q$. The $\cos(\Theta)$-factor accounts for the fact that a distant observer at $Q$ sees only an effective area which accordingly reduces the flux. An integration over the disk yields the neutrino number flux per unit energy at $Q$:

$$\Phi_\nu(l, \Theta, E) = J_\nu(E) \int_0^{2\pi} d\varphi \int_0^{R_c} dr_d r_d \frac{\cos \Theta}{\delta^2}. \quad (D.4)$$

Using $\cos \Theta = z/\delta$ and $z = l \cos \delta$, it follows:

$$\Phi_\nu(l, \Theta, E) = l \cos \delta J_\nu(E) \int_0^{R_c} dr_d r_d \int_0^{2\pi} \frac{d\varphi}{\delta^3}. \quad (D.5)$$

For the explicit calculation, it is convenient [173] to introduce the quantities

$$L \equiv (x - r_d)^2 + z^2, \quad M \equiv (x + r_d)^2 + z^2 \quad (D.6)$$

so that

$$\delta = \sqrt{\frac{L + M}{2} - \frac{M - L}{2} \cos \varphi}. \quad (D.7)$$
With the relation
\[ \int_0^{2\pi} \frac{d\phi}{\delta^3} = \frac{4E\left(\sqrt{\frac{M-L}{M}}\right)}{L\sqrt{M}}, \]  
(D.8)

where
\[ E(k) \equiv \int_0^{\pi/2} d\theta \sqrt{1 - k^2 \sin^2 \theta} \]  
(D.9)
denotes Legendre’s complete elliptic integral of the second kind [253], we find

\[ \Phi_\nu(l, \delta, E) = 4l \cos \delta J_\nu(E) \int_0^{R_\nu} dr_d \frac{E\left(\sqrt{\frac{M-L}{M}}\right)}{L\sqrt{M}}. \]  
(D.10)

For an observer located at infinity, we compute the isotropized luminosity, i.e., the luminosity

obtained by assuming an isotropically emitted flux,

\[ L_\nu(\delta) = 2\pi l^2 \int_0^\infty dE E \Phi_\nu(l, \delta, E) \bigg|_{l \to \infty} \]  
(D.11)

\[ = \frac{7}{120} \frac{\pi^2 c}{(\hbar c)^3} T^d \lambda^3 \cos \delta \int_0^{R_\nu} dr_d \frac{E\left(\sqrt{\frac{M-L}{M}}\right)}{L\sqrt{M}} \bigg|_{l \to \infty}, \]  
(D.12)

Figure D.1.: Geometry: \(Q_0(r_d \cos \varphi, r_d \sin \varphi, 0), x = l \sin \delta, z = l \cos \delta, dA = dr_d \times dA_d \times d\phi.\)
where we used
\[ \int_0^\infty dE \frac{E^3}{e^{E/T_\nu} + 1} = \frac{7\pi^4}{120} T_\nu^4. \]  
(D.13)

The asymptotic relation
\[ \frac{E\left(\sqrt{\frac{2L}{M}}\right)}{L\sqrt{M}} = \frac{\pi}{2} \frac{1}{l^3} + \mathcal{O}(1/l^5) \quad (l \to \infty), \]  
(D.14)

yields
\[ L_\nu(\vartheta) = \frac{7\pi}{4} \sigma_{SB} T_\nu^4 \cos \vartheta \int_0^{R_\nu} dr d_r \]  
(D.15)
\[ = \frac{7\pi}{8} \sigma_{SB} T_\nu^4 R_\nu^2 \cos \vartheta, \]  
(D.16)

where \( \sigma_{SB} = \frac{\pi^2 k_B^4}{(60\hbar^3 c^2)} \) denotes the Stefan-Boltzmann constant.

Note that in the equations above, we considered a neutrino moving in the upward direction (\( \cos \vartheta > 0 \)). If we want to follow a neutrino moving downwards, we have to replace \( \cos \vartheta \) by \( -\cos \vartheta \), i.e., if \( \frac{\pi}{2} < \vartheta < \pi \).

An integration over the upper hemisphere leads to the total neutrino luminosity
\[ L_\nu = \int_0^1 d(\cos \vartheta) L_\nu(\vartheta) \]  
(D.17)
\[ = \frac{7\pi}{16} \sigma_{SB} T_\nu^4 R_\nu^2. \]  
(D.18)

As an additional check, we also compute the total neutrino energy flux emitted from \( dA \),
\[ \mathcal{F}_\nu = \int_0^\infty dE E^2 \mathcal{J}_\nu(E) \int d\Omega \cos \vartheta \]  
(D.19)
\[ = \frac{7}{8} \frac{\pi}{120\hbar^3 c^2} T_\nu^4 2\pi \int_0^1 d(\cos \vartheta) \cos \vartheta \]  
(D.20)
\[ = \frac{7}{16} \sigma_{SB} T_\nu^4 \]  
(D.21)

and from that, we infer the total neutrino luminosity
\[ L_\nu = \pi R_\nu^2 \mathcal{F}_\nu \]  
(D.22)
\[ = \frac{7\pi}{16} \sigma_{SB} T_\nu^4 R_\nu^2. \]  
(D.23)
This expression agrees with the one derived above (see eq. (D.17)). For a simple estimate, it is useful to express this in the convenient form

\[ L_{\nu} \sim 15 \times 10^{51} \text{ erg/s} \left( \frac{T_{\nu}}{3.4 \text{ MeV}} \right)^4 \left( \frac{R_{\nu}}{90 \text{ km}} \right)^2. \] (D.24)

If we use the neutrino disk radii at 60 ms from table 4.2 and the temperatures from table 4.3, we obtain \( L_{\nu_e} \approx 15 \times 10^{51} \text{ erg/s} \), \( L_{\bar{\nu}_e} \approx 33 \times 10^{51} \text{ erg/s} \) and \( L_{\nu_x} \approx 48 \times 10^{51} \text{ erg/s} \). While the values for \( L_{\nu_e} \) and \( L_{\bar{\nu}_e} \) are compatible with the luminosities obtained in [25], the value of \( L_{\nu_x} \) is about 6 times larger.

Similarly, we compute the isotropized neutrino number luminosity

\[ L_{N,\nu}(\theta) = \frac{2\pi l^2}{4\pi} \int_0^\infty dE \Phi_{\nu}(l, \theta, E) \mid_{l \to \infty} \] (D.25)

\[ = \frac{c}{(\hbar c)^3} \cos \theta T_{\nu}^3 R_{\nu}^2 \] (D.26)

and neutrino number luminosity

\[ L_{N,\nu} = \int_0^1 d(\cos \theta) L_{N,\nu}(\theta) \] (D.27)

\[ = \frac{c}{(\hbar c)^3} T_{\nu}^3 R_{\nu}^2. \] (D.28)

In local thermal equilibrium we can relate the mean energy, defined [25] via \( \langle E_{\nu} \rangle = L_{\nu}/L_{N,\nu} \), to the effective temperature

\[ \langle E_{\nu} \rangle = \frac{F_3(0)}{F_2(0)} T_{\nu}. \] (D.29)

However, we stress that the mechanism behind the spectra formation is rather demanding, since neutrinos decouple at different energy-dependent surfaces, and therefore our assumption of a thermal spectra which is determined by an effective temperature represents only a coarse approximation. In order to account for deviations from thermal equilibrium, one could examine different shapes of the spectral function similar to studies that have been done in the context of core-collapse supernovae (e.g., [83]).

If we multiply the neutrino number flux,

\[ F_{\nu} = \int_0^\infty dE \mathcal{J}_{\nu}(E) \int d\Omega \cos \theta \] (D.30)

\[ = \frac{\pi c}{(2\pi \hbar c)^3} F_2(0) T_{\nu}^3, \] (D.31)
by the disk area $\pi R_{\nu}^2$, the same expression for the neutrino number luminosity $L_{N,\nu} = \pi R_{\nu}^2 F_{\nu}$ as above is obtained:

$$L_{N,\nu} = \frac{c}{(\hbar\alpha)^3} \frac{F_2(0)}{8\pi} T_{\nu}^3 R_{\nu}^2.$$  \hspace{1cm} (D.32)

Finally, we express the neutrino number flux in terms of the luminosity and mean neutrino energy,

$$F_{\nu} = \frac{1}{\pi R_{\nu}^2} \frac{L_{\nu}}{\langle E_{\nu} \rangle},$$  \hspace{1cm} (D.33)

and define the neutrino number flux per unit energy per solid angle as follows:

$$c \frac{d^2 N_{\nu}}{d\Omega dE} \equiv \frac{F_{\nu}}{\pi} f_{\nu}(E),$$  \hspace{1cm} (D.34)

where

$$f_{\nu}(E) = \frac{1}{F_2(0)} \frac{1}{T_{\nu}^3} \frac{E^2}{e^{E/T_{\nu}} + 1}.$$  \hspace{1cm} (D.35)

denotes the normalized Fermi-Dirac distribution function with vanishing degeneracy parameter.

Consequently, the neutrino flux per unit energy corresponds to

$$\Phi_{\nu}(E, x, z) = \int_{\Omega_{\nu}} d\Omega \left( c \frac{d^2 N_{\nu}}{d\Omega dE} \right) = F_{\nu} f_{\nu}(E) \Omega_{\nu},$$  \hspace{1cm} (D.36)

where the solid angle is given by

$$\Omega_{\nu} = 4\pi \int_{R_0}^{R_{\nu}} dr_d r_d \frac{E \sqrt{M - L}}{L \sqrt{M}}.$$  \hspace{1cm} (D.37)

We show a typical form of the solid angle in figure D.2 along trajectory 2a. Since the neutrino disk radii for $\bar{\nu}_e$ and $\nu_x$ are similar, the difference in their corresponding solid angles is minor.
Figure D.2.: Solid angle for each neutrino species computed along trajectory 2a.
Geometric Factor

In this chapter we show the explicit structure of the geometric factor eq. (4.21) used in the neutrino self-interaction Hamiltonian eq. (4.22). An analytical calculation yields

\[
\int_{\Omega_{\nu}} d\Omega (1 - \cos \Theta_{pp'}) = \int_{\cos \theta_{\text{max}, \nu_\alpha}}^{\cos \theta_{\text{max}, \nu_\alpha}} d\cos \theta \int_{0}^{2\pi} d\phi (1 - \cos \Theta_{pp'})
\]

(E.1)

\[
= \int_{R_0}^{R_{\nu_\alpha}} dr_d \int_{0}^{2\pi} d\varphi |\det J| (1 - \cos \Theta_{pp'})
\]

(E.2)

\[
= \pi \int_{R_0}^{R_{\nu_\alpha}} dr_d \Gamma (r_d, \theta_0, \phi_0, x, z)
\]

(E.3)

\[
=: G_{\nu_\alpha}(\theta_0, \phi_0, x, z).
\]

(E.4)

In the second step, we performed a change of coordinates (as described in eqs. (4.11), (4.13), and (4.16)) and present the explicit calculation of the Jacobian determinant in section E.2. Furthermore, we introduced \( \Gamma \) as

\[
\Gamma (r_d, \theta_0, \phi_0, x, z) \equiv \int_{0}^{2\pi} d\varphi \left\{ \frac{1}{\delta^3} - \frac{z \cos \theta_0 + x \sin \theta_0 \cos \phi_0}{\delta^4} \right. \\
\left. \quad + r_d \sin \theta_0 \cos \phi_0 \frac{\cos \varphi}{\delta^4} + r_d \sin \theta_0 \sin \phi_0 \frac{\sin \varphi}{\delta^4} \right\},
\]

(E.5)

with \( \delta \) defined in eq. (D.7). In the single-trajectory approximation, the geometric factor \( G_{\nu_\alpha} \) should be understood as an averaging over the angles. The explicit \( \varphi \)-integration in eq. (E.5), shown in Section E.3 yields

\[
\Gamma = \frac{4E}{L \sqrt{M}} \left( \frac{M - L}{M} \right) - \pi \left\{ (L + M)(z \cos \theta_0 + x \sin \theta_0 \cos \phi_0) - 4x r_d^2 \sin \theta_0 \cos \phi_0 \right\} \frac{(LM)^{3/2}}{(LM)^{3/2}}
\]

(E.6)

where in the second step, the relation \( M - L = 4x r_d \), with \( M \) and \( L \) defined in eq. (D.6), was used and \( E(k) \) denotes Legendre’s complete elliptic integral of the second kind [253],

\[
E(k) \equiv \int_{0}^{\pi/2} d\theta \sqrt{1 - k^2 \sin^2 \theta}.
\]

(E.7)

Because of our definition of the angle \( \phi \) that differs from the definition in [173], we note that \(-\Gamma/2\) with the replacement \( \phi_0 \rightarrow \pi - \phi_0 \) corresponds to the geometric factor \( C \) given in [173]. Here, one also has to keep in mind the different convention used to denote the elliptic integral.


### E.1 Physical behavior at large distances

In this section, we want to study the behavior of the geometric factors at large distances from the disk. As before, we set $\phi = 0^\circ$. If neutrinos propagated sufficiently far away, we find

$$\cos \theta_0 \approx \frac{z}{r}, \quad \sin \theta_0 \approx \frac{x}{r}. \quad \text{(E.8)}$$

and therefore

$$L \approx r^2 - 2r_d r \sin \theta_0 + r_d^2, \quad \text{(E.9)}$$

$$M \approx r^2 + 2r_d r \sin \theta_0 + r_d^2, \quad \text{(E.10)}$$

$$L + M = 2(r^2 + r_d^2), \quad \text{(E.11)}$$

$$M - L = 4r_d r \sin \theta_0. \quad \text{(E.12)}$$

Consequently, we approximate

$$4E \left( \sqrt{\frac{M - L}{M}} \right) \frac{r \cos \theta_0}{L \sqrt{M}} - \frac{2\pi r^2 \cos \theta_0 \left\{ (r^2 + r_d^2) - 2r_d^2 \sin^2 \theta_0 \right\}}{(LM)^{3/2}} \quad \text{(E.13)}$$

$$= \frac{\pi r_d^2}{2r^4} (1 + \cos \theta_0^2 \cos \theta_0) + \mathcal{O}(1/r^6). \quad \text{(E.14)}$$

and find

$$G_{\nu_2}(r) \approx \frac{\pi (1 + \cos \theta_0^2 \cos \theta_0)}{8} \left( \frac{r_d}{r} \right)^4. \quad \text{(E.15)}$$

Along a trajectory with $\theta_0 = 45^\circ$ this corresponds to

$$G_{\nu_2}(r) \approx \frac{3\sqrt{2}\pi}{32} \left( \frac{r_d}{r} \right)^4. \quad \text{(E.16)}$$

As was pointed out in [101] for disk-like sources, we naturally expect $G_{\nu_2}$ to drop off with $r^{-4}$ at large distances. One factor of $r^{-2}$ accounts for the geometric dilution of flux while another factor of $r^{-2}$ is due to the increasing collinearity. In figure E.1 we show the geometric factor for electron neutrinos along trajectory 1a (see table 4.4) and the asymptotic behavior described by eq. (E.16). Both match at large distances.

In order to conclude this chapter, we provide a complete derivation of the geometric factor given in eq. (E.6) in the following sections.
Figure E.1.: Geometric factor for electron neutrinos $G_{\nu_e}$ along trajectory 1a (blue curve) together with the expression given in eq. (E.16) (dashed black curve) as a function of distance $r$. At large distances eq. (E.16) reproduces the asymptotic behavior of the geometric factor.
### E.2 Jacobian determinant

Before we calculate all partial derivatives appearing in the Jacobian determinant,

$$\det J = \frac{\partial (\cos \theta)}{\partial r} \frac{\partial \phi}{\partial \varphi} - \frac{\partial (\cos \theta)}{\partial \varphi} \frac{\partial \phi}{\partial r}, \quad (E.17)$$

it is useful to remark the expressions

$$\frac{\partial \Delta}{\partial r} = 2(r - x \cos \varphi), \quad (E.18)$$

$$\frac{\partial (\Delta^{-1/2})}{\partial r} = -\frac{1}{2\Delta^{3/2}} \frac{\partial \Delta}{\partial r} = -\frac{r - x \cos \varphi}{\Delta^{3/2}}, \quad (E.19)$$

$$\frac{\partial \Delta}{\partial \varphi} = 2x r \sin \varphi, \quad (E.20)$$

$$\frac{\partial (\Delta^{-1/2})}{\partial \varphi} = -\frac{r \sin \varphi}{\Delta^{3/2}}. \quad (E.21)$$

The latter equations allow us to find compact expressions for the following derivatives:

$$\frac{\partial (\cos \theta)}{\partial r} = -z \frac{r - x \cos \varphi}{\Delta^{3/2}} \Delta^{3/2}, \quad (E.22)$$

$$\frac{\partial \phi}{\partial \varphi} = -\frac{1}{1 + \Delta^{3/2} r^{2} \sin^{2} \varphi} \frac{\partial}{\partial \varphi} \left( \frac{r \sin \varphi}{x - r \cos \varphi} \right) \quad (E.23)$$

$$\frac{\partial (\cos \theta)}{\partial \varphi} = -z \frac{x r \sin \varphi}{\Delta^{3/2}} \Delta^{3/2}, \quad (E.24)$$

$$\frac{\partial \phi}{\partial r} = -\frac{(x - r \cos \varphi)^{2}}{\Delta - z^{2}} \frac{\partial}{\partial r} \left( \frac{r \sin \varphi}{x - r \cos \varphi} \right) \quad (E.25)$$

$$\frac{\partial \phi}{\partial r} = -\frac{(x - r \cos \varphi)^{2}}{\Delta - z^{2}} \frac{x \sin \varphi}{(x - r \cos \varphi)^{2}} \quad (E.26)$$

$$\frac{\partial \phi}{\partial r} = -\frac{x \sin \varphi}{\Delta - z^{2}} \quad (E.27)$$

Consequently, we find

$$\det J = z \frac{r - x \cos \varphi}{\Delta^{3/2}} \frac{x r \cos \varphi - r^{2}}{\Delta - z^{2}} \frac{x^{2} r \sin^{2} \varphi}{\Delta - z^{2}} \frac{1}{\Delta - z^{2}} \quad (E.28)$$

$$= \frac{z r}{\Delta^{3/2}(\Delta - z^{2})} \{(r - \cos \varphi)(x \cos \varphi - r) - x^{2} \sin^{2} \varphi \} \quad (E.29)$$

$$= \frac{z r}{\Delta^{3/2}(\Delta - z^{2})} \{x r \cos \varphi - r^{2} - x^{2} \cos^{2} \varphi + x r \cos \varphi - x^{2} \sin^{2} \varphi \} \quad (E.30)$$

$$= \frac{z r}{\Delta^{3/2}(\Delta - z^{2})} \{x^{2} + r^{2} - 2x r \cos \varphi \} \quad (E.31)$$

$$= -\frac{z r}{\Delta^{3/2}}. \quad (E.32)$$

$$= -\frac{z r}{\Delta^{3/2}}. \quad (E.33)$$
E.3 $\varphi$-integration

We split eq. (E.5) into four parts

$$\Gamma = \int_0^{2\pi} d\varphi \frac{1}{\delta^3} - (z \cos \theta_0 + x \sin \theta_0 \cos \phi_0) \int_0^{2\pi} d\varphi \frac{1}{\delta^4}$$

$$+ r_d \sin \theta_0 \cos \phi_0 \int_0^{2\pi} d\varphi \frac{\cos \varphi}{\delta^4} + r_d \sin \theta_0 \sin \phi_0 \int_0^{2\pi} d\varphi \frac{\sin \varphi}{\delta^4}$$

$$= : \Gamma_1 - (z \cos \theta_0 + x \sin \theta_0 \cos \phi_0) \Gamma_2 + r_d \sin \theta_0 \cos \phi_0 \Gamma_3 + r_d \sin \theta_0 \sin \phi_0 \Gamma_4 \quad (E.34)$$

and compute $\Gamma_1, \Gamma_2, \Gamma_3,$ and $\Gamma_4$ in what follows.

E.3.1 $\Gamma_1$

Inserting the explicit expression for $\delta$ in eq. (D.3) allows us to write

$$\Gamma_1 \equiv \int_0^{2\pi} d\varphi \frac{1}{(\frac{L+M}{2} - \frac{M-L}{2} \cos \varphi)^{3/2}} \quad (E.36)$$

$$= \int_{-\pi}^{+\pi} d\varphi \frac{1}{(\frac{L+M}{2} - \frac{M-L}{2} \cos \varphi)^{3/2}} \quad (E.37)$$

Using the Weierstrass substitution $\xi := \tan \frac{\varphi}{2}$ we find

$$\Gamma_1 = 2 \int_{-\infty}^{+\infty} d\xi \frac{1}{1 + \xi^2} \frac{1}{(\frac{L+M}{2} - \frac{M-L}{2} \frac{1-\xi^2}{1+\xi^2})^{3/2}} \quad (E.38)$$

$$= 2 \int_{-\infty}^{+\infty} d\xi \frac{\sqrt{1 + \xi^2}}{[(1 + \xi^2)(\frac{L+M}{2} - \frac{M-L}{2}(1 - \xi^2))]^{3/2}} \quad (E.39)$$

$$= 2 \int_{-\infty}^{+\infty} d\xi \frac{\sqrt{1 + \xi^2}}{(L + M \xi^2)^{3/2}} \quad (E.40)$$

\[\text{Note that } \varphi = 2 \arctan \xi, d\varphi = 2d\xi/(1 + \xi^2), \cos \varphi = (1 - \xi^2)/(1 + \xi^2) \text{ and } \tan(x) \to \pm \infty \text{ for } x \to \pm \pi/2.\]
Now we substitute $\rho := \sqrt{M/L} \xi$ yielding

$$\Gamma_1 = 2\sqrt{\frac{L}{M}} \int_{-\infty}^{+\infty} d\rho \frac{\sqrt{1 + \frac{L}{M}\rho^2}}{[L(1 + \rho^2)]^{3/2}} \quad \text{(E.41)}$$

$$= \frac{2}{L\sqrt{M}} \int_{-\infty}^{+\infty} d\rho \frac{\sqrt{1 + \frac{L}{M}\rho^2}}{(1 + \rho^2)^{3/2}}. \quad \text{(E.42)}$$

With the substitution $u := \arctan \rho$ we arrive at

$$\Gamma_1 = 2\sqrt{\frac{L}{M}} \int_{-\infty}^{+\infty} d\rho \frac{\sqrt{1 + \frac{L}{M}\rho^2}}{[L(1 + \rho^2)]^{3/2}} \quad \text{(E.43)}$$

$$= \frac{2}{L\sqrt{M}} \int_{-\pi/2}^{+\pi/2} du \frac{\sqrt{1 + \frac{L}{M}\tan^2 u}}{\sqrt{1 + \tan^2 u}}. \quad \text{(E.44)}$$

Because $\sqrt{1 + \tan^2 u} = 1/\cos(u)$ on $[-\frac{\pi}{2}, +\frac{\pi}{2}]$ we finally find

$$\Gamma_1 = \frac{2}{L\sqrt{M}} \int_{-\pi/2}^{+\pi/2} du \ cos(u) \sqrt{1 + \frac{L}{M} \sin^2 u} \quad \text{(E.45)}$$

$$= \frac{2}{L\sqrt{M}} \int_{-\pi/2}^{+\pi/2} du \left( 1 - \frac{L}{M} \right) \sin^2 u \quad \text{(E.46)}$$

$$=: \frac{2}{L\sqrt{M}} \int_{-\pi/2}^{+\pi/2} du \ f(u) \quad \text{(E.47)}$$

$$= \frac{4}{L\sqrt{M}} \int_{0}^{+\pi/2} du \ \sqrt{1 - \frac{M-L}{M} \sin^2 u} \quad \text{(E.48)}$$

$$= \frac{4}{L\sqrt{M}} E \left( \sqrt{\frac{M-L}{M}} \right). \quad \text{(E.49)}$$

Note that in the first step we used the relation

$$\int_{0}^{2\pi} d\varphi \Delta^{-3/2} = \int_{0}^{+\pi} d\varphi \Delta^{-3/2} + \int_{+\pi}^{+2\pi} d\varphi \Delta^{-3/2} \quad \text{(E.50)}$$

$$= \int_{-\pi}^{+\pi} d\varphi \Delta^{-3/2}, \quad \text{(E.51)}$$

\footnote{Where the relations $du = d\rho/(1 + \rho^2)$ and $u(x) \to \pm \pi/2$ for $x \to \pm \infty$ hold.}
where
\[ \int_{+\pi}^{+2\pi} d\phi \Delta^{-3/2} = \int_{-\pi}^{0} d\phi \Delta^{-3/2} \] (E.52)
with the substitution \( \phi \mapsto \phi - 2\pi \).

**E.3.2 \( \Gamma_2 \)**

Starting from
\[ \Gamma_2 \equiv \int_{0}^{2\pi} d\phi \frac{1}{(L + M - \frac{M - L}{2} \cos \phi)^2} \] (E.53)
\[ = \int_{-\pi}^{+\pi} d\phi \frac{1}{(L + M - \frac{M - L}{2} \cos \phi)^2} \] (E.54)
and using the Weierstrass substitution \( \xi := \tan \frac{\phi}{2} \) again, we find
\[ \Gamma_2 = 2 \int_{-\infty}^{+\infty} d\xi \frac{1 + \xi^2}{(L + M \xi^2)^2} \] (E.55)
\[ = 2 \int_{-\infty}^{+\infty} d\xi \frac{\sqrt{1 + \xi^2}}{(L + M \xi^2)^2}. \] (E.56)

Now we substitute \( \rho := \sqrt{M/L} \xi \) and obtain
\[ \Gamma_2 = \frac{2}{L\sqrt{LM}} \int_{-\infty}^{+\infty} d\rho \frac{1 + \frac{L}{M} \rho^2}{(1 + \rho^2)^2} \] (E.57)
\[ = \frac{2}{L\sqrt{M}} \left\{ \frac{L}{M} \int_{-\infty}^{+\infty} d\rho \frac{1}{1 + \rho^2} + \left( 1 - \frac{L}{M} \right) \int_{-\infty}^{+\infty} d\rho \frac{1}{(1 + \rho^2)^2} \right\} \] (E.58)
\[ = \frac{2\pi}{L\sqrt{M}} \left\{ \frac{L}{M} + \frac{1}{2} \right\} \left( \frac{1}{2} \frac{L}{M} \right) \] (E.59)
\[ = \pi(L + M) \frac{1}{(LM)^{3/2}}. \] (E.60)

In the second step we performed the partial fraction decomposition
\[ \frac{1 + \frac{L}{M} \rho^2}{(1 + \rho^2)^2} = \frac{\frac{L}{M}}{1 + \rho^2} + \frac{1 - \frac{L}{M}}{(1 + \rho^2)^2} \] (E.61)
and in the third step we made use of the relation\(^3\)

\[
\int_{-\infty}^{+\infty} d\rho \frac{1}{1+\rho^2} = \int_{-\pi/2}^{+\pi/2} d\mu = \pi,
\] (E.62)

and

\[
\int_{-\infty}^{+\infty} d\rho \frac{1}{(1+\rho^2)^2} = \frac{\pi}{2}.
\] (E.63)

**E.3.3 \(\Gamma_3\)**

For \(\Gamma_3\) we proceed similarly as in the previous cases. Beginning from

\[
\Gamma_3 \equiv \int_{0}^{2\pi} d\phi \frac{\cos \phi}{(\frac{L+M}{2} - \frac{M-L}{2} \cos \phi)^2}
\] (E.64)

\[
= \int_{-\pi}^{+\pi} d\phi \frac{\cos \phi}{(\frac{L+M}{2} - \frac{M-L}{2} \cos \phi)^2}
\] (E.65)

and using the Weierstrass substitution \(\xi := \tan \frac{\phi}{2}\), we find

\[
\Gamma_3 \equiv \int_{-\infty}^{+\infty} d\xi \frac{1 - \xi^2}{(1 + \xi^2)^2} \left( \frac{L+M}{2} - \frac{M-L}{2} \frac{1-\xi^2}{1+\xi^2} \right)^2
\] (E.66)

\[
= \int_{-\infty}^{+\infty} d\xi \frac{1 - \xi^2}{(L+M\xi^2)^2} =: \Gamma_3^{(1)} + \Gamma_3^{(2)}.
\] (E.67)

The letter expression is split into two integrals, which we evaluate as follows. For the first one, we obtain

\[
\Gamma_3^{(1)} = 2 \int_{-\infty}^{+\infty} d\xi \frac{1}{(L+M\xi^2)^2}
\] (E.68)

\[
= \frac{2}{L\sqrt{LM}} \int_{-\infty}^{+\infty} d\rho \frac{1}{(1+\rho^2)^2}
\] (E.69)

\[
= \frac{\pi}{L\sqrt{LM}}
\] (E.70)

\(^3\) along with the substitution \(d\mu := d(\arctan \rho) = d\rho/(1 + \rho^2)\).
while the second integral reduces to

\[ \Gamma_3^{(2)} = -2 \int_{-\infty}^{+\infty} d\xi \frac{\xi^2}{(L + M \xi)^2} \]  

(E.71)

\[ = -\frac{2}{L \sqrt{LM}} \int_{-\infty}^{+\infty} d\rho \frac{\rho^2}{(1 + \rho^2)^2} \]  

(E.72)

\[ = -\frac{2}{M \sqrt{LM}} \int_{-\infty}^{+\infty} d\rho \frac{\rho^2}{(1 + \rho^2)^2} \]  

(E.73)

\[ = -\frac{2}{M \sqrt{LM}} \left\{ \int_{-\infty}^{+\infty} d\rho \frac{1}{1 + \rho^2} - \int_{-\infty}^{+\infty} d\rho \frac{1}{(1 + \rho^2)^2} \right\} \]  

(E.74)

\[ = -\frac{\pi}{M \sqrt{LM}}. \]  

(E.75)

Here we made use of the partial fraction decomposition

\[ \frac{\rho^2}{(1 + \rho^2)^2} = \frac{\rho^2}{1 + \rho^2} - \frac{1}{(1 + \rho^2)^2}. \]  

(E.76)

Finally, addition of \( \Gamma_3^{(1)} \) and \( \Gamma_3^{(2)} \) leads to

\[ \Gamma_3 = \frac{\pi}{L \sqrt{M}} \left( \frac{1}{L} - \frac{1}{M} \right) \]  

(E.77)

\[ = \frac{\pi(M - L)}{(LM)^{3/2}} \]  

(E.78)

\[ = \frac{4\pi x r_d}{(LM)^{3/2}}, \]  

(E.79)

with the relation \( M - L = 4x r_d \).

E.3.4 \( \Gamma_4 \)

The fourth integral \( \Gamma_4 \) can be evaluated by exploiting some trigonometric relations. We start from

\[ \Gamma_4 \equiv \int_0^{2\pi} d\varphi \frac{\sin \varphi}{\left( \frac{L+M}{2} - \frac{M-L}{2} \cos \varphi \right)^2} \]  

(E.80)

\[ \equiv \int_0^\pi d\varphi \frac{\sin \varphi}{\left( \frac{L+M}{2} - \frac{M-L}{2} \cos \varphi \right)^2} + \int_0^{2\pi} d\varphi \frac{\sin \varphi}{\left( \frac{L+M}{2} - \frac{M-L}{2} \cos \varphi \right)^2} \]  

(E.81)
and perform the substitution $\xi \equiv \pi - \varphi$ on the first integral and $\xi \equiv \varphi - \pi$ on the second integral of the latter expression. We arrive at

$$
\Gamma_4 \equiv - \int_{\pi}^{0} \, d\varphi \, \frac{\sin(\pi - \xi)}{(\frac{L+M}{2} - \frac{M-L}{2} \cos(\pi - \xi))^2} + \int_{0}^{\pi} \, d\varphi \, \frac{\sin(\pi + \xi)}{(\frac{L+M}{2} - \frac{M-L}{2} \cos(\pi + \xi))^2}.
$$

(E.82)

Using $\sin(\pi \pm \xi) = \mp \sin \xi$ and $\cos(\pi \pm \xi) = - \cos \xi$, $\Gamma_4$ reduces to

$$
\Gamma_4 \equiv \int_{0}^{\pi} \, d\varphi \, \frac{\sin \xi}{(\frac{L+M}{2} + \frac{M-L}{2} \cos \xi)^2} - \int_{0}^{\pi} \, d\varphi \, \frac{\sin \xi}{(\frac{L+M}{2} + \frac{M-L}{2} \cos \xi)^2}
$$

(E.83)

$$
= 0.
$$

(E.84)
The initial conditions employed in this work are close to the ones used by [176], who also investigated the flavor evolution in BNS mergers. This allows a close comparison between the two different works. In particular, we compute the locations above the remnant where MNR occurs and compare with the results reported by [176] in their figure 6. These locations can be identified as cancellation points, i.e., points where the unoscillated neutrino self-interaction potential cancels with the matter potential along a specific trajectory, \( \lambda + \mu \approx 0 \). In figure F.1, we represent the cancellation points for several different trajectories starting from the disk (indicated by a •). Stars with equal colors correspond to the same emission point with the same color, drawn as •. Thereby, we excluded all points where the crossing starts dominated by matter. The emerging picture suggests that the resonances for neutrinos originating from one side of the disk are preferably located at the edge of the funnel. Neutrinos emerging from the MNS will all encounter MNR, probably with some flavor transformations depending on the adiabaticity. In contrast, neutrinos emitted from the disk will encounter MNR only if they propagate through the central regions of the funnel, where the matter density is relatively low. Remarkably, this picture is qualitatively consistent with the results found in [176]. Nevertheless, quantitative differences between the two works can be present and traced back to the different approaches used in the two works to model the radiation field outside the neutrino surfaces. On the one hand, we have assumed a thin disk model, emitting thermal radiation from a spectrally averaged, single-temperature neutrino surface. On the other hand, [176] used an energy-dependent leakage scheme and a ray-tracing algorithm to model the emission from a finite size, thick disk. They also take explicitly into account radiation damping effects outside the neutrino surfaces.

In figure F.2, we show how the MNR distribution is affected if we include the points where the crossing stars matter dominated as well. Compared to figure F.1, the distribution appears more symmetric along the polar axis.

We also show how a rescaling of the luminosities would impact on the MNR distribution. For this purpose, we rescaled the luminosities in order to have a similar number flux ratio consistent with the values obtained in Foucart et al. (2016) [GR, gray GR M1, LS220 EOS] [212], see also section 4.6.4. It turns out that the overall form looks similar to the MNR point distribution shown in figure F.1. But compared to our standard case, presented in figure F.1, the MNR points are “pushed” to higher \( z \) values.
Figure F.1.: Cancellation points (⋆), i.e. points where $\lambda + \mu \approx 0$, for several trajectories above the BNS merger remnant. The emission points are represented by ●. Emission and cancellation points with the same color refer to a single trajectory. Points where the crossing starts dominated by matter are excluded. Color coded is the density of matter. The bottom plot (b) shows an enlarged section of a smaller spatial region of (a).
Figure F.2.: Same as figure F.1 (a), but points where the crossing starts dominated by matter are included.

Figure F.3.: Same as figure F.1 (a), but with rescaled luminosities.
Collected Data

In the following table, we report a summary of published data concerning the neutrino luminosities and mean energies of a binary neutron star merger. We considered simulations of binary NS mergers [211, 212, 254–256] or merger aftermaths [25, 197, 198], including neutrino emission as well as characterized by the presence of a (possibly unstable) massive neutron star surrounded by a thick accretion disk. Since they run for very different amounts of time, for the merger simulations we choose the values when the luminosities have reached quasi-stationary values, while for the aftermath simulations the values close to the beginning of the calculation.
Table G.1.: A summary of published data. We considered simulations of binary NS mergers or of their aftermath. In the former case, we report the time when the data were taken with respect to the beginning of the merger (in ms). In the latter case, we report data close to the beginning of the simulation. For all cases, we list the neutrino luminosities (in $10^{51}$ erg s$^{-1}$), where for $\nu_x$, the values correspond to each single species and, when available, the neutrino mean energies (in MeV, in the case of [212] the quantities provided are the root mean square energies $\sqrt{\langle E_{\nu_x}^2 \rangle}$.)

<table>
<thead>
<tr>
<th>Source</th>
<th>$t - t_{\text{merger}}$</th>
<th>$L_{\nu_e}$</th>
<th>$L_{\bar{\nu}_e}$</th>
<th>$L_{\nu_x}$</th>
<th>$\langle E_{\nu_e} \rangle$</th>
<th>$\langle E_{\bar{\nu}_e} \rangle$</th>
<th>$\langle E_{\nu_x} \rangle$</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>[25]</td>
<td>–</td>
<td>15</td>
<td>32</td>
<td>8</td>
<td>10.6</td>
<td>15.3</td>
<td>17.3</td>
<td>Grid, Newtonian, spectral leakage, HS(TM1) EOS, MNS + disk.</td>
</tr>
<tr>
<td>[254]</td>
<td>8</td>
<td>16</td>
<td>43</td>
<td>6</td>
<td>13</td>
<td>20</td>
<td>28</td>
<td>Grid, Newtonian, gray leakage, LS(180) EOS, 1.65 – 1.65 $\mathcal{M}_\odot$, no spin.</td>
</tr>
<tr>
<td>[255]</td>
<td>18</td>
<td>45</td>
<td>130</td>
<td>25</td>
<td>9</td>
<td>15</td>
<td>20</td>
<td>SPH, Newtonian, gray leakage, Shen EOS, 1.4 – 1.4 $\mathcal{M}_\odot$, no spin.</td>
</tr>
<tr>
<td>[256]</td>
<td>16</td>
<td>30</td>
<td>60</td>
<td>10</td>
<td>8</td>
<td>14.4</td>
<td>26.3</td>
<td>SPH, Newtonian, gray leakage, Shen EOS, 1.3 – 1.4 $\mathcal{M}_\odot$, no spin.</td>
</tr>
<tr>
<td>[211]</td>
<td>30</td>
<td>120</td>
<td>200</td>
<td>15</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>Grid, GR, gray GR leakage + moment formalism for free streaming $\nu$'s, HS(TM1) EOS, 1.35 – 1.35 $\mathcal{M}_\odot$, no spin.</td>
</tr>
<tr>
<td>[211]</td>
<td>30</td>
<td>100</td>
<td>150</td>
<td>10</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>Grid, GR, $\nu$’s as above, HS(DD2) EOS, 1.35 – 1.35 $\mathcal{M}_\odot$, no spin.</td>
</tr>
<tr>
<td>[211]</td>
<td>10</td>
<td>175</td>
<td>280</td>
<td>100</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>Grid, GR, $\nu$ as above, SFHo EOS, 1.35 – 1.35 $\mathcal{M}_\odot$, no spin.</td>
</tr>
<tr>
<td>[212]</td>
<td>10</td>
<td>120</td>
<td>210</td>
<td>30</td>
<td>13</td>
<td>20</td>
<td>26</td>
<td>Grid, GR, gray GR leakage, LS(220) EOS, 1.2 – 1.2 $\mathcal{M}_\odot$, no spin.</td>
</tr>
<tr>
<td>[212]</td>
<td>10</td>
<td>160</td>
<td>220</td>
<td>22.5</td>
<td>13</td>
<td>20</td>
<td>24</td>
<td>Grid, GR, gray GR leakage, HS(DD2) EOS, 1.2 – 1.2 $\mathcal{M}_\odot$, no spin.</td>
</tr>
<tr>
<td>[212]</td>
<td>10</td>
<td>190</td>
<td>300</td>
<td>55</td>
<td>14</td>
<td>21</td>
<td>29</td>
<td>Grid, GR, gray GR leakage, SFHo EOS, 1.2 – 1.2 $\mathcal{M}_\odot$, no spin.</td>
</tr>
<tr>
<td>[212]</td>
<td>10</td>
<td>60</td>
<td>210</td>
<td>70</td>
<td>13</td>
<td>20</td>
<td>26</td>
<td>Grid, GR, gray GR M1, LS(220) EOS, 1.2 – 1.2 $\mathcal{M}_\odot$, no spin.</td>
</tr>
</tbody>
</table>
Cooling Luminosities and Role of Absorption

In our model, the neutrino flavor evolution from a BNS merger depends on the emission characteristics at the neutrino surfaces and no absorption processes are explicitly modeled outside them. In particular, the number flux is expressed as \( F_\nu \propto L_\nu / \langle E_\nu \rangle \) (see expression below eq. (4.18)), where \( L_\nu \) and \( \langle E_\nu \rangle \) are assumed to be the luminosity and mean energies at the neutrino surfaces.

The luminosity values used in our calculations were obtained in the simulation of [25]. Two kinds of luminosities were considered in this work. The cooling luminosities \( L_{\nu, \text{cool}} \), where neutrino absorption outside the neutrino surfaces is neglected, and the net luminosities \( L_{\nu, \text{net}} \), where absorption processes are taken into account everywhere. Thus, in the latter case, the damping of the luminosities due to the absorption from the disk outside the last scattering surfaces was taken into account.

According to these definitions, at the neutrino surface (\( \tau \approx 2/3 \)) the two luminosities coincide, while outside it the cooling luminosity is always larger than the net one. In figure H.1 we show, for purely illustrative purposes, a schematic behavior\(^1\) for \( L_{\nu, \text{net}} \) and \( L_{\nu, \text{cool}} \). Outside, but close to the neutrino surface, neutrino cooling dominates while farther away neutrino heating becomes the dominant process.

Reference [25] provides only information about the luminosity values far away from the neutrino surface (symbolically we write \( r \to \infty \)). This introduces a potential ambiguity in the choice of the values of \( L_\nu \) and \( \langle E_\nu \rangle \) at the neutrino surfaces in our model. For our calculations, we have chosen \( L_{\nu, \text{net}} \) (table 4.3) and in the following we will reason why our choice is consistent with our assumptions and results.

In radiative transport theory (see, e.g., [257]), one phenomenologically describes the intensity loss in a beam as it propagates a distance \( dr \) by the following transfer equation (where we consider absorption only):

\[
\frac{dI(E, r)}{dr} = -\alpha I(E, r). \tag{H.1}
\]

Here, \( I(E, r) \) denotes the local, specific intensity (i.e., the intensity per unit energy per solid angle) and \( \alpha \) corresponds to an absorption coefficient, where we follow the convention that

\(^1\) which is not necessarily representative for our BNS merger remnant, but is sufficient to underline the basic concepts involved.
\[ \alpha > 0 \] if energy is removed from the beam (this is why a minus sign appears explicitly in the transfer equation). The equation yields the solution

\[ I(E, r) = I(E, r_0) e^{-\int_{r_0}^{r} \alpha(E, r') \, dr'} = I(E, r_0) e^{-\tau_{\text{abs}}(E, r)}, \]  

where the integration is performed along the trajectory of the propagating ray and \( r_0 \) is an arbitrary point which specifies the zero point of the absorption optical depth \[ \tau_{\text{abs}}(E, r') = \int_{r_0}^{r'} \alpha(E, r') \, dr'. \]  

The solution above shows that the specific intensity is decreasing along a given path. Motivated by this, we model the number of neutrinos at a distance \( r \) from the neutrino surface as [258]

\[ N_{\nu}(r) = N_{\nu}(R_{\nu}) e^{-(\tau_{\text{abs}}(R_{\nu}) - \tau_{\text{abs}}(r))}, \quad (R_{\nu} \lesssim r < \infty), \]  

where the specific form of the exponent makes sure that absorption occurs only outside the neutrino surface \( (r \gtrsim R_{\nu}). \) Note that \( N_{\nu}(r \rightarrow \infty) = N_{\nu}(R_{\nu}) e^{-\tau_{\text{abs}}(R_{\nu})}. \) In analogy to this equation, we write for the luminosities

\[ L_{\nu, \text{net}}(r) = L_{\nu}(R_{\nu}) e^{-(\tau_{\text{abs}}(R_{\nu}) - \tau_{\text{abs}}(r))}, \]  

where at the neutrino surface we have\(^3\) \( L_{\nu}(R_{\nu}) = L_{\nu, \text{cool}}(R_{\nu}). \)

---

\(^2\) Note that per definition, the following relation between the absorption and scattering optical depth holds: \( \tau \geq \tau_{\text{abs}}. \)

\(^3\) If absorption was negligible, we would have \( L_{\nu, \text{net}}(r) = L_{\nu, \text{cool}}(r) = L_{\nu}(R_{\nu}). \)
In [25], the luminosities were computed by integrating over the whole volume and it was demonstrated that absorption is indeed relevant. However, we need the luminosity at the neutrino surface, which is contained in a much smaller volume. Since neutrino heating leads to an effective reduction of the luminosity with respect to the case where only cooling is involved, using net luminosities gives a better estimate of \( L(\nu) \). Using \( L^{\infty}_{\nu,\text{cool}} \) instead would result in an overestimate of the luminosities.

Inside the funnel, the neutrino number densities are high, but due to the relatively low matter density \( \rho_{\text{mat}} \lesssim 10^7 \, \text{g cm}^{-3} \) the impact of neutrino absorption on the remnant dynamics is negligible here. However, with increasing cylindrical radius the net neutrino heating can deposit energy efficiently [25], since the matter density increases and matter is rotating inside the disk around the MNS.

To distinguish among these two different behaviors and to check if absorption is relevant along the trajectories we studied, we computed the absorption optical depth \( \tau_{\text{abs}} \) based on our disk model. Thereby, we took into account (anti)neutrino absorption by nucleons only and performed the calculations along the neutrino trajectory. Note that we did not follow the same approach as before in determining the neutrino surfaces (see section 4.2.2). In case of the latter, we computed the optical depth along rays in different directions from a given point and took the minimum, which is appropriate in regions where neutrinos undergo many scattering events and are not nearly free-streaming. If we now assume that only absorption occurs and we track a neutrino along a specific trajectory, the latter approach will not work anymore, since neutrinos do not change their directions. For this reason, it is more reasonable to consider only the direction along the ray that represents this particular path.

In the explicit calculations, presented in figure H.2, it turns out that \( \tau_{\text{abs}} \) is quickly decreasing with increasing distance and absorption could be relevant only very close to the neutrino surface (where \( \tau_{\text{abs}} \) is still small and could have only minor effects). However, in the regions where we observe flavor conversion, absorption is practically negligible.

It is important to stress that if absorption was relevant, this would have crucial consequences: Treating the region outside the neutrino surface as free-streaming is not admissible anymore, and we need to employ a different approach to track the neutrino flavor evolution, i.e., we need to include collision terms in the quantum-kinetic equations (see [102, 103]).
Figure H.2.: Absorption optical depth along trajectories 1a, 1c, 2a, and 2c.
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