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1. Introduction

"The hysteresis loop is central to technical magnetism; physicists endeavour to explain it, materials scientists aim to improve it and engineers work to exploit it." [1]. It is the central feature common to all material systems including ferromagnetic components below their ordering temperature, the Curie temperature $T_C$. The range of applications for magnets has been and still is immense. To name just a few, they are used in motors, as cores in transformers, form the basis of audio devices like speakers, contactless sensing relies on magnets as do simple holding devices and as a major field, magnetic recording and data storage.

The requirements of these various applications on the specific magnets differ strongly. Magnets in motors or speakers need to be hard magnets, i.e. they have to withstand thermal effects and magnetic fields with their magnetization remaining. The magnets in transformers need to be soft magnets switching their magnetization easily with small applied fields to minimize losses. To choose a suitable material for each specific application, detailed knowledge of the magnet’s properties i.e. its hysteresis loop is indispensable.

A more complicated case are memory applications including data recording and storage, which can also be seen as a driving force to research on magnetism. Here the small magnetic regions assigned to single bits, on the one hand have to switch easily, but on the other also have to maintain the information in the form of stable magnetization. Apart from the challenge of finding and designing the appropriate materials in data storage, the ever increasing density also poses challenges in understanding fundamental physical mechanisms.

Magnetic random access memory (MRAM) for example evolved from the macroscopic magnetic core memory with inductive read-out to highly integrated MRAM devices employing spin valves relying on the quantum mechanical giant magnetoresistance effect (GMR) [2, 3]. GMR is observed for currents flowing through ferromagnetic multilayers, where the electrical resistance depends on the layers' magnetization being parallel or antiparallel [4]. For application in spin valves the magnetization of a ferromagnetic layer can be pinned by an additional antiferromagnetic layer, exploiting exchange bias [5].

GMR has also been a crucial effect to allow for further increase of the memory density on magnetic hard disk drives. However, the size of a magnetic bit can not be reduced arbitrarily. At some point magnetization is not stable any more and temperature induced flips of the magnetization can occur, which is referred to as the superparamagnetic limit [6]. On the long run new ways have to be found to circumvent these limitations.

One way to avoid these limitations is by going to the third dimension and away from static bits written to a medium. A promising proposal is, to encode information in domain walls moving through nanowires, which are then read-out [7]. Similar to this, for planar geometries domain wall logic elements based on nanowires have been proposed and to some extent realized [8]. To realize such memory devices, going back to first sentence of the introduction, joint forces are needed.

The proposal is based on fast, reproducible domain wall movements in high aspect ratio nanoscale particles. There is extensive research on theory and modelling of the dynamic behaviour of ferromagnetic nanowires and nanotubes (NT). These investigations have shown
that NTs omit the magnetic point singularity that is existent in nanowires [9]. What makes NTs especially promising is the proposed high domain wall velocity, avoiding the so-called Walker breakdown [10]. The phase diagram for magnetic states, depending on the NT’s geometry has been explored, as well as the reversal mechanism and possibilities to drive domain walls with current pulses [11–14].

A fundamental aspect is high quality and reliable material growth. To fabricate ferromagnetic nanowires and NTs, electrochemical and atomic layer deposition in anodic aluminium oxide templates has become a reliable fabrication method [15–18]. It is possible to fabricate large arrays of various geometries and materials with a broad range of particle separation. Apart from growing the particles in templates, epitaxial growth has been demonstrated [19, 20] as well as coating of semiconductor nanowires [21, 22].

An arising challenge is the thorough analysis in order to understand the physics in a real sample and how it is influenced by material’s properties like roughness, impurities or influence of the geometry. There are plenty of studies conducted with various experimental techniques [15, 23–25]. Most studies however are on ensembles which is due to the limited sensitivity of the measurement techniques in conjunction with the small magnetic moment of an individual particle caused by the inherently small volume. The drawback is that properties on the single particle level are obscured by averaging effects and altered due to interaction [16, 24, 26]. To properly characterize such particles, measurements on the single particle level are necessary.

Despite the difficulties, there are methods available that have already proven capable of detecting signal from single magnetic nanoparticles. This is anisotropic magnetoresistance measurements, cantilever magnetometry and SQUID magnetometry to name just the ones relevant in the light of the thesis [21, 22, 27–33].

It is the aim of this thesis to develop a versatile magnetometer consisting of well-proven devices, capable of investigating single magnetic nanoscale particles. The magnetometer consists of an ultrasensitive Si cantilever and a Nb nanoSQUID. The devices support complementary measurement principles with the cantilever being sensitive to the volume magnetization of the magnetic particle attached to its tip and the nanoSQUID detecting its stray field. Attaching a single NT with its long axis parallel to that of the cantilever we investigate Ni, CoFeB and permalloy NTs with the developed hybrid magnetometer.

The thesis is organized as follows. In chapter 2 some basic concepts of the wide field of magnetism relating to the results presented in this thesis, are compiled.

Chapter 3 introduces the technique of dynamic cantilever magnetometry emphasizing on the mathematical framework used to analyze the data presented in the thesis.

The condensate of superconductivity and the Josephson effect that is needed to understand the basic working principles of a dc SQUID are presented in chapter 4.

Chapter 5 presents the samples used, their preparation and the key components of the hybrid magnetometer setup, namely the cryostat, cantilever and nanoSQUID.

These four chapters build the basis for the results presented in the following chapters 6-9.

The results presented in chapter 6 are fundamental in characterizing the hybrid magnetometer regarding the nanoSQUID’s capabilities. The coupling of stray fields in the nanoSQUID is mapped out in detail by a Ni NT positioned in the three dimensional half space above the nanoSQUID. Furthermore scanning probe data relying on the magnet-tipped cantilever to detect Abrikosov vortices in the superconducting structure is presented.
In chapter 7 and 8 the magnetization reversal of a single Ni and respectively CoFeB NT are investigated. The Ni NT exhibits significant surface roughness, while the CoFeB NT is formed by a smooth magnetic film. Comparing the results obtained on the reversal of volume magnetization and stray field with micromagnetic simulations we identify surface morphology as an important influence on NT’s magnetization reversal. Furthermore the NTs’ saturation magnetizations are determined by dynamic cantilever magnetometry.

In chapter 9 experiments on the reversal of a single permalloy NT are presented. We find the hysteresis loop to be shifted along the field axis, which we account to exchange bias. In further experiments we confirm exchange bias by measuring the training effect and the temperature dependence of the magnetization reversal. Performing X-ray absorption spectroscopy, we find Fe and Ni oxides in the NT’s surface layer. The compounds found are known to show antiferromagnetic order, thus confirming exchange bias.

The conclusion and outlook are presented in chapter 10 to round off the thesis.

| $k_0$, $l_e$, $\mu_0$ | physical constants and quantities | italic lower case letters |
| $\theta$, $\Phi'$ | angles | greek letters |
| $\textbf{M}$, $\textbf{H}$ | vector physical quantities | italic boldface upper case letters |
| $M_s$, $V$, $H$ | norm of physical quantities | italic upper case letters |
| $\hat{x}$, $\hat{z}'$ | unit vector | lower case letters with hat |

Table 1.1. | Notation
2. Magnetism

2.1. Introduction

This chapter is intended to provide a brief introduction into the relevant topics and principles of magnetism needed to understand the results presented in the experimental part of this thesis. By no means this chapter is supposed to be complete, but it shall rather serve as a condensed handbook for the reader of this work. The main parts presented follow, if not otherwise stated, the books of Kittel, Skomski/Coey and Aharoni [34–36].

The first section deals with the concept of magnetic fields, the second section gives an overview on the different kinds of magnetism and magnetic order present in solids. Section 3 is devoted to the foundations of the exchange bias effect. In Section 4 the Stoner-Wohlfahrt model describing the magnetization of single-domain particles is introduced before we turn to the influence of reduced size and dimension in nanoscale samples and experimental techniques to measure such nanoscale magnetic samples.

2.2. Magnetic field

Generation of magnetic fields is possible by electrical currents or permanent magnets. The magnetic field \( H \) is also known as ”magnetizing force” due to its ability to create a magnetic or superconducting response in a solid and has the unit \( \text{A/m} \). The magnetization \( M \) of most materials, which is defined as dipole moment per unit volume, has the same unit as the magnetic field and is directly proportional to it

\[
M = \chi H.
\]  

The dimensionless parameter \( \chi \) is the material’s susceptibility (more details on this parameter and its implications are covered in the next section). The material’s magnetization generates a demagnetizing field \([35]\)

\[
H_d(r) = \frac{1}{4\pi} \int \frac{(r - r')\nabla M(r')dr'}{|r - r'|^3},
\]  

outside the material this is also referred to as the magnet’s stray field. The total, internal magnetic field is then determined by the externally applied field and the demagnetizing field as \( H' = H + H_d \) \([35]\).

The so called flux density or magnetic induction is given in units of Tesla \( \text{T=N/(Am)} \) and is defined as

\[
B = \mu_0 (H' + M).
\]  

The physical constant \( \mu_0 = 4\pi \times 10^{-7} \text{NA}^{-2} \) is known as vacuum permeability. Multiplying \( H' \) and \( M \) by this constant allows to express these values in the more common units of Tesla rather than \( \text{A/m} \). To visualize the connection between \( H' \), \( M \) and \( B \) on the example of a
bar-shaped permanent magnet a sketch, adapted from [37], is shown in Fig. 2.1. The sketch uses the concept of magnetic field lines, that exemplify the force of a magnetic field on a test dipole, for visualization. These field lines follow closed lines, their density is proportional to the field strength and the tangent along a field line gives the direction of magnetic force.

2.3. Different kinds of magnetism

The following section covers the different contributions to magnetization in matter. The focus lies in an overview of the fundamental physics, important parameters and some relevant materials with respect to this thesis. A first and simple differentiation of the phenomena covered in the following paragraphs can be carried out via the material’s response to a magnetic field, i.e. its magnetic susceptibility, defined in Eq. 2.1. Dia- and paramagnets, which are covered in the next subsection, show a negative and respectively positive susceptibility following simple rules. The subsequent passage covers the phenomena of ferro- and antiferromagnetism which show a more complex behaviour regarding its susceptibility and also the underlying physics. Furthermore the related phenomena of ferrimagnetism is discussed in that passage.

2.3.1. Diamagnetism and paramagnetism

Diamagnetism is an effect present in all materials, but often not noticeable due to its weak magnitude. When a magnetic field $H$ is applied, the electric charges in diamagnetic materials partially shield its interior from this applied magnetic field. This behaviour is in analogy with Lenz’s law known from electromagnetism. When a magnetic field penetrates a current loop and changes its magnitude the current adapts in such a way that the magnetic field created, is opposed to the original field. To get a more quantitative understanding of this effect a quasi-classical approach, the Langevin formula, is presented. This treatment, although not
explicitely obeying quantum mechanics, is in agreement with the quantum mechanical results for the susceptibility of diamagnets.

Applying a magnetic field leads to a precession of the electrons with an angular frequency additional to the orbiting around the nucleus, present without applied field. The electron precession takes place with the so-called Larmor frequency

$$\omega = \frac{eB}{2m}. \tag{2.4}$$

Assuming that the electron current around the nuclei averages to zero before applying the field, then the field induced Larmor precession generates an electric current

$$I = (-Ze)^{\frac{1}{2}} \cdot \frac{eB}{2m}. \tag{2.5}$$

where $Z$ is the number of orbiting electrons per nucleus. This current loop produces a magnetic moment \((current \times area\ of\ loop)\)

$$\mu = -\frac{Ze^2B}{4m} \langle r^2 \rangle. \tag{2.6}$$

\(\langle r^2 \rangle\) is the mean square of the electron’s distance to the nucleus in the plane perpendicular to the applied field. For $N$ atoms per unit volume and accounting for a spherical distribution of the electrons with a mean square radius \(\langle r^2 \rangle\), the magnetic susceptibility per unit volume can then be written as

$$\chi = \frac{\mu_0 N \mu}{B} = -\frac{\mu_0 NZe^2}{6m} \langle r^2 \rangle. \tag{2.7}$$

This result, with the simplification of fixed electron orbits, however reproduces the case of noble gases most accurately. In the case of solids, especially metals, with delocalized electrons it is obvious that this simple model reaches its limits. Nevertheless, based on these findings we can draw several conclusions. 1) Diamagnetism is present in all kinds of matter. 2) The susceptibility of a diamagnet is always negative, the magnitude however is very small and on the order of $\chi \approx 10^{-5}$. 3) Diamagnetism is not explicitely temperature dependent. Measured deviations can be assigned to temperature induced variations of \(\langle r^2 \rangle\) 4) Superconducting materials show perfect diamagnetic behaviour with $\chi = -1$, the physics behind differ from the Langevin model and will be covered in Chapter 4.

Paramagnetism is based on magnetic moments present in the atoms of matter which get aligned when an external magnetic field is present and its contribution to magnetic susceptibility is positive. This means, while diamagnets try to expel applied fields (Lenz’s law) and thus are repelled by these fields, paramagnets are attracted by magnetic fields. Paramagnetism is present in atoms and molecules with an uneven number of electrons (e.g. free alkali metal atoms, gaseous NO), free atoms with partly filled inner shells (e.g. Mn$^{2+}$, Gd$^{3+}$) and metals via its conduction electrons. The temperature dependence of a paramagnet’s susceptibility, the Curie law, can be derived in a semi-classical way via equilibrium populations of a simple two state particle (e.g. single spin) in a magnetic field, this particle with no orbital moment in a magnetic field has the two energy levels $U = \pm \mu B$. Then a system has the equilibrium populations

$$\frac{N_1}{N} = \frac{\exp(\mu B/k_B T)}{\exp(\mu B/k_B T) + \exp(-\mu B/k_B T)}, \quad \frac{N_2}{N} = \frac{\exp(-\mu B/k_B T)}{\exp(\mu B/k_B T) + \exp(-\mu B/k_B T)} \tag{2.8}$$
where \( N_1 \) and \( N_2 \) are the population levels of the lower and upper level and the total number of particles \( N = N_1 + N_2 \). For a system with \( N \) particles the magnetization per unit volume is given by

\[
M = (N_1 - N_2)\mu = N\mu \frac{\exp(\mu B/k_B T) - \exp(-\mu B/k_B T)}{\exp(\mu B/k_B T) + \exp(-\mu B/k_B T)} = N\mu \tanh(\mu B/k_B T),
\]

(2.9)

for \( \mu B/k_B T \ll 1 \) and consequently \( \tanh(\mu B/k_B T) \approx \mu B/k_B T \) we obtain

\[
M \approx N\mu (\mu B/k_B T).
\]

(2.10)

From the magnetization term just obtained, the susceptibility derives according to

\[
\chi = \left( \frac{\partial M}{\partial B} \right) = \frac{N\mu^2}{k_B T}.
\]

(2.11)

After obtaining the susceptibility of two-level ensembles in the next step this can be used to calculate the paramagnetic susceptibility of conduction electrons in metals. The susceptibility of most normal non-ferromagnetic metals does not show a temperature dependence as would be expected from Eq. 2.11, this has to do with the fact that in the case of electrons in a metal the Fermi-Dirac statistics have to be applied. Electrons in the Fermi sea can not necessarily align according to an applied magnetic field, because most orbitals, that is the ones below the Fermi level, are already occupied. Therefore only the fraction of electrons that have enough thermal energy to occupy the orbitals above the Fermi level in the range \( k_B T \) can align accordingly and thus contribute to the metal’s susceptibility. If only the fraction \( T/T_F \), where \( T_F \) is the Fermi temperature of the metal, can contribute, then the susceptibility is given by

\[
\chi = \frac{N\mu^2}{k_B T} \cdot \frac{T}{T_F} = \frac{N\mu^2}{k_B T_F}.
\]

(2.12)

The paramagnetic susceptibility is on the order \( \chi \approx 10^{-3} \) and thus outweighs the diamagnetic contribution in most cases. After having covered para- and diamagnetism, which only show magnetic order if induced by an external magnetic field we now turn to phenomena with intrinsic magnetic order.

### 2.3.2. Ferromagnetism and antiferromagnetism

The phenomena of ferromagnetism (FM) and antiferromagnetism (AF) (as well as ferrimagnetism) are very closely related regarding the underlying physics. We will start by discussing FM followed by applying these findings to the case of AF and ferrimagnetism mostly following [34, 38]. All three cases are depicted in Fig. 2.2 to visualize the spin order present in the solid.

In the case of ferromagnetism, materials show \( \chi >> 1 \) with non-linear field dependence. A FM has a spontaneous spin order where magnetic moments align in parallel, resulting in a net magnetic moment even without an applied field. This order is moderated by the so called exchange interaction. The classical dipolar interaction between electrons in the solid can be excluded as underlying mechanism, because it is far too weak to cause this kind of order. A brief evaluation of the dipolar interaction energy between two magnetic moments with magnitude of Bohr’s magneton \( \mu_B \) at a distance \( r = 2 \text{ Å} \) confirms this. It is \( U \sim \mu_0 \mu_B^2 / r^3 \sim 10^{-4} \text{ eV} \), this energy could explain magnetic order at 1 K, but not far above room temperature as is
observed. The actual mechanism is of quantum mechanical origin, based on the Pauli exclusion principle and will briefly be described. The energy of two interacting atoms $i$, $j$ with electron spins $\mathbf{S}_i$, $\mathbf{S}_j$ can be described by the term

$$U = -2J \mathbf{S}_i \mathbf{S}_j.$$  \hspace{1cm} (2.13)

The parameter $J$ measures the strength of the exchange interaction depending on the spatial separation between the atoms and in the case of FM is positive. Due to the Pauli exclusion principle, two electrons in a solid can not occupy the same state. Therefore two electrons with parallel spin can not reside at the same place, with opposite spin however it is possible. The solid’s electrostatic energy depends on the relative spin orientations and thus defines the exchange energy which is on the order of eV.

An important parameter related to FM is the exchange stiffness constant

$$A = \frac{nJS^2}{a}$$  \hspace{1cm} (2.14)

with lattice constant $a$ and number of atoms per unit cell $n$. It is a measure for the magnetic coupling and the difficulty for a given spin to deviate from the homogeneous magnetic state.

A further important parameter of a FM is its Curie temperature $T_C$. This temperature is material dependent and tells the boundary between FM state and transition to the paramagnetic state, i.e. loss of magnetic order. When a FM is heated above its $T_C$ the thermal energy eventually overcomes magnetic order and the solid behaves paramagnetic until cooled again below $T_C$.

FM order at room temperature is found in the elements Fe, Ni, Co whose Curie temperatures are between $600 - 1000$ K and a multitude of alloys like the ones relevant for this thesis FeCo and NiFe. As well as in rare-earth compounds like Nd$_2$Fe$_{14}$B$_{14}$ used for high performance applications. Soft alloys like FeSi find their application in transformer cores or electrical machines [1].

Central element of any magnetic solid is its hysteresis, i.e. the behaviour of its magnetization when a magnetic field is applied (Fig. 2.3). For high enough applied fields the magnetization does not change significantly anymore. All moments in the material are aligned with the external field and the saturation magnetization $M_s$ is reached. For smaller fields the magnetization decreases, however for zero applied field the FM still shows some remaining magnetization. This magnetization, remaining for zero applied field, is called remanence $M_r$. Upon further reducing the applied field also the magnetization further reduces down to zero magnetization. The field necessary to generate zero magnetization in a ferromagnet is called the coercive field $H_c$. For applications the knowledge of $H_c$ and $H_r$ is important, because these parameters define the magnet’s hardness and the energy dissipation per magnetization cycle.
Antiferromagnets show antiparallel alignment of the spins in the solid, cancelling each other out and thus leading to zero net magnetization. The underlying mechanism that induces this order is the same as for FM, but the exchange parameter $J$ is negative here. Analogous there is a critical temperature above which the magnetic order is lost and the sample shows paramagnetic behaviour. This temperature is called Neél temperature $T_N$ and is a material dependent constant. AF order is found in elements like Mn ($T_N = 96$ K), compounds like FeMn ($T_N = 510$ K) and it is very common among transition metal oxides like e.g. NiO, FeO ($T_N = 850$ K), Fe$_2$O$_3$ to name just a few. Included are some $T_N$ to give an idea of its order of magnitude [39].

Ferrimagnets, like AF, have $J < 0$ leading to antiparallel alignment of the spins. Contrary to AF, ferrimagnets show a net magnetization. Ferrimagnets consist of two sub lattices each with different magnitude of magnetic moments causing the material to show non zero magnetic moment despite of the anti parallel alignment. As in the case of FM and AF, magnetic order is lost above a critical temperature $T_c$. Ferrimagnetism is found in ferrites like Ba$_2$Fe$_{12}$O$_{19}$ and Sr$_2$Fe$_{12}$O$_{19}$, magnetic garnets like e.g. YIG (Yttrium iron garnet) and oxides like Fe$_3$O$_4$ ($T_c = 856$ K). Especially due to their magnetic hardness the ferrites find applications in motors, actuators or holding devices [1].

2.4. Exchange bias

Exchange bias (EB) is an interface phenomenon typically observed between a FM and an AF layer. The signature effect is a shift of the hysteresis loop of the layered system along the field axis. Exchange bias was discovered in 1956 by Meiklejohn and Bean on Co fine particles with the surface oxide CoO [40, 41]. In a first attempt it was explained as a field dependent exchange anisotropy. In modern technology the effect found and still finds its application in magnetic recording media [42], spin valves and magnetic tunnel junctions [5, 43].
For description of the phenomena within this thesis we will restrict ourselves to a bilayer system of FM/AF because it is most relevant for this thesis and also most common. Information on other material systems like ferri/FM, AF/ferri, and others can be found in [44, 45]. Based on Fig. 2.4 an intuitive explanation for the EB is provided. For initialization the sample has to be brought to elevated temperature above $T_N$ of the AF, but below the FM’s $T_C$. Then a magnetic field is applied (here it is positive). This leads to the FM’s spins aligning parallel to the external field. The AF however is disordered in its paramagnetic state due to the elevated temperature. The sample undergoes field cooling below $T_N$. The AF spins located

![Figure 2.4. Sketch of the spin configuration of an exchange-biased AF/FM bilayer during initialization and successive hysteresis loop.](image)

directly at the interface couple to FM spins in direct proximity of the interface and align in parallel to them. Based on this, the remaining AF spins order in alternating way that their net magnetization is zero as expected for AF.

Now, when reversing the applied field at low temperature, AF spins remain fixed due to their high anisotropy. The FM spins however follow the field. The FM reversal is hindered, because the fixed AF spins exert a torque on the FM spins at the interface. This torque is counteracting the external field and has to be overcome. For high enough fields, higher than the magnitude needed to reverse the plain FM layer, the FM spins eventually reverse.
When sweeping back the magnetic field, the contrary can be observed. Now the field is parallel to the AF spins at the interface. Consequently the reversal of FM is now supported by the torque exerted by AF on the FM spins at the interface. Magnetization reversal happens at much lower fields than before, also lower than without AF interfacing the FM layer. This described mechanism is the origin of the hysteresis’ shift along the field axis. The direction of the shift is determined by the direction of the field applied during the field cooling and can be chosen accordingly.

Depending on the AF’s anisotropy two limiting cases can be defined. The first case with very high anisotropy, i.e. fixed AF spins, during field reversal was just described and leads to a shift of the hysteresis loop.

The second case for very low anisotropy behaves very differently. In the case of low AF anisotropy the spins do not remain fixed, but together with the FM spins follow the applied field. If this is the case, no loop shift is observed. Instead, an increase of the coercivity is measured, meaning that the hysteresis loop only broadens. This symmetric loop broadening can be associated with the extra energy needed to irreversibly switch the AF’s orientation. In this case the hysteresis loop is symmetric, because no preferential direction relative to the applied field exists anymore. Most of the time, in a real system a mixture of both, broadening and shifting, is observable. The main reasons are structural defects and grain size distribution which lead to a local variation of the AF’s anisotropy.

However, the mechanism described in the above paragraph is an intuitive picture, which can not predict or explain all observations experimentally made. To solve this, different theoretical approaches have been undertaken. Nonetheless, due to the complexity and the fact that the effect is strongly dependent on the experimentally hardly accessible interface, none of these approaches provides a general explanation of the phenomena. More details on the difficulties and the different theoretical approaches is discussed in reviews [44–46].

Understanding an EB system’s temperature dependence is of great importance and directly relates to the two above mentioned limiting cases. Starting from very low temperature, with elevating temperature a reduction of $H_E$ and simultaneously an increase of $H_c$ can often be observed. This trend holds until, at a temperature defined as blocking temperature $T_B$, the exchange field $H_{EB}$ goes to zero. Furthermore, before $T_B$ is reached, a maximum of $H_c$ is observed [45, 47]. Following above arguments, a rise in temperature is directly related to a decrease of the AF’s anisotropy. The observed temperature dependence can be related to the AF’s morphology. There is a wide spread in $T_B$, at which $H_{EB}$ becomes zero, compared to the AF’s Neél temperature. This variance is related to grain size and thickness of the AF layer. For single crystal and large grain films, $T_B \approx T_N$ is observed [48]. However, for small grains and thin films $T_B \ll T_N$ can be observed [49, 50]. This strong reduction of $T_B$ is the case, when grain size and film thickness are close to or below critical AF system parameters [49]. Statistical distribution of grain sizes in turn, can also lead to a distribution of $T_B$ rather than a sharply defined temperature [51, 52].

A further important effect of EB systems is called the training effect, which is the dependence on the number $n$ of measured hysteresis loops. With increasing $n$, a reduction of $H_{EB}$ and $H_c$ is observed. This effect is divided into two regimes that seem to be caused by different underlying mechanisms. The large change in $H_{EB}$ from first to second loop is assigned to the symmetry of the AF layer. Numerical simulations suggest the existence of multiple AF easy axes, which then relax into collinearity after the first loop [53]. For the successive loops it has been found, that the evolution of $H_{EB}$ can be described by $H_{EB}^n - H_{EB}^\infty \propto 1/\sqrt{n}$, where $H_{EB}^n$ and $H_{EB}^\infty$ are the exchange bias fields at loop number $n$ and in the limit of infinite loops respectively [54].
The training effect is also dependent very much on the AF layer’s morphology. In single crystal samples the training effect is negligible. In polycrystalline samples with small grain sizes it is very pronounced. An explanation for the dependence $H_{EB}(n)$ is, that the AF at the interface undergoes configurational rearrangements of AF moments or domains [55].

2.5. Magnetism of small particles

In this section an extension of the basics on ferromagnetism is given in the light of particles on the micro- and nanoscale. The chapter will mostly follow Guimãraes and Aharoni [36, 56]. The reduced size leads to some peculiarities, because sample dimensions can reach down to length scales intrinsic to the magnetic material. The reversal of small magnetic particles will be discussed in the light of the Stoner-Wohlfarth model and its limitations, followed by a brief overview on the influence of tubular geometry on magnetic behaviour.

2.5.1. Interactions and characteristic length scales in magnetic materials

To describe magnetism on the micro- and nanoscale, the total energy functional of the magnet is the starting point. Formally, by minimizing the energy functional with respect to to the orientation of the magnetic moment, the magnetization is obtained. This knowledge allows insight into e.g. the magnet’s domain formation, onset of magnetization reversal or coercivity. The energy functional for a defect free, ideal magnet is given by

$$E = E_{ex} + E_{ms} + E_{Z} + E_{A} + E_{\sigma}. \quad (2.15)$$

The different energy contributions will now be described in the following.

The exchange energy $E_{ex}$ arises due to the quantum mechanical interaction between the indistinguishable electrons in the magnet. $E_{ex}$ originates from the exchange interaction responsible for magnetic ordering in a solid as described before. It causes spins to align in parallel in a ferromagnet. By summing over nearest neighbour spin pairs, the energy can be expressed as

$$E_{ex} = -\frac{1}{2} \sum_{i,j} J_{i,j} S_i S_j \quad (2.16)$$

with exchange constant $J$ and spin operators $S$. In the case of uniform magnetization, $E_{ex}$ is at a minimum.

The magnetostatic energy $E_{ms}$ is caused by interaction of the sample’s magnetization and its own stray field. It is thus sometimes also termed stray field, dipolar or magnetic self-energy. $E_{ms}$ is given by the volume integral over the sample’s magnetization $M$ in its demagnetizing field $H_d$

$$E_{ms} = -\frac{1}{2} \mu_0 \int_V H_d \cdot M dV. \quad (2.17)$$

A special case, where $E_{ms}$ is relatively easy to determine are ellipsoidal particles. Here $H_d$ is constant throughout the volume [56] and we obtain

$$E_{ms} = -\frac{1}{2} \mu_0 M_s^2 V(D_\perp \sin^2(\theta) + D_\parallel \cos^2(\theta)). \quad (2.18)$$
It is $\mu_0$ the vacuum permeability, $M_s$ the sample’s saturation magnetization and $V$ its volume. The angle between magnetic field and ellipsoid’s rotational symmetry axis is $\theta$ and the demagnetization factors along and perpendicular to the ellipsoid’s symmetry axis are $D_{\parallel}, D_{\perp}$. For more information on demagnetization factors see chapter 3.

The Zeeman energy $E_Z$, in contrast, has its origin in the interaction of an external magnetic field $H$ with the particle’s magnetization $M$. It is given by

$$E_Z = -\mu_0 \int_V H \cdot M dV. \quad (2.19)$$

The magnetocrystalline anisotropy $E_A$ is defined by the direction of magnetization relative to the crystal’s structural axes. Its contribution consequently depends on the solid’s crystal structure and for non-crystalline samples amounts to zero [57].

The interaction of a solid’s magnetization and the mechanical strain present in the material provides a further contribution to the total magnetic energy. Magnetoelastic energy $E_\sigma$ depends on crystalline structure and vanishes for polycrystalline or amorphous materials like the ones investigated in this thesis [57].

While working out this energy functional some prefactors that can be assigned to characteristic material’s parameters and give an idea of relevant length scales in micromagnetism.

The exchange length $l_{ex}$ of a ferromagnet determines the scale below which exchange dominates over magnetostatic effects. It is defined as

$$l_{ex} = \sqrt{\frac{2A}{\mu_0 M^2_s}} \quad (2.20)$$

with exchange stiffness $A$, vacuum permittivity $\mu_0$ and saturation magnetization $M_s$.

In case of multiple domains present, the width of a domain wall can be expressed by the material’s stiffness $A$ and its anisotropy $K$

$$\delta_0 = \frac{\pi}{2} \sqrt{\frac{A}{K}}. \quad (2.21)$$

If a magnet’s spatial dimensions are below a certain critical diameter $D_{cr}$ it is energetically more favourable to only form a single domain instead of a multi-domain state. This critical diameter is expressed by already known parameters as

$$D_{cr} = \frac{72\sqrt{AK}}{\mu_0 M^2_s}. \quad (2.22)$$

For Ni as a relevant example these parameters in units of $10^{-9}m$ are $D_{cr} = 53.6$, $\delta_0 = 123$, $l_{ex} = 7.64$ [56].

2.5.2. Stoner-Wohlfarth model and beyond

A relatively simple but effective model to describe magnetism in small particles was developed by Stoner and Wohlfarth in 1948 [58]. The model assumes a homogeneously magnetized particle in single domain state and in the shape of an elongated, unstrained ellipsoid placed in a homogeneous magnetic field (Fig.2.5a)). Prerequisite for homogeneous magnetization is
the presence of exchange interaction that keeps the magnetic moments aligned without spatial
dependence. Because all magnetic moments reverse their magnetization in unison, one often
also speaks of a "macro-spin" behaviour. This simplifies the model drastically, because the
exchange energy is constant and goes to zero when minimizing the total energy. Due to the
simplifications, the only interactions considered are Zeeman interaction, shape and crystalline
anisotropy. The total energy, which is the starting point for all predictions this model provides,

\[ E = KV \sin^2(\theta_m) - \mu H \cos(\theta_n + \theta_m) \]  

(2.23)

with volume \( V \), magnetic moment \( \mu = \mu_0 M_s V \) and anisotropy constant \( K \). By minimizing this expression, predictions about hysteresis and coercivity depending on the spatial orientation of the magnet relative to an applied magnetic field are possible. One main result obtained within the framework of this model is shown in Fig. 2.5b) which depicts the magnet’s hysteresis depending on its relative orientation to the applied field. For a magnet with easy axis oriented parallel to the field, a bistable, square hysteresis with irreversible switching is predicted that evolves with an increasing amount of reversible switching into a diagonal line for the case of a perpendicular orientation of the easy axis relative to the applied field. The case for a magnet with easy axis aligned parallel to the applied field will be solved explicitly in chapter 3. What makes this model particularly useful is the fact, that it can also be applied to non-ellipsoidal geometries. It can be shown, that a single-domain particle of arbitrary shape can be modelled by a suitably chosen ellipsoid [11].

The model of Stoner and Wohlfarth presented here in excerpts, though simple, is able to
make valid predictions for real particles [59–61]. There are however limitations and cases not
included in this model that shall be briefly discussed in the following.

One common challenge that goes beyond the Stoner-Wohlfarth model is describing the reversal of an assembly of magnetic particles interacting with each other. These interactions can be of dipolar, exchange or Ruderman-Kittel-Kasuya-Yoshida (RKKY) nature. The modifications to the magnetic system regarding relevant parameters to describe the magnetization reversal and hysteresis need more elaborate modelling and understanding of underlying principles and are beyond our scope [56].
Challenges in precise modelling of a magnet’s behaviour are not only faced in ensembles, but also for single particles. Due to the magnetization in the Stoner-Wohlfarth model being uniform throughout the sample and the moments being tightly held in parallel due to exchange interaction, magnetization reverses in unison. This ideal situation does not hold any more for larger samples and inhomogeneous magnetization. In such non-ideal samples magnetic moments do not necessarily remain parallel and reversal has been identified to take place in different modes [62]. The three different modes are shown in Fig. 2.6 for the case of cylindrical shapes. The most common incoherent reversal mode is curling (2.6b)). In this mode the magnetic moments align tangential to the cylinder’s surface plane for magnetization reversal. Less common is the buckling mode for magnetization reversal. As visualized in Fig. 2.6c), the magnetic moments show a periodic dependence along the cylinder’s long axis for reversal. The third reversal method is the uniform rotation of the magnetic moments, shown in 2.6 a) and already described in the frame of the Stoner-Wohlfarth model. Theoretical description of the newly introduced reversal modes is difficult due to the inhomogeneous magnetization and thus largely restricted to simple geometric shapes. Still it is possible to make predictions about nucleation fields (the field necessary to start reversal) and which reversal mode to expect depending on geometric parameters (e.g. diameter in the case of a cylinder).

The curling mode is of special interest to this thesis, because it provides motivation to investigate magnetic nanotubes in general. It has been shown in simulations, that during the reversal of a Ni cylinder, along the center axis a singularity occurs [9]. This singularity is known as Bloch point, close to this point no direction can be assigned to the solid’s magnetization meaning that any direction is present. This Bloch point can be avoided when moving to tubular structures that support radial spin configuration, but avoiding the singularity. In [12] detailed analytical and numerical studies of the reversal of tubular magnetic structures have been conducted. It is shown that reversal takes place by domain wall nucleation and propagation along the tube. Reversal can take place by propagation of a vortex domain wall or transversal domain wall, which is dependent on geometric parameters like the tube’s radius and the ratio of its outer and inner radius (i.e. the tube’s thickness). Both reversal modes are depicted in Fig. 2.7a),b). The reversal of

![Figure 2.6. Proposed reversal modes for cylindrical shaped particles, with a) coherent rotation b) curling and c) buckling.](image)
Figure 2.7. Magnetization reversal modes for tubular magnetic structures showing reversal via a) transversal domain wall and b) vortex domain wall. Possible stable states the magnetic moments relax into in applied field are c) axial state, d) vortex state and e) mixed state.

Tubular structures is also of interest, because very high domain wall velocity and robustness has been predicted making it suitable for future memory or logic devices [10, 13, 63]. Apart from the reversal mechanism, also phase diagrams for the magnetic tube’s final state have been investigated. It has been proposed that, depending on the geometric parameters length and radius, three stable configurations are possible. The axial state, where all spins are axially aligned as shown in Fig. 2.7c). The mixed state, which supports axially aligned spins along the tube and curling at the tube ends to reduce stray field (Fig. 2.7e)). In the proposed vortex state, all spins are radially aligned (Fig. 2.7d)) leading to flux closure and consequently vanishing stray field.

2.6. Review of experimental techniques

There is a multitude of experimental techniques established, that provide insight into different aspects of magnetic solids. The techniques of dynamic cantilever and nanoSQUID magnetometry, which are most relevant to this thesis are just two among many and will be described later on in detail. Therefore, this subsection provides a brief overview of some of the different techniques and their capabilities.

To investigate magnetic solids on the atomic scale, diffraction methods using neutrons or X-rays are used. Single crystal or crystalline powder samples are irradiated with X-rays or neutrons with wavelengths on the order of the lattice constant. Interference of the scattered waves follows Bragg’s law, however the scattering mechanism for neutrons and X-rays differs. Scattering of X-rays occurs by interaction with atomic nuclei or electrons, neutrons scatter from the magnetic moments of electrons. X-rays are preferably used to unravel structural properties, while neutrons are also able to provide information on magnitude and direction of magnetic moments in a unit cell [64].

To conduct element specific investigations spectroscopic methods like X-ray absorption spectroscopy are frequently used [65]. Access to hyperfine interaction is conveniently achieved using nuclear magnetic resonance (NMR) [66].

X-ray magnetic circular dichroism (XMCD) is a method that relies on the difference in absorption of circular left and circular right polarized X-rays impinging on a magnetic sample [67]. This method is able to determine spin and orbital momentum of unpaired electrons in atoms [68].
To obtain information of magnetization on domain-scale, different techniques based on X-ray, optical light as well as scanning probe methods are available.

Applying XMCD analysis in a surface sensitive photoemission electron microscope (PEEM), is a valuable tool to image magnetic domains in samples [69–71].

Exploiting magneto-optical effects employing linearly polarized visible light, emitted by a laser, is a powerful means to image magnetic domains. Two similar effects, the Faraday and the Kerr effect are distinguished here [72]. The Faraday effect leads to a rotation of the plane of polarization of linearly polarized light when passing through a magnetic sample. It is for example used to image domains in transparent ferrimagnets [73]. The magneto-optical Kerr effect (MOKE) is very similar to the Faraday effect, but works in reflection mode and thus demands for samples with clean surfaces. Rastering across a surface, the technique is capable of imaging magnetic domains and their dynamics [74]. MOKE is also used to record hysteresis loops of magnetic samples [75]. This is achievable when the beam of light is much larger than the magnetic domains and thus the measurement averages over a larger part of the sample. Although powerful and very sensitive imaging techniques, measurements basing on Faraday and Kerr effect are not capable of measuring absolute values of magnetization [1].

Instead of X-rays or visible light, also electrons can be used to image magnetic domains with Lorentz microscopy, which is an extension to regular transmission electron microscopy (TEM). In Lorentz microscopy, the analysis of electrons that are deflected by the Lorentz force $e \mathbf{v} \times \mathbf{B}$ when passing through a magnetic sample allows to image magnetic domains [76, 77]. The spatial resolution is very high and can reach down to atomic scale resolution. This technique however is restricted to samples prepared as thin foils [1].

An extension to this method is electron holography [78]. In electron holography the electron wave’s phase information is analyzed to obtain information on magnetic domains and magnetic field lines emanating from the sample [79].

Various scanning probe methods are available to investigate magnetic samples and provide information on their magnetic structure on the domain-scale and below.

The most established technique is magnetic force microscopy (MFM). Similar to atomic force microscopy (AFM), a cantilever equipped with a sharp magnetic tip is scanned across a surface [80]. Due to the magnetic tip, the cantilever is sensitive to gradients of the stray fields emerging from the investigated sample. MFM is surface sensitive and has demonstrated its ability to image at the sub-micron level early on [81, 82] with application to magnetic recording media [83].

Another scanning probe method uses the relatively new system of nitrogen vacancy (NV) centers embedded in diamond. Using a cantilever, functionalized with such an NV, imaging magnetic domains and also determining a domain wall’s internal structure was demonstrated [84, 85].

Scanning micro-SQUID susceptometers, where a pick-up coil is scanned across mesoscopic samples have proven its capability for spatially resolved experiments [86].

A very new technique is the scanning SQUID-on-tip. The SQUID is evaporated to the apex of a glass tip and has diameters down to 46 nm. It can resolve Abrikosov vortices spaced 120 nm apart and in principle is sensitive to a single electron spin [87, 88].

Apart from radiation based and scanning probe techniques also transport measurements provide information on magnetization of various kinds of samples.

In anisotropic magnetoresistance (AMR) the magnetic field dependence of a magnet’s resistance is analyzed [89]. In AMR, the electrical resistance depends on the angle between the directions of electrical current and magnetization. This technique is suitable for thin film sam-
amples and most important in the light of this thesis also on individual ferromagnetic nanowires and -tubes [4, 21, 22, 27, 90].

All methods mentioned up to here, despite their diverse capabilities, have one thing in common— their inability to determine an absolute value for the sample’s magnetization. A way to determine this number is by bulk magnetization measurements detecting stray fields generated by the investigated sample or forces between sample and applied field [35, 91].

In an alternating gradient force magnetometer (AGFM) the magnetic sample is attached to a vibrating support rod and an alternating field gradient is applied additional to a homogeneous magnetic field to then detect the rod’s oscillation amplitude. Such a setup, employing lock-in detection achieves sensitivities on the order of $10^{-10}$ A/m [91]. It is used for thin film samples with film thickness down to a few nanometres.

Two methods that detect the magnetic sample’s stray field are the SQUID magnetometer and the vibrating sample magnetometer (VSM). In VSM the sample is attached to a rod that vibrates at a given frequency between two pick-up coils. This vibration of the sample in turn induces a voltage in the coil which is then detected. The sensitivity of VSM is on the order of $10^{-9}$ A/m [91].

In a SQUID magnetometer the magnetic sample is placed inside a superconducting pick-up loop which is then read-out by a SQUID. Compared to VSM a SQUID magnetometer is by two orders of magnitude more sensitive [91].
3. Torque Magnetometry

3.1. Introduction

Cantilever torque magnetometry provides an integral measurement that averages over the whole volume of the magnetic sample that is studied. In general a magnetic sample is mounted on the tip of a cantilever which is then placed in a homogeneous magnetic field \( H \). The sample’s magnetic moment \( \mu(H) \) together with the applied field exerts a torque \( \tau = \mu \times H \) on the cantilever. Generally there are three modes that can be distinguished. 1 - measuring a constant deflection of the cantilever in a static or low frequency field, 2 - measuring the cantilever frequency in a static field (this is referred to as dynamic cantilever magnetometry (DCM) and is the mode used in this thesis), 3 - measuring the resonant cantilever displacement by applying a magnetic field at the cantilever’s resonance frequency [92].

Dynamic cantilever magnetometry is an elegant method to study a magnet, because it is minimally invasive. The method avoids perturbation of the sample’s magnetization by currents as used in transport measurements, intense illumination or inhomogeneous magnetic fields. Solely exposure to a static magnetic field is necessary, the cantilever read-out is not interfering with the magnetic sample at all. One drawback however, is the inability to access magnetization dynamics since the method is limited to the cantilever’s resonance frequency which is on the order of kHz and thus well below relevant time scales. Hence, DCM data always corresponds to magnetization being in equilibrium.

DCM measures the cantilever resonance frequency’s dependence on the applied field \( f(H) \). To be able to analyze this data further and draw conclusions about the sample’s magnetization, in the following an analytical model will be presented. The model is based on the Stoner-Wohlfarth model describing a magnet’s behaviour and treating the cantilever as simple harmonic oscillator.

3.2. Dynamic cantilever magnetometry (DCM)

The cantilever can be treated as harmonic oscillator and its equation of motion is given by

\[
m_c \ddot{x} + \Gamma \dot{x} = \frac{\tau}{l_c}.
\]  

(3.1)

It is \( m_c \) and \( l_c \) the cantilever’s effective mass and length, \( \Gamma \) is its mechanical dissipation and \( \tau \) is a torque exerted on the cantilever. Starting from this equation of motion, in the next step the torque will be expressed in terms of the energy of the magnet-tipped cantilever.

The total energy of a magnet on cantilever system is given by the mechanical energy term and the magnetic energy \( E_m \). \( E_m \) for now will be treated as general term and only later specified, furthermore we assume the Si cantilever and the epoxy to fix the magnet as completely non-magnetic. The mechanical energy is that of a simple harmonic oscillator with spring constant
where displacement is expressed by oscillation angle $\theta_c$ and effective cantilever length $l_e$ using small angle approximation ($\theta_c \ll 1$). It is

$$E = \frac{1}{2} k_0 (l_e \theta_c)^2 + E_m. \quad (3.2)$$

As shown in Fig. 3.1a) the cantilever is aligned along $\hat{z}$ and its axis of rotation is along $\hat{y}$. The cantilever deflection $\theta_c$ depends on the torque exerted on the cantilever along $\hat{y}$ and is given by $\tau = -\partial E / \partial \theta_c$. Since we operate in the small angle regime, the torque can be obtained by expanding $E$ to first order around the cantilever’s equilibrium angle $\theta_c = 0$ and obtain

$$\tau = -\left( \frac{\partial E_m}{\partial \theta_c} \bigg|_{\theta_c=0} \right) - \left[ k_0 l_e^2 + \left( \frac{\partial^2 E_m}{\partial \theta_c^2} \bigg|_{\theta_c=0} \right) \right] \theta_c. \quad (3.3)$$

The obtained torque is composed of two components. The first term corresponds to a constant cantilever deflection, which is not what we are going to measure. Rather than measuring the cantilever’s deflection we are sensitive to changes in the cantilever’s spring constant that eventually lead to frequency shifts. This change of spring constant is mathematically expressed by the term in square brackets. The above expression for the torque can now be inserted in Eq. 3.1 and leads to

$$m_e \ddot{\theta}_c + \Gamma \dot{\theta}_c + \left[ k_0 l_e^2 + \left( \frac{\partial^2 E_m}{\partial \theta_c^2} \bigg|_{\theta_c=0} \right) \right] \theta_c = -\frac{1}{l_e} \left( \frac{\partial E_m}{\partial \theta_c} \bigg|_{\theta_c=0} \right). \quad (3.4)$$

In the following steps the damping part will be neglected. This is justified because the cantilevers used in the experiments show very high quality factors $Q > 20 \times 10^3$. Solving Eq. 3.4 leads to the following term for the angular resonance frequency of the cantilever

$$\omega = \sqrt{\frac{k_0}{m_e} + \frac{1}{m_e l_e^2} \left( \frac{\partial^2 E_m}{\partial \theta_c^2} \bigg|_{\theta_c=0} \right)} \quad (3.5)$$

This equation can be rewritten to provide the frequency shift $\Delta \omega = \omega - \omega_0$ we are interested in and using the definition $\omega_0 = \sqrt{k_0 / m_e}$:

$$\Delta \omega = \omega_0 \left( \sqrt{1 + \frac{1}{m_e \omega_0^2 l_e^2} \left( \frac{\partial^2 E_m}{\partial \theta_c^2} \bigg|_{\theta_c=0} \right)} - 1 \right) \quad (3.6)$$

With the second term in the square-root being very small, the square-root can be expanded using $\sqrt{1 + x} \approx x/2 + 1$ for $x \ll 1$ to

$$\Delta \omega = \frac{\omega_0}{2 k_0 l_e^2} \left( \frac{\partial^2 E_m}{\partial \theta_c^2} \bigg|_{\theta_c=0} \right). \quad (3.7)$$

Using the relation $\omega = 2\pi f$ Eq. 3.7 can be transformed in terms of the measured frequency shift to

$$\Delta f = \frac{f_0}{2 k_0 l_e^2} \left( \frac{\partial^2 E_m}{\partial \theta_c^2} \bigg|_{\theta_c=0} \right). \quad (3.8)$$
The measured frequency shift can thus be expressed in terms of intrinsic cantilever properties and the curvature of the magnetic energy with respect to rotations of the magnetic sample around the cantilever oscillation axis. This general result can be applied to a variety of magnetic samples and geometries.

For actual evaluation of Eq. 3.8 the magnetic energy term has to be specified. The NTs investigated in this thesis can be approximated as single-domain magnets. The framework to treat this kind of idealized particle is the Stoner-Wohlfarth model introduced in chapter 2.5.2. The particles are modeled as prolate ellipsoid with uniform magnetization. Their demagnetizing field is $H_d = -DM$ with magnetization $M$ and tensor $D$ consisting of the diagonal elements $D_x, D_y, D_z$ which are the demagnetization factors describing the particle’s shape anisotropy. For the case of the NTs investigated, the shape of a hollow cylinder is a suitable approximation. For the tube’s long axis along $\hat{z}$ and the large aspect ratios present the following demagnetization factors are obtained $D_x = D_y = D_{\perp} \approx 0.5$ and $D_z = D_{\parallel} \approx 0$. In reality we find deviations on the order of $10^{-3}$ from these values. Based on this, we only consider shape-induced uniaxial anisotropy along the tube axis and define an effective anisotropy $D_u = D_z - D_x$. For more details on demagnetization factors see [37, 93] and references therein.

The spatial orientation of the particle can generally be described by the spherical coordinates $\theta_n$ and $\varphi_n$ as depicted in Fig. 3.1b). However, for the sake of simplicity we choose the special case $\theta_n = \varphi_n = 0$ which corresponds to a particle aligned along $\hat{z}$ and is the case for all experiments presented in this thesis. Consequently the direction of the particle’s easy-axis $\hat{n}$
is also along \( \hat{z} \). As depicted in Fig. 3.1c), the magnetization \( \mathbf{M} \) of the "macro-spin" is also described in spherical coordinates

\[
\mathbf{M} = M_s \begin{pmatrix}
\sin \theta_m \cos \varphi_m \\
\sin \theta_m \sin \varphi_m \\
\cos \theta_m
\end{pmatrix},
\]

(3.9)

with the particle’s saturation magnetization \( M_s \). Because the magnetization is confined to the plane defined by the particle’s easy axis and the direction of magnetic field, a further simplification used is \( \varphi_m = 0 \).

In accordance to the assumptions made by the Stoner-Wohlfarth model, given in chapter 2.5.2 the magnetic energy \( E_m \) is given by the Zeeman and the anisotropy energy

\[
E_m = -\mu_0 V \mathbf{M} \cdot \mathbf{H} + \frac{1}{2} \mu_0 D_u V (\mathbf{M} \cdot \hat{n})^2,
\]

(3.10)

with vacuum permeability \( \mu_0 \), particle volume \( V \) and effective demagnetization factor \( D_u \). To find the particle’s equilibrium magnetization the magnetic energy has to be minimum and fulfill the conditions

\[
\frac{\partial E_m}{\partial \theta_m} = 0 \quad \text{and} \quad \frac{\partial^2 E_m}{\partial \theta_m^2} > 0.
\]

(3.11)

Deriving \( E_m \) and applying the geometric simplifications, we obtain

\[
\frac{\partial E_m}{\partial \theta_m} = -\mu_0 V M_s H \sin(\theta) - \mu_0 V D_u M^2_s \cos(\theta_m) \sin(\theta_m).
\]

(3.12)

By defining a reduced magnetic field \( h = \frac{H}{M_s D_u} \) the above equation can be rewritten to

\[
\frac{\partial E_m}{\partial \theta_m} = \sin(\theta_m)(h + \cos(\theta_m)).
\]

(3.13)

The term equals zero and thus fulfills the first condition indicated in Eq. 3.11 in the following cases

\[
\theta_m = 0, \quad \theta_m = \pi, \quad \theta_m = \arccos(-h)
\]

(3.14)

The first two solutions refer to the magnetization aligning along \( \pm \hat{z} \). The third solution refers to a special case not relevant for this thesis and will thus be neglected in the following. To verify the first solutions obtained, the second derivative of \( E_m \) is used as given by

\[
\frac{\partial^2 E_m}{\partial \theta_m^2} = 2 \cos^2(\theta_m) + h \cos(\theta_m) - 1.
\]

(3.15)

The solutions obtained in Eq. 3.14 put in this equation fulfill the second condition stated in Eq. 3.11 in the following cases. It is \( \theta_m = 0 \) for \( h > -1 \) and \( \theta_m = \pi \) for \( h < 1 \). For \( |h| > 1 \) the solution is unique, but in between both orientations of magnetization are valid solutions. The solution obtained here is the one of a square hysteresis with switching field \( h \).

Having worked out the magnetic energy we can go back to applying these results to the particle on cantilever to further analyze the measured frequency shift. Treatment will restrict to two limiting cases presented in the following subsections.
3.2.1. The high-field limit

The high field limit is of particular interest to characterize the magnetic particle’s saturation magnetization $M_s$ and its anisotropy. Working at fields for which $H \gg D_u M_s$ is an effective way to probe the particles anisotropy energy.

When high fields are applied, the particle’s magnetization is forced to align in parallel to the field ($\mathbf{M}_s \parallel H$). Therefore the first term in Eq. 3.10 is constant with respect to $\theta_m$

$$E_m = -\mu_0 V M_s H + \frac{1}{2} \mu_0 D_u V M_s^2 \cos^2(\theta_c).$$  

Forming the second derivative leads to

$$\frac{\partial^2 E_m}{\partial \theta_c^2} = -\mu_0 D_u V M_s^2 (\cos^2(\theta_c) - \sin^2(\theta_c)).$$  

This term can now be inserted in Eq. 3.8 and allows analysis in the light of the cantilever’s frequency shift $\Delta f$ which we can measure. After further simplification, by taking $\theta_c = 0$, the frequency shift approaches a horizontal asymptote in the limit of high magnetic fields which is given by

$$\Delta f = \frac{f_0 \mu_0 V H}{2 k_0 l_e^2} M_s^2 D_u.$$  

By fitting this asymptote to measured high field data and setting parameters determined beforehand, the magnet’s saturation magnetization $M_s$ can be obtained.

3.2.2. The low-field limit

The low-field limit is of special interest for this thesis, because the nanoSQUID used only allows operation at moderate magnetic fields. A thorough analysis of the low field data obtained by cantilever magnetometry is crucial to fully exploit the duality of the setup and being able to compare nanoSQUID and cantilever data.

In the limit of low fields ($H \ll D_u M_s$), the magnet’s shape anisotropy dominates $E_m$ and ensures that $\mathbf{M}$ remains parallel or antiparallel to the magnet’s easy-axis. Considering this, we obtain

$$E_m = -\mu_0 V M_s H \cos(\theta_c) + \frac{1}{2} \mu_0 D_u V M_s^2.$$  

The second derivative with respect to $\theta_m$ then is

$$\frac{\partial^2 E_m}{\partial \theta_c^2} = \mu_0 V H M_s \cos(\theta_c),$$  

where $M_s \cos(\theta_c)$ is the magnetization’s $z$-component $M_z$. Inserting this into Eq. 3.8 the frequency shift is described by

$$\Delta f = \frac{f_0 \mu_0 V}{2 k_0 l_e^2} M_z.$$  

Solving this equation for $M_z$ allows direct determination of the $z$-component of the magnetization averaged over the whole magnet by measuring the frequency shift. We obtain

$$M_z = \frac{2 k_0 l_e^2}{f_0 \mu_0 V H} \Delta f.$$  
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4. Superconducting Quantum Interference Device (SQUID)

4.1. Introduction

Superconductivity can be seen as the textbook example for a macroscopic quantum effect, where the mechanism is governed by quantum mechanics but the effect can be measured on a macroscopic scale. The discovery in 1911 by H. K. Onnes was only possible due to the previous technological achievement to liquify Helium and thus allow cooling of samples close to absolute zero. This fascinating effect is the basis for the nanoSQUIDs used in this thesis. The following chapter is devoted to the fundamentals of superconductivity as needed to understand the experiments performed. Then an introduction into the Josephson effect is presented followed by an overview on SQUID technology and the working principles of these devices. If not stated otherwise, this chapter mostly follows [34, 94, 95].

4.2. Superconductivity

The most striking and probably most popular effect of superconductivity is that a sample undergoes a phase transition when cooled below a critical temperature \( T_c \) and its dc electrical resistivity drops to zero. This zero resistance can be demonstrated by inducing an electrical current in a superconducting solenoid, its decay rate is then probed, leading to extrapolated decay times in the range of 100 000 years [96]. The mechanism of superconductivity has theoretically been described by the BCS-Theory [97]. In simple words, this theory describes that in the superconducting ground state electrons couple in pairs (so called Cooper pairs) with opposite wavevector and spin and the coupling is mediated by phonons. Furthermore all \( n \) electrons in the material are described by one single wavefunction instead of \( n \) of them, just differing in phase for different locations in the material.

Superconductivity can be found in a wide range of materials. It is present in pure elements (e.g. Hg, Nb, Pb), in alloys (e.g. NbTi, NbN), ceramics (e.g. YBa\(_2\)Cu\(_3\)O\(_7\), HgBa\(_2\)Ca\(_2\)Cu\(_3\)O\(_8\)) as well as in organic materials (e.g. Rb\(_3\)C\(_60\), K\(_3\)K\(_3\)Picene). All these materials have in common that they show zero electrical resistance below \( T_c \), but they differ in magnitude of \( T_c \) and their response when an external magnetic field is applied. High temperature superconductors like the ceramic cuprates often have \( T_c > 77 \) K and thus can be cooled with liquid nitrogen. On the other hand, most superconductors show \( T_c \) well below 77 K. Room temperature superconductivity or something close to it has not yet been achieved.

When weak magnetic fields are applied to any superconducting material cooled below \( T_c \) then the field is completely expelled from its bulk. This shielding effect, equivalent to perfect diamagnetic behavior, is also known as the Meissner-Ochsenfeld effect [98]. This shielding, in the case of superconductors, can not exclusively be explained by the law of induction which requires a changing magnetic field. To clarify this, two descriptive examples are given, where the second is in contrast to ordinary diamagnets. When a superconducting material is cooled...
below $T_c$ and an external field is ramped up, eddy currents are induced to expel the field from inside the material. This example is in line with what is known about common diamagnets, the following case however is exclusive to superconductors. In case of a constant field applied to a superconductor above $T_c$, the induced eddy currents soon decay and the material is penetrated by field lines. When cooled below $T_c$ in constant field, surface currents spontaneously emerge and expel the magnetic field completely from the inside of the now superconducting material. Mathematically this can be derived from the London equation for exponentially decaying fields in a superconductor.

Applying stronger magnetic fields, the behaviour of different superconductors is not universal and in many cases not all of the field is expelled from the bulk. Depending on the response to increasing external fields, superconductors are divided in two classes (type I and II), which can be classified with the phenomenological Ginzburg-Landau theory [34] and London equation [99]. Essential parameters are the London penetration depth $\lambda_L$ and the superconducting coherence length $\xi$. The London penetration depth is a decay constant classifying the distance to which a magnetic field can penetrate a superconductor until it falls off to $1/e$ the value at the superconductor’s surface. $\lambda_L$ can be derived, considering the London equation and Ampere’s law for the case of a flat superconductor-free space interface and a constant magnetic field $B_0$ perpendicular to this interface. The field inside the superconductor is the given by

$$B(x) = B_0 e^{-\frac{x}{\lambda_L}}. \tag{4.1}$$

The penetration depth is typically on the order of $10^{-8} \text{ m}$ and given by the expression

$$\lambda_L = \sqrt{\frac{m}{\mu_0 n q^2}} \tag{4.2}$$

with the mass of the sample’s charge carriers $m$, their number density $n$ and charge $q$.

The other important parameter to characterize superconductors is the superconducting coherence length $\xi$ which is proportional to the mean free path of conduction electrons in a metal and defines the scale at which superconducting electrons can recover their equilibrium after small perturbations. Within the Ginzburg-Landau theory this parameter can be derived to

$$\xi = \frac{\hbar v_F}{2 E_g} \tag{4.3}$$

where $\hbar$ is Planck’s constant, $v_F$ the Fermi velocity and $E_g$ the superconductor’s energy gap between superconducting and normal conducting state.

With the aid of the two material parameters just introduced, it is possible to define a criterion to distinguish the two types of superconductors.

Superconductors which have $0 < \lambda_L/\xi < 1/\sqrt{2}$ are type I and are also known as soft superconductors, because they can withstand less magnetic field before the superconducting phase breaks down. This type mostly consists of pure elements like e.g. Al, Pb, Hg. The behavior of a type I superconductor in an applied magnetic field is sketched in Fig. 4.1a). The figure shows a linear relation between applied field $\mu_0 H$ and internal magnetization $-\mu_0 \mathcal{M}$ of the superconductor to expel the applied field. This relation holds until a critical field $H_c$ is reached where the magnetization suddenly drops to zero which indicates the breakdown of the superconducting phase. The superconducting or Meissner phase depends on the sample’s temperature and the applied field as shown in the phase diagram in Fig. 4.1b). This plot also describes the influence that temperature and magnetic field have on each other. The lower
the temperature, the higher the fields a superconductor can withstand. Vice versa a strong applied field leads to a reduction of the effective critical temperature.

Superconductors of type II are those with $\lambda_L/\xi > 1/\sqrt{2}$ which do not show a sharp phase transition with applied magnetic field as depicted in Fig. 4.1c). The group of type II materials consists almost exclusively of alloys like the high $T_c$ cuprates, or e.g. NbTi, but as an exemption also the pure element Nb. These superconductors are suitable for applications like e.g. in superconducting magnets since they withstand higher fields. These materials are characterized by two critical fields $H_{c,1}$ and $H_{c,2}$ corresponding to the boundaries of the superconducting phase and the mixed phase which is present before superconductivity breaks down. In the case of pure Nb at $T = 3.7$ K it is $H_{c,1} = 108$ mT and $H_{c,2} = 183$ mT [100]. Up to $H_{c,1}$ the type II superconductors behave exactly like the type I materials in the Meissner phase and build up magnetization to expel the applied field. Above $H_{c,1}$ there is no discontinuous transition to the normal state, instead until $H_{c,2}$ a mixed state exists where the field is not completely expelled and field lines can penetrate the material which partially becomes normal conducting. It is remarkable that the field lines do not penetrate the material homogeneously, but rather in spatially localized flux tubes as sketched in Fig. 4.2 [101]. Above $H_{c,1}$ it becomes energetically more favourable for the superconductor to not completely prevent the magnetic field from penetrating, but rather become partially normal conducting and let the field enter in these regions. These small normal conducting regions are shielded from the remaining superconductor by circular supercurrents and have a radius equal to the material’s coherence length. The flux of the vortices is quantized in units of the fundamental flux quantum

$$\Phi_0 = \frac{h}{2e} \approx 2.00678 \times 10^{-15} \text{Tm}^2$$

(4.4)
and depends solely on Planck’s constant $h$ and elementary charge $e$ [103]. Knowing the spatial dimensions and the flux quantization allows for an estimate of a material’s lower critical field. The flux in a single vortex is $\pi \lambda^2 H_{c,1}$ which must be equal to $\Phi_0$, hence $H_{c,1} \simeq \Phi_0 / \pi \lambda^2$. In case multiple vortices are present in a sample they repel each other and form regular lattices which have experimentally been observed and are known as Abrikosov vortex lattice [104, 105]. Vortices can travel inside the material, which increases the electrical resistance of the material. They can also be pinned to material defects naturally present or generated on purpose [105, 106].

In analogy to the critical field just discussed, the phase transition from superconducting to normal conducting state can also be induced by a current flowing in the superconductor (type I or II) and exceeding a critical magnitude $I_{c}$. $H_c$ and $I_c$ are directly connected because a current flowing induces a magnetic field which, if above $H_c$ on the edges of the sample, induces the phase transition to normal conducting.

The concept of flux quantization, introduced with Abrikosov vortices, is of a more general nature in the physics of superconductors and not only limited to Abrikosov vortices. It is strongly connected with the single wavefunction and its phase describing the electrons in the superconducting groundstate and can be derived generally for a superconducting ring (for the full derivation see e.g. [34]). Note that this flux quantization holds for the sum of the flux generated by the ring current and the flux generated from an applied field. Together with the Josephson effect described in the next section these are the basics to understand the working principle of a SQUID.

4.3. Josephson effect

The Josephson effect describes tunneling phenomena where two superconductors are separated by a thin barrier [107]. The basic configuration of this device also known as Josephson junction (JJ) is sketched in Fig 4.3. The electrons in the left superconductor are described by wavefunction $\Psi_L$ and phase $\varphi_L$, whereas the electrons on the right are described by $\Psi_R$ and $\varphi_R$. The weak coupling of the two superconductors (S) can be achieved by either a thin insulating layer (SIS-junction) or a thin normal metal layer (SNS-junction). Also, point contact and constriction type JJs have been realized as well as junctions based on grain boundaries. In the
original work, the mechanism was described for SIS junctions at $T = 0$ K. Resulting in the equation for the so called dc Josephson effect

$$I = I_0 \sin(\varphi_L - \varphi_R).$$

(4.5)

Here $I$ is the supercurrent across the JJ and $I_0$ is the maximum supercurrent which is significantly lower than that of a bare superconductor. This equation means that in the static regime, in the absence of any external voltage applied to the junction, a dc current with values between $\pm I_0$ and depending on the phase difference between left and right superconductor is measurable [108].

If a (dc) bias current $I_b$ is applied to the JJ, it is transported as a loss-free supercurrent across the device as long as $I_b < I_0$. This (dc) supercurrent is carried by Cooper-pairs tunneling through the barrier and is driven by the phase difference $\delta = \varphi_L - \varphi_R$. If the applied bias current exceeds the maximum supercurrent ($I_b \geq I_0$), the phase difference $\delta$ will evolve in time, leading to a voltage drop $U$ across the JJ. This relation is known as the ac Josephson effect

$$\frac{d\delta}{dt} = 2\pi U \Phi_0.$$

(4.6)

Time integration of Eq. 4.6 and inserting it into Eq. 4.5 leads to

$$I = I_0 \sin\left(\frac{2\pi U}{\Phi_0} t + \delta_0\right).$$

(4.7)

This means that in the resistive state there will be an ac current oscillating across the JJ with a frequency $\omega_J = \frac{2\pi U}{\Phi_0}$ due to the interference of the two wavefunctions of the superconductors. This effect can for example be exploited for voltage normals [109, 110].

Now a brief overview of non-idealized junctions is given where noise is considered and shunting of the JJ. The intention is to only highlight results and leave the details to [94, 95]. The first step in modeling a real junction is the so-called RCSJ model (resistively and capacitively shunted junction) where an ideal junction is connected in parallel to a capacity and a resistor. The resistivity introduces dissipation in the finite voltage regime without affecting the lossless
dc regime of the JJ. The capacity can be viewed as geometric shunting capacitance between the two electrodes. Two regimes can be identified, the case of the over- and underdamped junction which are discriminated by the Stewart McCumber parameter $\beta_c = 2\pi I_0 R^2 C/\Phi_0$ [112, 113]. In the underdamped limit ($\beta_c > 1$) the junction shows a mostly ohmic response leading to a hysteretic current-voltage characteristic. In the overdamped limit ($\beta_c < 1$) the junction capacitance is negligible and the junction behaves non-hysteretic. For SQUIDs meant for practical applications, this regime is mostly preferred since it offers unambiguous response of the device to external signals. Both cases are shown in Fig. 4.4, the overdamped case is shown in a). In b) and c) the increase of the hysteretic behaviour with increasing $\beta_c$ is demonstrated with the sweep direction marked by arrows. The hysteretic behaviour also leads to a temporal decrease of $I_c$. Apart from the hysteretic influence it has also been shown that $I_c$ is temperature dependent and maximizes for low temperatures [108].

Apart from considering the RCSJ model, a further influence on the JJ’s behavior is noise. Thermal noise leads to fluctuations of the current around its mean value which is visible in the I-V-curve for low voltages as "noise-rounding". This rounding effect is demonstrated in Fig. 4.4 with numerical calculations taken from [111]. The solid lines correspond to the case $T = 0$ K and the dashed lines correspond to finite temperature with normalized thermal energy $\Gamma = 2\pi k_B T/I_0 \Phi_0$.

The second relevant noise source is $1/f$-noise which can dominate the sensitivity determining white noise of a JJ at low frequencies. This $1/f$-noise can be caused by vortex motion or fluctuations in the JJ for example by trapping events in the junction during tunneling processes which lead to a variation of the critical current.

When a magnetic field is applied to a JJ it behaves in analogy to the optical double-slit experiment. The applied field leads to a modulation of $I_0$ which follows the Fraunhofer pattern

$$I(\Phi) = I_0 \left| \frac{\sin(\pi \Phi/\Phi_0)}{\pi \Phi/\Phi_0} \right|. \quad (4.8)$$

### 4.4. The dc SQUID

A dc superconducting quantum interference device (dc SQUID) is formed by a superconducting ring which is intersected by two JJ, hence these JJ are connected in parallel.
this basic principle is depicted in Fig. 4.5. A dc SQUID is a device to transform magnetic flux penetrating the loop into voltage (Fig. 4.5a)), currently being the most sensitive device to detect magnetic fields down to the range of $10^{-15}$ T [114] or respectively changes in magnetic flux on the order of $10^{-8}\Phi_0$.

![Diagram of a dc SQUID](image)

**Figure 4.5.** a) Magnetic particle coupling flux in the SQUID loop. (Adapted from Ref. [115]) b) Schematic drawing of a dc SQUID consisting of two JJ connected in parallel via a superconducting ring. Introducing the bias current $I_b$, the voltage $V$ and the screening current $I_s$.

For operation, the SQUID has to be biased, i.e. the working-point has to be set, with a constant current $I_b$ slightly above the critical current $I_c$ of the SQUID. For currents below $I_c$ no voltage drop across the SQUID is measurable. Consequently, to determine the SQUID’s $I_c$ the bias current can be ramped up until a voltage appears. The $I-V$ characteristics of a SQUID look very similar to a single JJ, but $I_c = 2I_0$ is twice that of a single junction because the current splits equally on the two junctions. Knowing that, the following paragraph describes the mechanism how a SQUID detects magnetic flux from a user’s point of view following [116] and omitting rigorous quantum mechanical treatment.

![Plot of the screening current I_s over magnetic flux Φ](image)

**Figure 4.6.** Plot of the screening current $I_s$ over magnetic flux $\Phi$ applied to the SQUID.
Coupling a very small amount of flux (much less than $\Phi_0/2$) into the SQUID loop by applying an external magnetic field, this will generate a screening current $I_s$ opposing the applied field and effectively cancelling it out in the loop to fulfill flux quantization. This screening current, caused by the applied field, leads to a reduction of the SQUID’s critical current. This is because $I_s$ adds to the already applied $I_b$ and with $I_s$ present the amount of $I_b$ that can flow before the junction becomes resistive is reduced. A sketch of the currents present is shown in Fig. 4.5b). With increasing applied magnetic flux the screening current will also increase as shown in Fig. 4.6 until $\Phi_0/2$ is present in the loop. When half a flux quantum is reached, the screening current will switch sign, now also producing $\Phi_0/2$ so that the flux in the loop is $\Phi_0$. This is the energetically most favourable solution to fulfill flux quantization in a superconducting loop since it is more favourable to enhance $<\Phi_0/2$ than shield $>\Phi_0/2$. Upon further increasing the applied flux, the screening current reverses direction to continue fulfilling flux quantization and so on with a periodicity of $\Phi_0$ as the plot shows.

After understanding the screening/enhancement process this is now translated in the output voltage picture necessary to understand the read-out of the sensor (Fig. 4.7). On the left the $I−V$ characteristics of a SQUID are plotted for two cases. The right curve with maximum $I_c$ corresponds to $\Phi = n\Phi_0$ and the curve left of it with reduced $I_c$ is for $\Phi = (n + 1/2)\Phi_0$ with $n = 0, 1, 2...$ The dotted line depicts the bias current which is slightly above $I_c$ and stays fixed during the whole process. The crossing with the $I−V$ curve tells the output voltage of the SQUID which is plotted in the graph on the right. For increasing applied flux the $I−V$-curve oscillates between the two depicted extremal curves, leading to a $\Phi_0$-periodic voltage output of the SQUID.

The obtained sinusoidal $V−\Phi$ curve represents the measuring signal of the sensor, the drawback is its non-linearity in the so-called open loop mode. In the extremal points even a relatively large flux change leads to a vanishing voltage change. The maximum sensitivity is obtained in the reversal point of the curve where the slope, or transfer function $V_\Phi = \delta V/\delta \Phi$ is steepest, as marked in red. To profit from this, SQUIDs can be operated in the flux-locked-loop where a feedback flux is generated to maintain the SQUID’s working point such that the transfer function is always at a maximum. This way, the sensor is most sensitive and also linear, thus allowing a direct translation of the measured output to flux. The spectral density of the SQUID’s intrinsic white flux noise is given by $S_\Phi(f) = S_V(f)/V_\Phi^2$, where $S_V(f)$ is spectral density of the white voltage noise across the SQUID [95]. In the light of detecting small magnetic particles with a SQUID, a related important figure of merit is the spin sensitivity.
\( S^{1/2}_\mu = S^{1/2}_\Phi / \phi_\mu \) with coupling factor \( \phi_\mu \) [117]. This coupling factor \( \phi_\mu \), depending on the SQUID’s geometry and the magnetic particle’s magnetization, quantifies the flux coupled into the SQUID loop by a magnetic particle with magnetic moment \( \mu \). To obtain a spin sensitivity of only a few Bohr magneton \( \mu_B \), it is essential to minimize \( S_\Phi \) and maximize \( \phi_\mu \).

SQUIDs suitable for application can be distinguished essentially in two categories. Nb SQUIDs with different kinds of junctions (e.g. microbridge [31, 32] or SNS [117]) which have proven their suitability for applications at low temperatures and intermediate fields (below 100 mT) and are prone to degradation. The high-\( T_c \) SQUIDs are made of cuprate superconductors (e.g. [118]) and work at higher temperatures and higher magnetic fields (in the Tesla-range) but suffer from degradation over time. Both device designs have proven their suitability for applications with high sensitivity to be able to measure also samples with low stray field.

Apart from the material choice, another important parameter for successful application is the size of the device. Miniaturization to the nanoscale is favourable because it allows operation at higher fields and is necessary to measure nanoscale samples because the loop size should be comparable to the sample for optimal detection. However it can not be shrunk to arbitrarily small dimensions, because that also leads to performance degradation and at some point is technologically not feasible anymore.
5. Experimental setup

5.1. Introduction

This chapter is devoted to cover some more technical details of sample preparation, realization and operation of the setup in the He\textsuperscript{3} cryostat and image acquisition of the cantilever in scanning probe mode in addition to chapters 6-9.

5.2. Ultrasoft Si cantilever

Key component of the hybrid magnetometer setup developed in the course of this thesis is the ultrasoft Si cantilever which is fabricated in a multi step lithography process [119]. Due to its very low spring constant, this kind of cantilever acts as a highly sensitive force transducer and it thus allows DCM of single nanoscale magnetic particles as well as scanning probe microscopy.

The cantilever (SEM image shown in Fig. 5.1) is beam shaped, clamped on the side of the chip and free at the other end. It is composed of a beam with width 4 µm and thickness 0.1 µm. The length of this beam varies and for the cantilevers used in this thesis is 75 and 90 µm. Then a 12 µm wide and 12 µm long paddle with same thickness follows. The end of the cantilever is formed by a 1 µm thick, 4 µm wide and 18 µm long mass which suppresses higher order vibrational modes and is tapered towards its end to form a 1 µm wide tip.

These cantilevers show resonance frequencies from \( f_0 = 3194 - 3980 \) Hz, quality factors \( Q_0 = (25 - 41) \cdot 10^3 \) and very low spring constants \( k_0 = 90 - 195 \) µN/m. Another important parameter to describe such a cantilever as resonator, especially in the light of DCM, is its effective length \( l_e \). The effective length is obtained by linear extrapolation of the cantilever’s tip when oscillating in the fundamental mode and extending it to the base line as shown in Fig. 5.2. The obtained effective length with \( l_e \leq l \) can be viewed as compensation to the cantilever’s non-linear mode shape. The mode shape can either be determined by finite element

\begin{figure}[h]
    \centering
    \includegraphics[width=\textwidth]{cantilever_image.png}
    \caption{SEM image of a cantilever as used in the course of this thesis. Figure adapted from [120]}
\end{figure}
calculations [121] or in a more simplistic way by applying the Euler-Bernoulli theory of beams [122]. For a cantilever with a $75 \, \mu m$ long shaft $l_e = 76 \, \mu m$ and in the case of a $90 \, \mu m$ shaft $l_e = 85 \, \mu m$.

To account for the interferometric read-out being at the position of the paddle and not the tip, a correction factor (c-factor) is introduced. Basing on the mode shape plot shown in Fig. 5.2, the displacement at the position of the paddle $d_{\text{paddle}}$ and the tip $d_{\text{tip}}$ is related

$$c = d_{\text{tip}} / d_{\text{paddle}}.$$  

For the two different cantilever lengths used we obtain $c_{75} = 1.47$ and $c_{90} = 1.39$.

The interferometric read-out of the cantilever is described in some detail in chapter 7, a more detailed analysis of the interferometer and description of laser and displacement control can be found in [123].

### 5.3. Ni, CoFeB and permalloy nanotubes

In this section a brief summary of the sample fabrication methods for the magnetic Ni, CoFeB and permalloy (Ni$_{80}$Fe$_{20}$) NT samples is given. More extensive information can be found in [124] and references therein.

The general structure of all NT samples investigated throughout this thesis is the same (Fig. 5.3a)). They all consist of a GaAs core which is grown by molecular beam epitaxy (MBE) in vapor liquid solid (VLS) growth and is then coated with a magnetic shell.

These GaAs nanowires are grown at the EPFL Lausanne in the group of Prof. Anna Fontcuberta i Moral. For growth Si(111) wafers are used as substrates. The nanowires are growing mainly perpendicular to the substrate. The resulting GaAs nanowires have a hexagonal cross section and at a nanowire’s end, a Ga droplet is present which serves as catalyst during growth. These nanowires are then used as a template to mechanically support the magnetic film which is applied in a second fabrication step now being described for the various samples used in this thesis. All processes involving coating the GaAs templates with magnetic thin films are conducted in Prof. Dirk Grundler’s group at the TU München.

In chapters 6 and 7 Ni NTs are studied. Bulk Ni has a saturation magnetization $\mu_0 M_s = 0.64$ T at $T = 0$ K and its Curie temperature is $T_C = 627$ K [34]. The Ni NTs used in our studies were fabricated by PhD students Rupert Huber and Thomas Schwarze. The 30 nm thick Ni shell is grown by atomic layer deposition (ALD) which, due to its growth mechanism, avoids
Figure 5.3. a) Image of the general structure of a NT investigated consisting of a GaAs core (gray) and a FM shell (blue) b) SEM image of a Ni NT from the same batch used in this thesis. c) SEM image of a CoFeB NT from the same batch used in this thesis. d) SEM image of a Py NT from the same batch used in this thesis.

shadowing effects. Fig. 5.3b) shows a high resolution image of such a NT used in this thesis. From the image we can conclude that the surface of the NTs shows considerable roughness of up to 30 nm leading to occasional discontinuities of the Ni film.

For the experiments presented in chapter 8, NTs with a nominally 30 nm thick Co_{20}Fe_{60}B_{20} shell are investigated. CoFeB shows no crystalline anisotropy [125] and has in bulk a saturation magnetization of \( \mu_0 M_s = 1.8 \) T [126] and Curie temperature \( T_C > 1300 \) K [127]. The samples, shown in Fig. 5.3c), were fabricated by PhD student Florian Heimbach. The same GaAs nanowires that are used as templates for the Ni NTs are again used. The CoFeB shell is applied in a magnetron sputtering process in Xe atmosphere with a Co_{20}Fe_{60}B_{20} target. To obtain a homogeneous thickness and avoid shadowing, the wafer containing the as-grown GaAs NTs is mounted under 35° angle relative to the incoming CoFeB flux and is rotated constantly during the process.

In chapter 9 experiments on NTs formed by a 30 nm thick film of the Ni_{80}Fe_{20} alloy known as permalloy are presented. Permalloy also shows no magnetocrystalline anisotropy [128] and has a saturation magnetization \( \mu_0 M_s = 1.0 \) T [129] and Curie temperature \( T_C = 853 \) K [130] in bulk. Coating of the GaAs nanowires is realized by a thermal evaporation process performed by PhD student Florian Heimbach. Same as for CoFeB, the sample is mounted with a 35° tilt and constantly rotated during evaporation to achieve conformal coating. An image of such NT is shown in Fig. 5.3d).
5.4. Sample to cantilever attachment

Attachment of the magnetic NTs to the cantilever tip follows a standard procedure routinely used in the Poggio Lab also for non-magnetic samples with different aspect ratios than the elongated NTs investigated in this thesis. A more detailed and excellently illustrated description can be found in [37].

The main tool is an optical microscope (Nikon Eclipse FN1) equipped with hydraulic micromanipulators (Narishige MMO-202ND) sitting on an optical table to reduce vibrations during the delicate sample fabrication process. The microscope offers high magnification (eyepiece: 20×, objectives: 5× and 50×) and most importantly a working distance in the range of 10 – 30 mm for convenient accessibility of the sample under investigation. The glass needles used to directly handle individual specimen are pulled from solid glass rods and are renewed for each new process to avoid contamination of the sample. The glass needles are fabricated in a two-step pulling process with a commercial puller (Narishige PC-10). Different tip shapes and radii (< 1 – 100 µm) are available by choosing appropriate parameters of the resistive heating coil and the attached pulling weights [131, 132]. To avoid electrostatic charging, needles, sample, epoxy, and cantilever each are exposed to a radioactive α-source for about one minute.

For the actual attachment process, first a wafer piece with as-grown NTs is placed under the microscope Fig. 5.4a). Using one glass needle, an individual NT is picked up from the wafer. This process can be thought of as chopping down a tree. The needle with the NT sticking to its end can then be parked temporarily aside from the working area.

In the next step the two component epoxy (Gatan G1), mixed on a glass slide is placed under the microscope. With a fresh glass needle, a droplet is picked up and transferred to the tip of the cantilever where it is wiped to leave a small droplet (≤ 100 fl) on the cantilever Fig. 5.4b).
The already picked up NT is now transferred with one of its ends to this drop of epoxy and its long axis roughly parallel to the cantilever. After this coarse alignment during the transfer process a final alignment is performed with the tip of the glass needle pushing the NT in position (Fig. 5.4c). The aligned NT on cantilever now needs to cure over night before further processing.

For the study of NTs it is desirable to have samples deviating little as possible from an ideal tubular structure. Due to their growth, the NTs investigated in this thesis have a ball shaped catalyst on one end (Fig. 5.4d)), which is not favorable for the experiments performed. To remove the catalyst at the NT’s end, the cantilever is brought to a focussed ion beam microscope (FIB) to cut off the interfering catalyst ball (Fig. 5.4e)).

To minimize damage to the magnetic material, low acceleration voltages and ion currents are chosen for the cutting process. Generally the process has to be conducted with great care, because excessive exposure of magnetic material to Ga ion bombardment changes the magnetic properties [133]. Additionally, the cantilever is strongly affected by any exposure of its shaft to Ga ions. In the example depicted in Fig. 5.4f) the cantilever is bent at the paddle with possible degradation of mechanical properties and can not be used for experiments any more.

### 5.5. He\(^3\) cryostat

A crucial element to operate this, not only electrically sensitive, but also mechanically, sensitive setup is isolation from external vibrations. Therefore the cryostat is mounted to an optical table with its platform mounted on legs with pressurized air bearings (Fig. 5.5a)).

The microscope head itself is hanging from springs, for further isolation of the sensitive cantilever from outside vibrations, in the UHV sample chamber (Fig. 5.5c)). In order to make the experiment’s operation possible in a wide temperature range and not be restricted to the temperature of the liquid He\(^4\) bath a further chamber, the inner vacuum chamber (IVC), is used. To achieve thermal isolation from the He\(^4\)-bath, the UHV sample chamber is placed inside the IVC, which in turn is directly placed in the He-bath.

The cryostat is equipped with a He\(^3\) circulation which includes a He\(^4\) reservoir, which is pumped on, and reaches 1 K (1K-pot) to pre-cool the He\(^3\). Due to this He\(^3\) circulation, temperatures down to 300 mK can be reached. The additional use of resistive heaters among other places at the sample chamber and the 1K-pot enable to reach temperatures up to 120 K. Due to thermal decoupling of the sample chamber from the He-bath, stable operation at elevated temperatures is possible with reasonable He consumption. Temperature control is realized via a PID-loop that controls the built-in heaters. Under stable conditions and with careful operation, stability in the range of ±0.3 mK over several hours is possible.

Magnetic fields up to ±6 T can be applied with a superconducting magnet (Cryomagnetics) enclosing the IVC. To enclose the IVC, the magnet’s bore is 15 cm. This and the number of windings necessary to achieve such high fields leads to an inductance of 27.7 H. Due to this inductance the magnet shows considerable lag when sweeping small fields. To account for this lag, the nanoSQUID is used as a field sensor to determine a reference which is proportional to the actual applied field. More details of this method are described in chapter 7.

Apart from these already available elements, additional wiring is necessary to operate the serial SQUID array (SSA), serving as an amplifier, and the nanoSQUID. A scheme of the wiring including basic components of the cryostat is shown in Fig. 5.5b). Additional to electrical connection, the wiring has to accomplish three requirements.
The wires have to be of low resistance to ensure proper operation of the SQUID devices, therefore we use plain Cu wires. Because SQUIDs are electrically very sensitive, proper shielding of the devices is necessary, consequently in a first step the Cu wires are prepared in twisted-pair configuration. For shielding of the Cu twisted-pairs, a tubular braid made of tinned copper (AlphaWire 2162) serves as conductive jacket to the twisted-pairs. Electrical connection of the different segments via feedthroughs (realized with crimp contacts) between vacuum chambers is ensured. The whole shielding braid is connected to one common ground, which is the cryostat’s mass.

To operate the SSA and nanoSQUID at low and stable temperatures, proper thermal anchoring is necessary. This is achieved by winding the Cu wires a few turns around brass bobbins and fixing them with the thermally conducting epoxy Stycast®. These bobbins (marked in blue in Fig. 5.5b)) are then firmly screwed onto thermalization stages in the cryostat. As first anchor to 4 K the flange of the IVC is chosen, a further anchor below 1 K is the cryostat’s 1K-pot.

To ensure reliable operation of the SSA, additional to wiring and thermal anchoring, effective shielding of electromagnetic radiation is inevitable. Serving as an amplifier for the nanoSQUID’s output voltage, any spurious signals coupling into this highly sensitive device have to be avoided. The chip is placed inside a screwed capsule, made of Nb, featuring only two small holes to feed the wire connections. This capsule is then wrapped with a sandwich of Mu-metal (a Ni-Fe soft magnetic alloy) foil and again Nb foil. The Mu-metal’s purpose is to protect the Nb capsule from any spurious magnetic fields (e.g. earth’s magnetic field, rest magnetization in cryostat parts) during the cool-down. This is necessary because, although a perfect diamagnet, superconductors can easily trap vortices when undergoing the phase transition from normal conducting to the superconducting state. The outer most Nb layer in turn protects the Mu-metal from getting magnetized when high fields are applied during the experiments. Inside the capsule, the SSA is fixed with a Ti screw to a oxygen-free high thermal conductivity (OFHC) Cu finger which is anchored to the 1K-pot for optimal thermalization.
of the device. The use of OFHC Cu has proven to be mandatory. In a first attempt Nb was used instead, but did not allow stable SSA operation. Low thermal conductivity in the superconducting state does not provide enough cooling power, hence thermal instabilities caused by resistive heating due to the device’s operation occur.

5.6. Nb nanoSQUID and its operation

In general, the design of dc SQUIDs follows always the same principle as depicted in Fig. 4.5 in the previous chapter. A dc SQUID consists of a superconducting ring intersected by two JJs. The nanoSQUIDs used in the course of this thesis also follow this design principle, but are optimized towards the challenges of these experiments. Their geometry, as well as the read-out scheme used, shall be introduced in more detail in this section.

The nanoSQUID’s loop is not in the plane of the substrate, but perpendicular (in the \( \hat{x} - \hat{z} \) plane) to it in a sandwich structure (Fig. 5.6a,b)). The external magnetic field is applied along \( \hat{z} \) that it produces minimum magnetic flux in the SQUID loop and the JJs. In this way the detected signals from the sample under investigation are much greater, as compared to the signals arising from the applied magnetic field.

The superconducting ring consists of Nb and the \((200 \times 200 \times 24 \text{ nm}^3)\) barriers are formed by normal conducting Hf\(_{50}\)Ti\(_{50}\). HfTi is chosen because it does not become superconducting at \(4.2 \text{ K}\), it supports high critical current densities \(200 \text{–} 300 \text{ kA cm}^2\) and it serves as an intrinsic shunt leading to non-hysteretic \(I-V\) characteristics. The loop dimensions are given by the spatial separation of the JJs (1.6 \(\mu\)m) and the distance between top and bottom electrode (224 nm). The devices are fabricated by the Physikalisch-Technische Bundesanstalt (PTB) in Braunschweig. The fabrication process of this tri-layer structure includes electron-beam lithography, chemical-mechanical polishing and sputtering. The details of the process are described in [134].

The nanoSQUID used is extremely compact, because it does not need a pickup loop, an external shunt resistor or a modulation coil for feedbacking; all of this is directly integrated into the device as described and sketched in Fig. 5.6a,b).

The fabrication process is wafer based, consequently there are multiple nanoSQUIDs located on one wafer. In the experiments, only a single device, which has to be cut out of the wafer, can be mounted. The cutting is done with a diamond wafer saw to minimize dust, obtain clean edges and avoid mechanical stress that might damage the nanoSQUIDs. This step is of great importance, because the nanoSQUID has to be located closer than 200 \(\mu\)m to the edge facing the interferometer lens (Fig. 5.6c)). For devices further inside the chip, a simultaneous operation with the cantilever close by is not possible due to shadowing of the cantilever’s paddle from the laser light necessary for read-out.

After cutting out a single nanoSQUID, the wafer piece has to be further prepared for operation. The chip (dimensions below \((1 \times 0.5) \text{ cm}^2\)) is glued with TorrSeal\(^\text{®}\) onto a chip holder compatible with our microscope. Great care has to be taken to place the chip as horizontal as possible to minimize misalignment, i.e. the influence of the applied magnetic field on the nanoSQUID’s performance (Fig. 5.6d)).

After gluing the chip onto the holder and an overnight cure of the TorrSeal\(^\text{®}\), Al bonding between the Nb bondpads on the chip and the contacts of the chipholder is done. Cu twisted pair cables, soldered to the chipholder, are now employed to connect the \(I_{\text{mod}}\) to coaxial lines,
$I_b$ to Cu lines and $V$ to the SSA input. The use of low resistance wires is absolutely essential to avoid heating of the nanoSQUID due to the currents applied.

$I_b$ and $I_{mod}$ are delivered by a set of custom electronics which are battery driven to reduce 50 Hz noise. The nanoSQUID’s output voltage is sent to the SSA, where it is amplified and then read out. Read out and operation of the SSA is achieved with Magnicon XXF-1 electronics, placed outside the cryostat, which is computer controlled by the commercial software "SQUIDViewer".

The nanoSQUID’s FLL operation is realized by a home-made software feedback in LabView. The nanoSQUID’s working point is set to the steepest point of its $V(\Phi)$ (compare Fig.4.7) curve by applying the necessary $I_b$ and $I_{mod}$ which remain fixed during an experiment. The flux generated by the external field and the magnetic NT, causing a voltage offset, is compensated by applying matching $I_{mod}$ via the FLL software. This way a direct measure of the amount of flux generated by the investigated NT is available.

5.7. Scanning probe microscopy

The cantilever fulfills multiple purposes in the experiments described in this thesis. Apart from its use as a stand-alone sensor in the DCM (described in chapter 3) it is used to position the magnetic NTs relative to the nanoSQUID in optimal coupling position. Additional to this, the
cantilever serves as a scanning-probe to navigate on the nanoSQUID chip and, equipped with a NT as magnetic tip, it senses magnetic field gradients that allows us to detect e.g. Abrikosov vortices in the superconducting structure (compare Chapter 6). A general description of the frequency shifts induced in the cantilever will be given in the following.

The cantilever is mounted in pendulum-geometry, is singly clamped, beam-shaped and due to its geometry can only oscillate along one direction we define along $\hat{x}$. The derivation of the frequency shift is first generally derived and then the special case of a magnetic dipole is treated. The cantilever can be approximated as simple harmonic oscillator

$$m\ddot{x} + \Gamma \dot{x} + k_0x = F\dot{x}$$  \hspace{1cm} (5.1)

with mass $m$, damping $\Gamma$, spring constant $k_0$ and external force $F$. The cantilever is only sensitive to components of $F$ along $\hat{x}$. Distinguishing between constant and spatially varying components is necessary, because constant force components simply result in constant deflection of the cantilever which is not what we detect. In the microscope used, changes in the cantilever’s resonance frequency, which are due to changes in the effective cantilever’s spring constant are measured. The small deflections $x$ allow to expand $F\dot{x}$ to first order in $x$ around $x = 0$

$$m\ddot{x} + \Gamma \dot{x} + k_0x = F_{x,0} + \left. \frac{\partial F}{\partial x} \right|_{x=0} x.$$  \hspace{1cm} (5.2)

This can be rewritten to clarify the force’s influence on the spring constant

$$m\ddot{x} + \Gamma \dot{x} + \left( k_0 - \left. \frac{\partial F}{\partial x} \right|_{x=0} \right) x = F_{x,0}. \hspace{1cm} (5.3)$$

Assuming small dissipation ($\Gamma \approx 0$) and neglecting the constant force term, solving the differential equation leads to

$$\omega = \omega_0 \sqrt{1 - \left. \frac{1}{k_0} \frac{\partial F}{\partial x} \right|_{x=0}}. \hspace{1cm} (5.4)$$

Using $\Delta \omega = \omega - \omega_0$, $\omega = 2\pi f$ and $\sqrt{1-x} \approx 1 - x/2$ for $x \ll 1$ we obtain for the measured frequency shifts

$$\Delta f = -\frac{\omega_0}{4\pi k_0} \left( \left. \frac{\partial F}{\partial x} \right|_{x=0} \right). \hspace{1cm} (5.5)$$

This result is generally valid, for the case of a scanning probe experiment in the described geometry. To e.g. model vortices detected with a magnetic particle at the cantilever tip, we have to consider the actual forces and fields present.

The force acting on the cantilever and causing the frequency shift is determined by the interaction between the magnetic particle (in our case a NT), which we assume to be magnetized perfectly along $\pm \hat{z}$, and the Abrikosov vortex trapped in the superconductor. The energy of the NT in a magnetic field is given by the term

$$U = -\mu B.$$

Because the cantilever is assumed to oscillate along $\hat{x}$, we only consider force components along that direction

$$F_x = \frac{\partial}{\partial x} (\mu \cdot B) = \pm \mu \frac{\partial B_x}{\partial x}. \hspace{1cm} (5.7)$$
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Inserting the just obtained result in the general Eq. 5.5 leads to

\[ \Delta f = \pm \mu \frac{\omega_0}{4\pi k_0} \left( \frac{\partial^2 B_z}{\partial x^2} \right)_{x=0}. \]  

(5.8)

This equation determines the frequency shift detected by a cantilever in the given geometry with a magnetic NT, having a magnetic moment \( \mu \), at its tip and an Abrikosov vortex generating a magnetic field with a component \( B_z \) along \( \hat{z} \). The expected spatial map of the frequency shift at a fixed scanning height \( z \) can be simulated. Assuming a perfect magnetic dipole given by

\[ H(r) = \frac{1}{4\pi} \left( \frac{3r(\mu \cdot r)}{r^5} - \frac{\mu}{r^3} \right), \]  

(5.9)

a magnetic field along \( \hat{z} \) and evaluating the expression around the cantilever’s equilibrium position 0 leads to the results plotted in Fig. 5.7.
6. Nanoscale multifunctional sensor formed by a Ni nanotube and a scanning Nb nanoSQUID

Adapted from:
"Nanoscale multifunctional sensor formed by a Ni nanotube and a scanning Nb nanoSQUID”,

Nanoscale magnets might form the building blocks of next generation memories. To explore their functionality, magnetic sensing at the nanoscale is key. We present a multifunctional combination of a nanometer-sized superconducting quantum interference device (nanoSQUID) and a Ni NT attached to an ultrasoft cantilever as a magnetic tip. By scanning the Nb nanoSQUID with respect to the Ni tube, we map out and analyze their magnetic coupling, demonstrate the imaging of an Abrikosov vortex trapped in the SQUID structure — which is important in ruling out spurious magnetic signals — and reveal the high potential of the nanoSQUID as an ultrasensitive displacement detector. Our results open a new avenue for fundamental studies of nanoscale magnetism and superconductivity.
6.1. Introduction

There is growing interest in the investigation of small spin systems, such as molecular magnets [135–137], single chain magnets [138], single electrons [139], or cold atom clouds [140]. Various detection schemes, e.g., magnetooptical spin detection [141, 142], magnetic resonance force microscopy [143], or scanning-tunneling-microscopy assisted electron spin resonance [144, 145], have been developed to detect such systems. Unlike these techniques, superconducting quantum interference devices (SQUIDs) directly measure the stray magnetic flux produced by a small magnetic particle (SMP) with a large bandwidth [146, 147]. This capability is especially interesting for the study of SMPs that support magnetic states not normally allowed in macroscopic magnets [148–151].

A direct current (dc) SQUID is a superconducting loop, intersected by two Josephson junctions, and works as a flux-to-voltage transducer, i.e., the magnetic flux $\Phi$ threading the loop modulates the voltage $V$ across the junctions, with a period of the magnetic flux quantum $\Phi_0 = h/2e$ (see, e.g., Ref. [152]). Since the magnetic field distribution of a SMP is very close to that of a magnetic dipole, the figure of merit for SQUIDs is the spin sensitivity $S_{\Phi}^{1/2} = S_{\Phi}^{1/2}/\phi_\mu$. Here, $S_{\Phi}$ is the spectral density of flux noise power and $\phi_\mu \equiv \Phi/\mu$ is the coupling factor, i.e., the flux coupled to the SQUID per magnetic moment $\mu \equiv |\mu|$ of the SMP. Both $S_{\Phi}$ and $\phi_\mu$ can be optimized by scaling the SQUID down to nanometer dimensions [153–156]. Various fabrication techniques, e.g., electron-beam lithography [117, 157], focused ion beam milling [156, 158, 159], atomic force microscopy anodization [160, 161], self-aligned shadow evaporation [87], or a combination of electron-beam lithography with the use of carbon nanotube junctions [162], have been used to realize nanoSQUIDs.

The experimental determination of $S_{\Phi}$ poses no basic difficulties, in some cases yielding very low $S_{\Phi}^{1/2} \approx 0.2–0.3 \mu \Phi_0/\sqrt{Hz}$ (Refs. [117, 157, 159], and [163]). In contrast, the determination of $\phi_\mu$ is not straightforward, as it depends on the position $r_p$ and orientation $\hat{e}_\mu$ of $\mu$ relative to the SQUID loop and on the SQUID geometry. Up to now, $\phi_\mu$ has been estimated by numerical or analytical calculations, which often rely on strongly simplifying assumptions [154, 155, 164]. Also, a more advanced routine for calculating $\phi_\mu(\hat{e}_\mu, r_p)$, which takes explicitly into account the SQUID geometry [117, 156], has not yet been validated experimentally.

Here, we present a multifunctional sensor system, which combines a low-temperature magnetic force microscope (LTMFM) using a Ni NT as a ferromagnetic tip and a Nb nanoSQUID, optimized for SMP detection. This system allows for magnetization measurements of nanoscaled magnetic samples using very different measuring principles. In the case of LTMFM, forces acting on the magnetic tip are detected, e.g., allowing for the imaging of Abrikosov vortices in superconductors [165, 166]. For the nanoSQUID, signals caused by the entrance of such vortices are indistinguishable from signals produced by a SMP. Therefore the in situ imaging of Abrikosov vortices is an important prerequisite for reliable nanoSQUID magnetometry. In the first part of the article, we identify the position of trapped flux in the superconducting lead of the nanoSQUID operated in high magnetic fields. In contrast to the LTMFM, the nanoSQUID directly measures the stray flux from the magnetic tip coupled to the SQUID loop. Therefore, in the second part, we present measurements of $\Phi(r)$ for the half space above the nanoSQUID by scanning a cantilever with a nanoscale ferromagnet at position $r$ as a magnetic tip. These findings are not exclusive to the use of a Ni NT, but should be valid for a wide range of SMPs. Furthermore, we show that the nanoSQUID can be used as a highly sensitive detector of displacement of the Ni NT.
6.2. SQUID layout, properties and readout

For the experiments presented here, we use a dc SQUID which has a sandwich-like geometry (see Fig. 6.1), i.e., the two arms of the SQUID loop lie directly on top of each other, and are connected via two $200 \times 200 \text{ nm}^2$ planar Nb/HfTi/Nb Josephson junctions [134, 167]. The electric transport and noise properties of Nb nanoSQUIDs with this layout are described in Ref. [163]. For this geometry, the size of the SQUID loop (in the $x-z$ plane) is given by the gap ($\approx 225 \text{ nm}$) between the top and bottom Nb layers and the lateral distance ($\approx 1.8 \text{ \mu m}$) between the two junctions. Using such a geometry, a very small loop size, and hence a small loop inductance of a few pH or even lower can be achieved, which is essential for obtaining very low values for $S_\Phi$ (Ref. [168]). The rms flux noise for the SQUID used here is $S_\Phi^{1/2} \approx 220 \text{ n}\Phi_0/\sqrt{Hz}$ (in the white noise limit above $\approx 1 \text{ kHz}$). This value was measured in a separate, magnetically and electrically shielded setup, using a sensitive cryogenic amplifier for SQUID readout. The nanoSQUID is mounted in a vacuum chamber (pressure $< 1 \times 10^6 \text{ mbar}$) at the bottom of a continuous-flow $^4\text{He}$ cryostat. The SQUID is biased at a current $I$ slightly above its critical current and at a magnetic flux $\Phi_{\text{mod}} \propto I_{\text{mod}}$ coupled via the modulation current $I_{\text{mod}}$ to the loop (cf. Fig. 6.1). To maintain operation of the SQUID at its optimum working point, i.e., at the maximum slope of its $V(\Phi)$ curve, we use a flux-locked loop (FLL) with a room-temperature voltage preamplifier. The FLL couples a feedback flux $\Phi_f = -\Phi$ to compensate for any flux signal $\Phi$. Using such a scheme, the output voltage $V_{\text{out}} \propto I_{\text{mod}}$ provided by the feedback loop is directly proportional to $\Phi$; in our case $V_{\text{out}}/\Phi = 2.55 \text{ V/}\Phi_0$.

6.3. Low temperature magnetic force microscopy setup

The magnetic tip used in our LTMFM setup is a $l = 6-\mu \text{m}$ long Ni NT which is fabricated by the atomic layer deposition of Ni and a $\approx 25-\text{nm}$ thick AlO$_x$ interlayer on a 75-nm diameter GaAs.
nanowire [22]. The outer diameter $D_a = (190 \pm 35)$ nm, yielding a thickness $t = (32.5 \pm 17.5)$ nm of the Ni layer and hence a volume of the Ni tube $V_{Ni} = (0.096 \pm 0.063) \mu m^3$. The Ni NT is affixed parallel to the cantilever axis (z axis) such that it protrudes from the cantilever end by $4 \mu m$. We define the position $r = (x, y, z)$ of the Ni tip (relative to the SQUID) as the intersection point of its cylindrical axis with the bottom end of the tube. The cantilever hangs above the SQUID in the pendulum geometry, i.e., perpendicular to the scanned surface (in the x-y plane; cf. Fig. 6.1) [169]. A three-dimensional (3D) piezoelectric positioning stage (Attocube Systems AG) moves the SQUID relative to the Ni nanomagnet. In noncontact scanning force microscopy, the above-described configuration prevents the tip of the cantilever from snapping into contact with the sample surface and thus allows for the use of particularly soft—therefore sensitive—cantilevers (spring constant $\leq 1$ mN/m). Similar setups were used in experiments investigating noncontact friction between closely spaced bodies [28] and ultrasensitive magnetic resonance force microscopy [170]. The single-crystal Si cantilever used here is 120-$\mu$m long, 4-$\mu$m wide, and 0.1-$\mu$m thick mass on its end; for details see Ref. [119]. The oscillation of the lever along the y direction is detected using laser light focused onto a 10-$\mu$m wide paddle near the mass-loaded end and reflected back into an optical fiber interferometer [171]. One hundred nW of light are incident on the paddle from a temperature-tuned 1550-nm distributed feedback laser diode.

At temperature $T = 4.3$ K and applied magnetic field $H = 0$, the nanomagnet-loaded cantilever has a resonance frequency $f_{res} = 3413$ Hz and an intrinsic quality factor $Q_0 = 3.4 \times 10^4$. Its spring constant is determined to be $k = 90$ $\mu$N/m through measurements of its thermal noise spectrum at several different temperatures. As a result, far from the SQUID, where surface interactions do not play a role [28, 172], the cantilever has a thermally limited force sensitivity of $10$ aN/$\sqrt{Hz}$. Note that under ambient conditions a MFM with such a soft cantilever, operated in the shear mode, high resolution images of the topography are hard to obtain [173]. However, at very low temperature and pressure as used for the present work, the vibrating amplitudes of the cantilevers are very low. If the mean energy of the cantilever $k_B T$ ($k_B$ is the Boltzmann constant) is converted to a mean displacement fluctuation $\langle y^2 \rangle = k_B T/k$, we infer a displacement noise $< 1$ nm/Hz$^{1/2}$. The interferometric cantilever deflection signal is fed through a field programmable gate array (FPGA) (National Instruments) circuit back to a piezoelectric element which is mechanically coupled to the cantilever. In this way, it is possible to selfoscillate the cantilever at its fundamental resonance frequency and at a desired amplitude.

We produce noncontact force microscopy images by scanning (in the $x$–$y$ plane for fixed $z$) the position of the nanomagnet-tipped cantilever over the SQUID and simultaneously measuring the cantilever resonance frequency $f_{res}(x, y)$, which is proportional to the force gradient $\partial F_y/\partial y$ acting on the nanomagnet-tipped cantilever. Although no feedback is used to stabilize the cantilever position, the system is stable against mechanical drift of a few nanometers within times relevant to the measurements presented here. From such images we can identify the topography of the nanoSQUID, allowing us to precisely position the Ni NT with respect to the nanoSQUID. At the same time, due to the magnetization of the Ni NT tip, the images show features produced by the diamagnetic response of the superconductor.

---

*The determination of $D_a$ for the tube investigated here was not possible, as the tube was lost during warm up after our measurements. Instead, we determined $D_a$ for six other tubes from the same batch by SEM. Those had values of $D_a$ varying from 155 – 225 nm with a variation in $D_a$ of 10 – 20 nm along a single tube.*
6.4. Magnetic force microscopy imaging of an Abrikosov vortex

Prior to the measurements of the magnetic flux coupled by the Ni tip to the SQUID, we investigate a possible impact of an applied magnetic field on the nanoSQUID. In particular, Abrikosov vortices that may enter the superconducting areas are a severe problem for nanoSQUID magnetometry since such vortices (i) can degrade the SQUID performance and (ii) generate spurious magnetic signals and therefore mimic a magnetic behavior not related to the sample under investigation. In this section we show that with the presented sensor system an in situ detection of Abrikosov vortices is possible. $H$ is aligned along the $z$ direction, with a possible tilt of a few degrees. The trapping of a vortex appears as a voltage jump in the periodic $V(H)$ characteristics, when the SQUID voltage is measured directly, rather than using the FLL readout. Note that the SQUID voltage oscillates with increasing $H$ due to the nonperfect alignment of $H$ along the $z$ direction, i.e., $H$ has a finite in-plane component, which induces magnetic flux threading the SQUID loop. From the effective area of the SQUID and the oscillation period of $V(H)$, we estimate a tilt of the applied field of $\approx 2^\circ$ with respect to the $z$ axis. An example for a vortex trapping process is shown in Fig. 6.2(a), where a huge jump in $V(H)$ occurs near $\mu_0H = 50$ mT. This observation is consistent with a strong jump (decrease) in the critical current versus applied field near $\mu_0H = 50$ mT, which we observed for another Nb nanoSQUID with the same layout [163]. We note that during the field sweep, the Ni tip was retracted from the SQUID. For further improvement of the SQUID layout the knowledge of the position of trapped vortices is indispensable. The ability of the LTMFM setup to image stray fields can be used to visualize vortices in the superconductors as well as the magnetic field of the screening currents of the nanoSQUID itself. In Fig. 6.2(d), taken at a magnetic field above the jump in $V(H)$, such a vortex is visible in the superconducting lead (top Nb layer) of the nanoSQUID. The vortex appears as a distortion in the otherwise flat resonance.
Figure 6.3. Magnetic flux $\Phi$ generated in the SQUID vs $x - y$ position of the Ni NT (magnetized along $z$ axis). In (c) and (d), solid rectangle and dotted squares indicate position of the SQUID and the two JJ, respectively. Vertical dashed lines indicate position of line scans $\Phi(y)$ to the right of each image. (a,b) Upper graphs show experimental results and (c,d) lower graphs show corresponding simulation results, using Eq. 7.1 for $z = 100$ nm (left graphs) and $z = 710$ nm (right graphs). For the simulation we assumed $M_s = 408$ kA/m and $V_{Ni} = 0.047 \, \mu m^3$. Line scans in (a,b) also include calculated line scans from (c,d).

frequency $f_{res}$ distribution along the Nb line [cf. line scans in Fig. 6.2(e)]. In the given setup $\Delta f_{res} \propto \partial^2 B_M / \partial y^2$; here $B_M$ is the projection of the flux density along the magnetization axis of the Ni tube, which is very close to the $z$ axis. Hence, for an undisturbed vortex a symmetric tripolar response is expected. The solid red line in Fig. 6.2(e) shows a line scan along the solid line in Fig. 6.2(d) of the expected vortex signal calculated with 3D-MLSI. From this simulation, we identify the origin of the deviations from the expected symmetric tripolar signal to be the current distribution inside the superconducting structures. In contrast, at fields below the jump the trapped vortex is absent [see Fig. 6.2(c)]. For the subsequent investigations, we operate the SQUID in nominally zero field only, i.e., trapped vortices do not play a role.

6.5. Experimental determination of the spatial flux signal dependence

To determine $\Phi(r)$ we measure the nanoSQUID signal, i.e., the magnetic flux $\Phi$ through the SQUID loop as a function of the Ni NT position ($x,y$) for fixed $z$. Such measurements produce
images $\Phi(x, y)$ of the spatially dependent magnetic coupling of the Ni NT to the nanoSQUID. The experiment was performed in the following way: First, we bring the Ni NT into a well-defined saturated magnetic state along its easy axis. This is done by a half magnetization cycle, i.e., a sweep of $H$ (aligned along $z$ direction, as above) from zero to $\mu_0 H_{\text{max}} = -150$ mT and back to $H = 0$. From previous experiments, we know that $H_{\text{max}}$ is strong enough to saturate the magnetization of the Ni NT [22, 30]. To avoid trapped flux in the SQUID, the magnetization cycle is performed at $T = 14$ K, i.e., significantly above the transition temperature $T_c \approx 9$ K of the Nb SQUID. Subsequently, we zero-field cool the SQUID to its operation temperature $T = 4.3$ K, and then set up the FLL readout for the SQUID. Even for a worst case scenario, i.e., maximum modulation and screening currents, the resulting magnetic field applied to the NT by the SQUID currents is less than 5 mT, which is well below the coercive field of the NT. We therefore assume a fully saturated NT for subsequent results. For various distances $z$ between the tip and the top Nb layer of the SQUID we make scans in the $x$-$y$ plane with a scan range of about $6 \times 7 \mu m^2$ corresponding to $81 \times 81$ pixels. The scans start at the largest distance of $z \approx 700$ nm. In steps of 50 nm the distance is subsequently reduced until the tip touches the top Nb layer of the SQUID (at $z = 0$), which is detected as a loss of the oscillation of the cantilever. The touchpoint is also necessary for the calibration of the $z = 0$ position.

Figures 6.3(a) and 6.3(b) shows two representative $\Phi(x, y)$ images taken at (a) $z = 100$ nm and (b) $z = 710$ nm. The images show a bipolar flux response, i.e., when the tip crosses the SQUID loop the flux signal is inverted. For the closer distance [Fig. 6.3(a)] the induced flux is stronger and spatially more confined as compared with the larger distance [Fig. 6.3(b)]. At $z = 100$ nm, we obtain $\Delta \Phi = \Phi_{\text{max}} - \Phi_{\text{min}} \approx 0.26 \Phi_0$, with the positions of the maximum $\Phi_{\text{max}}$ and minimum $\Phi_{\text{min}}$ in the line scan $\Phi(y)$ (at $x = 0$) being separated by $\Delta y = 370$ nm. For $z = 710$ nm, we find $\Delta \Phi \approx 0.06 \Phi_0$ and $\Delta y = 750$ nm [cf. black solid lines in the right panels in Figs. 6.3(a) and 6.3(b)].
6.6. Analysis with spatial dependent coupling factor

To analyze the measured flux signals, we start from numerical simulations of \( \phi_\mu (\hat{e}_\mu r_p) \) for a point-like SMP with orientation \( \hat{e}_\mu \) of its magnetic moment at position \( r_p \) in the 3D space above the SQUID loop [117, 156]. This routine takes explicitly into account the geometry in the plane of the SQUID loop, and is based on the numerical simulation of the two-dimensional (2D) sheet current density in the SQUID loop, using London theory [174].

Figure 6.4 shows the calculated coupling factor \( \phi_\mu \) in the \( y-z \) plane, with the SQUID loop in the \( x-z \) plane and the magnetic moment pointing along the \( -z \) direction. \( \phi_\mu \) decreases with increasing distance from the SQUID loop and inverts when crossing the SQUID loop. This spatial dependence has a strong impact on the magnetic flux \( \Phi(r) \) which is coupled by a Ni NT (at position \( r \)) with finite size into the SQUID. For the calculation of \( \Phi(r) \) we integrate \( \phi_\mu \) over the volume \( V_{Ni} \) of the Ni NT at position \( r \) and multiply this with the Ni saturation magnetization \( M_s \), i.e.,

\[
\Phi(r) = M_s \int_{V_{Ni}(r)} \phi_\mu(r_p)dV,
\]

assuming a homogeneous \( M_s \) over the entire volume of the Ni NT. Figures 6.3(c) and 6.3(d) show flux images \( \Phi(x,y) \) calculated from Eq. (1) for \( z = 100 \) and 710 nm, respectively, with a saturation magnetization \( M_s \) along the \( -z \) direction (cf. Fig. 6.4). The bipolar flux response and the positions of the minima \( \Phi_{min} \) and maxima \( \Phi_{max} \) in \( \Phi_y \) (for \( x = 0 \)) are reproduced well by the simulations [cf. dotted lines in the right panels in Figs. 6.3(c) and 6.3(d), which are also shown for comparison with the experimental data in the right panels of Figs. 6.3(a) and 6.3(b)]. For a quantitative analysis, Fig. 6.5 compares experimentally obtained \( \Phi_{min} \) and \( \Phi_{max} \) for all investigated distances to the simulated ones. From previous work on similar Ni NTs [30], we know that the saturation magnetization is equal within the experimental 20 % error to the bulk value known from the literature \( M_s = 408 \text{ kA/m} \) (Ref. [34]). A much larger uncertainty in the absolute values for \( \Phi \), calculated from Eq. 7.1, comes from the uncertainty in the volume \( V_{Ni} \) of the Ni tube due to the large margins for the the Ni thickness \( t \) and hence the outer diameter \( D_a \). Therefore, we fixed \( M_s = 408 \text{ kA/m} \) and used \( t \) as an adjustable parameter to obtain the best quantitative agreement between the experiment and calculation, which we obtained for \( t = 17.5 \text{ nm} \), corresponding to \( D_a = 160 \text{ nm} \) and \( V_{Ni} = 0.047 \mu \text{m}^3 \). This value is significantly smaller than the mean value for \( V_{Ni} \) of other Ni tubes from the same batch as quoted above. However, it is still within the large uncertainty for \( V_{Ni} \). Furthermore, an independent determination of \( V_{Ni} \) on the same Ni tube, via cantilever magnetometry, yields a value which is even somewhat below the one obtained via SQUID measurement. We note that the formation of a multidomain state close to the bottom of the Ni tube is unlikely, as hysteresis curves \( M(H) \) measured both with SQUID and cantilever magnetometry indicate no reduction of the magnetic signal upon sweeping \( H \) from \( +H_{max} \) back to zero. In the experiment we also find an asymmetry in \( \Phi(y) \), i.e., \( \Phi_{max} \geq |\Phi_{min}| \). This effect is most likely caused by flux focusing effects of the feed lines in the top and bottom Nb layers, which are not considered in the simulations. The flux focusing effects are also visible in the distorted flux image (broken horizontal symmetry) in Fig. 6.3(a). An additional asymmetry may be caused by a slightly tilted tube with respect to the SQUID plane. In our case, however, this effect is considered to be small since the tilt angle is measured to be less than 5°. To conclude this section, we note that the measured flux coupled from the Ni tube to the nanoSQUID confirms our simulation routine for the coupling factor \( \phi_\mu \) within the experimental error of \( \approx 2 \), which is due to the relatively large uncertainty in the thickness of the Ni tube.
6.7. Displacement detection

Finally, we discuss the sensitivity of our setup for the detection of the oscillatory motion of the cantilever by the SQUID [175, 176]. While the absolute flux signal from the Ni NT is optimally detected at the positions yielding $\Phi_{\text{max}}$ and $\Phi_{\text{min}}$, for the cantilever displacement detection, a large gradient $\partial \Phi / \partial y$ is required. The line scans in Fig. 6.3 clearly show that the optimum position for displacement detection is directly above the SQUID. For our device, we find for $z = 50$ nm a gradient $\Phi_y \equiv \partial \Phi / \partial y = 2 \times 10^6 \Phi_0 / m$. With the flux noise $S_\Phi^{1/2} \approx 220 \, n\Phi_0 / \sqrt{Hz}$, this yields an extremely low value for the predicted displacement sensitivity $S_r^{1/2} = S_\Phi^{1/2} / \Phi_y = 110 \, \text{fm}/\sqrt{Hz}$, which is already a factor of 2 below the best value found in the literature [175–177]. Still, $S_r$ is by far not optimized and could be further improved by using a reduced linewidth for the SQUID arm in the top Nb layer and by increasing the number of spins in the magnet.

6.8. Conclusion

In conclusion, we experimentally determined the spatial dependence of the magnetic coupling between a Ni NT and a Nb nanoSQUID. Operating the nanoSQUID in a flux locked loop, we measured the flux through the SQUID loop $\Phi(r)$ generated by the Ni NT during the scan of the tip in 3D space above the nanoSQUID. This yields experimental information on the magnetic coupling factor $\phi_{\mu}$, which together with the flux sensitivity determines the spin sensitivity as the figure of merit for small magnetic particle detection by a nanoSQUID. Our results are in good agreement with a recently developed routine for numerical calculation of the coupling factor between a small magnetic particle and a nanoSQUID. This provides an important step toward the development of optimized nanoSQUIDs for the investigation of small magnetic particles. With the presented measurement system, we demonstrate a reliable and nondestructive in situ tool for the challenging task of positioning a nanoscaled magnet to the position of highest coupling of a nanoSQUID. Furthermore, with a proper readout technique, our highly flux-sensitive nanoSQUID can be used for displacement detection of the cantilever in an MFM with extremely good displacement sensitivity, which still can be further improved. By using an MFM imaging mode, we also demonstrate the imaging of Abrikosov vortices, which are trapped at high magnetic fields in the superconducting leads of the nanoSQUID. This technique is not only useful for the improvement of the high-field suitability of nanoSQUIDs, but even more
importantly allows for the *in situ* differentiation between a signal originating from a SMP and a signal due to the entrance of a spurious Abrikosov vortex. Finally, we demonstrate the use of a nanoSQUID as a local probe of the stray fields produced by the Ni NT, which may be of great importance in understanding magnetization reversal in these magnetic nanostructures [178]. Such investigations will be the subject of future work as will investigations of other SMPs.
7. Reversal mechanism of an individual Ni nanotube simultaneously studied by torque and SQUID magnetometry

Adapted from:
"Reversal mechanism of an individual Ni nanotube simultaneously studied by torque and SQUID magnetometry",

Using an optimally coupled nanometer-scale SQUID, we measure the magnetic flux originating from an individual ferromagnetic Ni NT attached to a Si cantilever. At the same time, we detect the NT’s volume magnetization using torque magnetometry. We observe both the predicted reversible and irreversible reversal processes. A detailed comparison with micromagnetic simulations suggests that vortex-like states are formed in different segments of the individual NT. Such stray-field free states are interesting for memory applications and non-invasive sensing.
7.1. Introduction

Recent experimental and theoretical work has demonstrated that nanometer-scale magnets, as a result of their low-dimensionality, display magnetic configurations not present in their macroscopic counterparts [148, 150, 151]. Such work is driven by both fundamental questions about nanometer-scale magnetism and the potential for applying nanomagnets as elements in high-density memories [7], in high-resolution imaging [179–181], or as magnetic sensors [182]. Compared to nanowires, ferromagnetic NTs are particularly interesting for magnetization reversal as they avoid the Bloch point structure [9]. Different reversal processes via curling, vortex wall formation, and propagation have been predicted [12, 13, 24, 183]. Due to their inherently small magnetic moment, experimental investigations have often been conducted on large ensembles. The results, however, are difficult to interpret due to stray-field interactions and the distribution in size and orientation of the individual NTs [15, 16, 24, 26, 184, 185]. In a pioneering work, Wernsdorfer et al. [31] investigated the magnetic reversal of an individual Ni nanowire at 4 K using a miniaturized SQUID. Detecting the stray magnetic flux $\Phi$ from one end of the nanowire as a function of magnetic field $H$, $\Phi$ was assumed to be approximately proportional to the projection of the total magnetization $M$ along the nanowire axis. At the time, $M(H)$ of the individual nanowire was not accessible and micromagnetic simulations were conducted only a decade later [9].

Here we present a technique to simultaneously measure $\Phi(H)$ and $M(H)$ of a single low-dimensional magnet. Using a scanning nanoSQUID and a cantilever-based torque magnetometer (Fig. 7.1) [186], we investigate a Ni NT producing $\Phi(H)$ with a nearly square hysteresis, similar to the Ni nanowire of Ref. [31]. $M(H)$, however, displays a more complex behavior composed of reversible and irreversible contributions, which we interpret in detail with micromagnetic simulations. In contrast to theoretical predictions, the experiment suggests that magnetization reversal is not initiated from both ends. If nanomagnets are to be optimized for storage or sensing applications, such detailed investigations of nanoscale properties are essential.

7.2. Setup and methods

We use a direct current nanoSQUID formed by a loop containing two superconductor-normal-superconductor Josephson junctions (JJs) (see Appendix A) [117, 163] (Fig. 7.1 (a)). Two T-shaped superconducting Nb arms are sputtered on top of each other separated by an insulating layer of SiO$_2$. The Nb arms are connected via two planar 225-nm-thick Nb/HfTi/Nb JJs each with an area of $200 \times 200$ nm$^2$. These JJs and the 1.8-µm-long Nb leads form a SQUID loop in the $xz$-plane (shown in yellow in Fig. 7.1 (a)), through which we measure $\Phi$. Atomic layer deposition of Ni is used to prepare the NT around a GaAs nanowire template grown by molecular beam epitaxy (MBE) [22, 30]. The GaAs core supports the structure, making it mechanically robust. The polycrystalline NT, which does not exhibit magneto-crystalline anisotropy, has a $140 \pm 20$-nm outer diameter, a $70 \pm 10$-nm inner diameter, and a $6.0 \pm 0.5$-µm length. The error in the diameters results from the roughness of the Ni film (see Appendix A). The Ni NT is affixed to the end of an ultrasoft Si cantilever [30], such that it protrudes from the tip by 4 µm. The cantilever is 120-µm-long, 4-µm-wide and 0.1-µm-thick. It hangs above the nanoSQUID in the pendulum geometry, inside a vacuum chamber (pressure $< 10^{-6}$ mbar) at the bottom of a cryostat. A 3D piezo-electric positioning stage moves the nanoSQUID relative
Figure 7.1. | (a) Sketch of the apparatus (inset: zoomed-in view; dashed line indicates SQUID loop). Gray-scale maps of (b) $\Delta f(x,y)$ and (c) $\Phi(x,y)$ taken simultaneously at a distance $z = 280 \text{ nm}$ with $H = 0$. $\Delta f$ ($\Phi$) ranges from -170 to 430 Hz ($-0.08 \Phi_0$ to 0.08 $\Phi_0$). Dashed lines indicate the T-shaped SQUID arm and dots the operating position.

to the Ni NT and an optical fiber interferometer is used to detect deflections of the cantilever along $\hat{y}$ [171].

Fast and accurate measurement of the cantilever’s fundamental resonance frequency $f_c$ is realized by self-oscillation at a fixed amplitude. An external field $\mu_0 H$ of up to 2.8 T can be applied along the cantilever axis $\hat{z}$ using a superconducting magnet. At 4.3 K and $\mu_0 H = 0$, the cantilever, loaded with the Ni NT and far from any surfaces, has an intrinsic resonance frequency $f_c = f_0 = 3413 \text{ Hz}$, a quality factor $Q = Q_0 = 3.4 \times 10^4$, and spring constant of $k_0 = 90 \pm 10 \mu\text{N/m}$.

The magnetic flux due to the Ni NT $\Phi_{NN}(H)$ is evaluated from $\Phi_{NN}(H) = \Phi(H) - \Phi_{ref}(H)$, where the flux $\Phi(H)$ is measured with the NT close to the nanoSQUID, while $\Phi_{ref}(H)$ is measured with the NT several $\mu$m away such that the stray flux is negligible. Therefore $\Phi_{ref}(H) \propto H$, due to the small fraction of $H$ that couples through the nanoSQUID given its imperfect alignment with $\hat{z}$. Once calibrated, we also use $\Phi_{ref}(H)$ to measure the $\mu_0 H$ axis of our plots, removing effects due to hysteresis in the superconducting magnet. Such a field calibration was not possible for the integrated SQUID of Ref. [31]. We also perform dynamic-mode cantilever magnetometry [28], which is sensitive to the dynamic component of the magnetic torque acting between $H$ and the magnetization $\mathbf{M}$ of the Ni NT. In order to extract $M(H)$, we measure the field-dependent frequency shift $\Delta f(H) = f_c(H) - f_0$. Micromagnetic simulations are performed with NMAG [187] which provides finite-element modeling by adapting a mesh to the curved inner and outer surfaces of the NT. We simulate 30-nm thick NTs of different lengths $l$ and the same 70-nm inner diameter. We assume magnetically isotropic Ni consistent with earlier studies [22], a saturation magnetization $M_S = 406 \text{ kA/m}$ [34], and exchange coupling constant of $7 \times 10^{12} \text{ J/m}$ [188].
7.3. SQUID magnetometry

We first scan the nanoSQUID under the cantilever with attached Ni NT, to map the coupling between them. To ensure that the scan is done with the NT in a well-defined magnetic state, we first saturate it along its easy axis ($\hat{z}$). Scans are then made at $H = 0$ in the $xy$-plane at a fixed height $z$, i.e. for a fixed distance between the top of the SQUID device and the bottom end of the Ni NT. $\Delta f(x, y) = f_c(x, y) - f_0$ and $\Phi(x, y)$ are measured simultaneously, as shown in Fig. 7.1 (b) and (c) respectively. $\Delta f(x, y)$ is proportional to the force gradient $\partial F_y / \partial y$ acting on the cantilever and is sensitive to both the topography of the sample and to the magnetic field profile in its vicinity. Raised features such as the T-shaped top-electrode of the nanoSQUID are visible. $\Phi(x, y)$ shows a bipolar flux response. The change in sign of $\Phi(x, y)$ occurs as the Ni NT crosses the $xz$-plane (defined by the SQUID loop) above the nanoSQUID, matching the expected response. Such images allow us to identify the nanoSQUID and to position the Ni NT at a maximum of $|\Phi(x, y)|$. Given a constant $z$, the NT stray flux optimally couples through the nanoSQUID loop at such positions, resulting in the maximum signal-to-noise ratio for flux measurements.

At one such position, indicated by the dot in Fig. 7.1, we record $\Phi(H)$ by sweeping $\mu_0 H$ from 41 mT to -41 mT and vice versa. A representative hysteresis curve $\Phi_{NN}(H) = \Phi(H) - \Phi_{ref}(H)$ is shown in Fig. 7.2 (a) where $\Phi(H)$ is measured at $z = 450$ nm. $\mu_0 |H|$ is incremented in steps of 0.2 mT with a wait time of 1 s before each acquisition. The hysteresis has an almost square shape with a maximum flux $\Phi_{NN} = 75 \mu \Phi_0$ coupled into the nanoSQUID. The loop appears similar to stray-field hysteresis loops obtained from a bistable Ni nanomagnet [189] and the Ni nanowire of Ref. [31], where $H$ was collinear with the long axis. Such a shape may suggest that at $H = 0$ the remanent magnetization $M_R \approx M_S$. Increasing $H$ from zero (see red branch in Fig. 7.2 (a)), we first observe a nearly constant flux, then a variation by about 30 % along with tiny jumps in a small field regime, and finally a large jump occurring near 30 mT. Similar to Ref. [31], our SQUID data suggest that almost all magnetic moments are reversed at once near 30 mT via a large irreversible jump, i.e. via domain nucleation and propagation.
7.4. High and low field characterization with DCM

We now turn to cantilever magnetometry, which is sensitive to $M(H)$. $\Delta f$ is first measured simultaneously with $\Phi(H)$ at $z = 450 \text{ nm}$, as shown in Fig. 7.2 (b). The torque measured via $\Delta f$ is found to exhibit tiny jumps and large abrupt changes at exactly the same switching fields $H_{sw,e}$ as $\Phi_{NN}(H)$. We note that switching fields vary from sweep to sweep (compare Appendix A) as was observed in the Ni nanowire of Ref. [31]; such behavior is expected if nucleation is involved, given its stochastic nature. Importantly, there is always a one-to-one correspondence between switching fields observed in $\Delta f$ and flux $\Phi_{NN}$ as highlighted by the dashed lines in Fig. 7.2. This correlation confirms that the changes in $\Delta f$ and $\Phi_{NN}$ have a single origin: the reversal of magnetic moments within the Ni NT.

In order to analyze $\Delta f(H)$ in terms of $M(H)$ it is important to retract the Ni NT from the nanoSQUID by several $\mu$m. We therefore avoid magnetic interactions with both the diamagnetic superconducting leads and the modulation current of the nanoSQUID. These interactions lead to an enhanced $\Delta f$ and a branch crossing (indicated by an arrow in Fig. 7.2 (b)) occurring at finite $H$ rather than at $H = 0$ as was reported in Ref. [22]. After retracting the NT from the nanoSQUID, we measure $\Delta f(H) = f_c(H) - f_0$ as shown in Fig. 7.3. We start the acquisition at a large positive field ($\mu_0 H = 2.8 \text{ T}$), where the NT is magnetized to saturation and then reduce $H$ to zero as shown in Fig. 7.3 (a). In large fields, the NT behaves as a single-domain magnetic particle, i.e. it is magnetized uniformly and $M$ rotates in unison as the cantilever oscillates in the magnetic field. Based on this assumption, we fit the results with an analytical model for $\Delta f(H)$ [30]. The volume of the Ni NT $V_{Ni}$, $\omega_0$, and $k_0$ are set to their measured values, while the saturation magnetization $M_S = 300 \pm 200 \text{ kA/m}$ and the anisotropy parameter $K = 40 \pm 20 \text{ kJ/m}^3$ are extracted as fit parameters. The error in these parameters is dominated by the error associated with the measurement of the NT’s exact geometry and therefore of $V_{Ni}$ (see Appendix A). $M_S$ is consistent with the findings of Ref. [30] on similar NTs and with 406 kA/m, known as the saturation magnetization for bulk crystalline Ni at low temperature [34]. Figure 7.3 (b) shows $\Delta f(H)$ taken in the low-field regime. In an opposing field, we observe discrete steps in $\Delta f(H)$ indicating abrupt changes in the volume magnetization $M$. As expected the branch crossing (arrow) occurs at $H = 0$ and the overall behavior is consistent with measurements of similar NTs [30]. To analyze the low field data, we adapt the analytical model to extract the dependence of the volume magnetization $M$ on $H$, i.e. the field dependence of magnetization averaged over the entire volume of the NT. Solving the equations of Ref. [30] describing the frequency shift for $M$, we find:

$$M = \frac{2k_0l_e^2 K \Delta f}{H(KV_{Ni}f_0 - k_0l_e^2 \Delta f)}.$$

(7.1)

where $l_e = 85 \mu \text{ m}$ is the effective cantilever length for the fundamental mode. $M(H)$ extracted from Fig. 7.3 (b) is plotted in Fig. 7.3 (c). In both field sweep directions, the magnetization is seen to first undergo a gradual decrease as $|H|$ decreases. Starting from $\sim 300 \text{ kA/m}$ at $+40 \text{ mT}$, $M$ reduces to $\sim 200 \text{ kA/m}$ at $0 \text{ mT}$. We find $M_R \approx 0.65 M_S$, in contrast with the SQUID data suggesting $M_R \approx M_S$. However, this gradual change of $M$ at small $|H|$ in the initial stage of the reversal is consistent with the gradually changing anisotropic magnetoresistance observed in a similar NT of larger diameter in nearly the same field regime [22]. At -15 mT, just before the first of three discontinuous jumps, $M$ is only $\sim 100 \text{ kA/m}$. Note that jumps are seen after the magnetization has decreased to a value of about 0.3 $M_S$. Two further jumps occur at $\mu_0 H_{sw,e} = -28$ and -33 mT. For $\mu_0 H < -40 \text{ mT}$, the NT magnetization is completely reversed.
Figure 7.3.  (a) Cantilever magnetometry (points) and fit (solid line) in large magnetic fields. (b) Cantilever magnetometry at small fields. (c) Volume magnetization $M$ extracted from (b) according to (7.1). Solid lines guide the eye. Red (blue) points represent data taken while sweeping $H$ in the positive (negative) direction. Dashed lines highlight switching fields $H_{sw,e}$. The error in $M$ scales with $1/|H|$, explaining the scatter near $H = 0.$

We observe a somewhat asymmetric behavior at positive and negative fields. This asymmetry may be due to an anti-ferromagnetic NiO surface layer providing exchange interaction with the Ni NT [190, 191]. Irreversible jumps in $M$ are observed for $15 \text{ mT} < \mu_0 |H_{sw,e}| < 35 \text{ mT}$ in Fig. 7.3, in perfect agreement with the range over which jumps occur in $\Phi_{NN}$ with the NT close to the nanoSQUID in Fig. 7.2.

The observed magnetization steps suggest the presence of 2 to 4 intermediate magnetic states or 2 to 4 segments in the NT that switch at different $H$. Calculations for ideal NTs [183] suggest that the intermediate states should be multi-domain, consisting of uniform axially saturated domains separated by azimuthal or vortex-like domain walls. The preferred sites for domain nucleation are expected to be the two ends of the NT [9, 183]. As the field is reduced after saturation, magnetic moments should gradually curl or tilt away from the field direction. The torque magnetometry measurements, which show both gradual and abrupt changes in $M(H)$, are consistent with such gradual tilting; the SQUID data, showing only abrupt changes in $\Phi_{NN}(H)$, are not. In the following we present micromagnetic simulations performed on Ni NTs of different lengths $l$ to further analyze our data.

7.5. Micromagnetic simulations

In Fig. 7.4 (a) we show simulated hysteresis loops $M(H)$ with $\mathbf{H}$ applied along the long axis of NTs with $l$ between 250 nm and 2 \text{ \mu m}. For $l = 2 \text{ \mu m}$ the $M(H)$ loop is almost square, but the switching field is $\sim 8 \text{ mT}$. This value is much smaller than the regime of $H_{sw,e}$ observed experimentally. NTs with $250 \text{ nm} < l < 1 \text{ \mu m}$ are consistent with $15 \text{ mT} < \mu_0 |H_{sw,e}| < 35 \text{ mT}$. For $l = 500 \text{ nm}$ the simulation provides a switching field $\mu_0 H_{sw} = 28 \text{ mT}$. At the same time,
Figure 7.4. (a) Simulated hysteresis loops $M(H)$ for NTs of four different $l$. $H_{sw}$ increases with decreasing $l$. Magnetic configurations (right) and stray-field distribution (left) for $l = 500$ nm at (b) 40 mT and (c) −27 mT as indicated by the labels in (a). Cones (arrows) indicate the local direction of the magnetic moments (stray field). The stray fields $H_{str}$ are color coded as depicted. The red squares indicate the position of the center of the nanoSQUID loop.

$M$ is almost zero for $|H|$ just below $|H_{sw}|$. Such behavior is consistent with the overall shape of the measured $M(H)$ loop in Fig. 7.3 (c), where the largest jumps in $M$ take place at about ±30 mT. Comparing Fig. 7.4 (a) and Fig. 7.3 (c), we conclude that the superposition of a few segments with 250 nm < $l$ < 1 µm could account for the measured $M(H)$. For such segments, Fig. 7.4 (b) and (c) (right panels) show characteristic spin configurations (cones) well above and near $H_{sw}$, respectively. We observe the gradual tilting of spins at both ends in (b) and two tubular-like vortex domains with opposite circulation direction in (c) [192]. Between the domains a Néel-type wall exists. For each $l$ and $M(H)$, we simulate the relevant stray field at the position of the nanoSQUID (red squares in the left panels of Fig. 7.4 (b) and (c)) providing the predicted $\Phi_{NN}(H)$ (see Appendix A) The shapes of the simulated $\Phi_{NN}(H)$ are nearly proportional to and thus closely follow the shape of $M(H)$ shown in Fig. 7.4 (a). Thus the simulations allow us to explain the measured torque magnetometry data, although they are inconsistent with the nanoSQUID data.

7.6. Comparison of DCM and SQUID magnetometry data

The contrast between hysteresis traces obtained by the nanoSQUID and torque magnetometry shows that $\Phi(H)$ is not the projection of $M$ along the NT axis. This finding contradicts the assumption of Ref. [31]; we attribute this discrepancy to the fact that while cantilever magnetometry measures the entire volume magnetization, the nanoSQUID is most sensitive to the magnetization at the bottom end of the NT, as shown in calculations of the coupling factor $\phi_{\mu} = \Phi/\mu$ (flux $\Phi$ coupled to nanoSQUID by a point-like particle with magnetic moment $\mu$) [186]. Still, we find a one-to-one correspondence between switching fields $H_{sw,e}$ detected by
either the nanoSQUID or cantilever magnetometry. This experimentally verified consistency substantiates the reversal field analysis performed in Ref. [31]. In Fig. 7.2 (a), we find no clear evidence for curling or gradual tilting at small $H$. The reversal process thus does not seem to start from the end closest to the nanoSQUID, but rather from a remote segment. This is an important difference compared to the ideal NTs considered thus far in the literature, in which both ends share the same fate in initiating magnetization reversal. The unintentional roughness of real NTs might be relevant here. In an experiment performed on a large ensemble of NTs, one would have not been able to judge whether a gradual decrease in $M(H)$ [26] originated from a very broad switching field distribution or from the gradual tilting of magnetic moments in the individual NTs. Our combination of nano-magnetometry techniques thus represents a powerful method for unraveling hidden aspects of nanoscale reversal processes. In order to optimize NTs for sensing and memory applications, such understanding is critical.

7.7. Conclusion

In summary, we have presented a technique for measuring magnetic hysteresis curves of nanometer-scale structures using a piezo-electrically positioned nanoSQUID and a cantilever operated as a torque magnetometer. This dual functionality provides two independent and complementary measurements: one of local stray magnetic flux and the other of volume magnetization. Using this method we gain microscopic insight into the reversal mechanism of an individual Ni NT, suggesting the formation of vortex-like tubular domains with Néel type walls.
8. Magnetization reversal nucleating at the end of a CoFeB nanotube detected with SQUID and torque magnetometry

”Magnetization reversal nucleating at the end of a CoFeB nanotube detected with SQUID and torque magnetometry”,
in preparation

The magnetization reversal mechanism in an individual CoFeB nanotube (NT) is investigated using a hybrid magnetometer. It consists of a nanometer-scale SQUID (nanoSQUID) and a cantilever torque sensor. With the CoFeB NT at the tip of a Si cantilever we are able to measure both the NT’s volume magnetization by dynamic cantilever magnetometry (DCM) and position dependent stray flux using the nanoSQUID. We find proportionality between the NT’s volume magnetization measured by torque magnetometry and the generated stray flux which is probed with the nanoSQUID. With the nanoSQUID we detect the magnetization reversal to start at lower fields then with DCM. This indicates that reversal starts from the NT’s end.
8.1. Introduction

Research during the last decade on ferromagnetic NTs has found evidence for outstanding properties making them an interesting subject for fundamental studies and applications. Theoretical investigations suggest geometry dependent fast and controllable magnetization reversal and vortex-like magnetization states leading to vanishing stray flux [10, 12]. These properties make them ideal candidates for future memory devices [7]. To get from theoretical findings to applications, the properties of real nanoscale structures have to be thoroughly investigated and understood. Key to tackle this challenge is investigation on the single particle scale to avoid averaging and interaction effects present in ensemble measurements [15, 24]. Measurements on single particle level avoid these problems, but are challenging due to the inherently small magnetic moment. There have been successful demonstrations of anisotropic magnetoresistance measurements of Co and Ni nanowires [27] and Ni and CoFeB NTs [21, 22]. Also cantilever torque magnetometry has been demonstrated on Fe filled carbon nanotubes (CNT) [29], Co nanowires [28] and Ni NTs [30] whereas SQUIDs proved their capability on Ni nanowires [31] and Fe filled CNT [33]. By combining the latter devices in a hybrid magnetometer, in a previous work we were able to identify surface roughness to influence magnetization reversal of a Ni NT [178]. Having improved the sensitivity of our nanoSQUID read-out since then and mastered fabrication of smooth CoFeB NT we demonstrate in this letter proportionality between NT’s volume magnetization and its stray flux.

8.2. Setup

The setup consists of a single CoFeB NT attached to the tip of an ultrasoft Si cantilever hanging in the pendulum geometry above a dc nanoSQUID as imaged in Fig. 8.1 [178, 186]. The cantilever consists of a 90 µm long and 4 µm wide shaft followed by a 12 µm wide paddle, both 0.1 µm thick. The tip of the cantilever is formed by a 18 µm long and 1 µm thick mass to suppress higher order mechanical modes [119]. Read-out of the cantilever displacement is achieved with a temperature controlled 1550 nm DFB laser integrated in a fibre-optical interferometer [171]. At $T = 4.2$ K far from the nanoSQUID we determine the cantilever’s resonance frequency $f_0 = 3194.7$ Hz, its spring constant $k_0 = (195 \pm 40)$ µN/m and quality factor $Q_0 = 25 \times 10^3$.

The dc nanoSQUID is formed by two 250 nm wide Nb strips sandwiching a 224 nm thick SiO$_2$ layer. Top and bottom layer are electrically connected by two fingers made of 200 nm thick Nb and 24 nm thick HfTi forming the two Nb/HfTi/Nb Josephson junctions (JJs) with individual area of $200 \times 200$ nm$^2$ and a lateral distance of 1.6 µm [117, 167]. Thus, the area of the SQUID loop is $1.6 \times 0.22 \mu m^2$. The device is flux-biased by a modulation current $I_{mod}$ flowing in the bottom electrode and at the optimum working point achieves a rms flux noise $S_{\Phi}^{1/2} = 190 \ n\Phi_0/H_2^{1/2}$ [117, 163]. Read-out is performed with a series SQUID array as a cryogenic amplifier, strongly improving effective sensitivity compared to previous experiments (compare [178, 186]). The nanoSQUID is placed on a stack of xyz piezo-electric motors to allow its three dimensional positioning relative to the cantilever. The whole setup is housed in a vacuum chamber (pressure $< 10^{-6}$ mbar) at the bottom of a temperature variable He$^3$ cryostat equipped with a superconducting magnet generating up to 6 T.

The 14.8 µm long NT with a diameter of $\sim 200$ nm consists of a non-magnetic GaAs nanowire serving as template. A $(30 \pm 2)$ nm thick film of CoFeB showing no magnetocrystalline
anisotropy is applied in a sputtering process using a Co$_{20}$Fe$_{60}$B$_{20}$ target resulting in a magnetic volume $V = (3.18 \pm 0.60) \times 10^{-19}$ m$^3$ of the investigated NT [21]. The NT is attached to the cantilever’s tip using hydraulic micromanipulators placed under an optical microscope. The NT’s end is cut flat using a focussed ion beam (FIB) to ensure ideal tubular geometry close to the nanoSQUID.

### 8.3. High and low field characterization with DCM

In a first step we analyze the CoFeB NT’s high field characteristics, its saturation magnetization $M_s$ and its effective anisotropy given by the demagnetization factor $D_u$. Therefore, the cantilever is retracted several tens of μm away from the nanoSQUID avoiding any possible interaction with the superconducting structures. Then the magnetic field is ramped in 20 mT increments from 0 to 2 T. The measured frequency shift $\Delta f$ of the cantilever versus applied field $\mu_0 H$ is plotted in Fig. 8.2a). Employing an analytical model described in detail elsewhere [30, 93] in the limit of high applied fields, where magnetization is forced to align either parallel or anti-parallel to the applied field the DCM frequency shift is predicted as

$$\Delta f = \frac{f_0 \mu_0 V}{2k_0 l_e^2} \left( \frac{-D_u M_s^2 H}{H \mp D_u M_s} \right),$$

where $\mu_0$ is the vacuum permeability, $V$ is the CoFeB NT’s volume and $M_s$ its saturation magnetization, $k_0$ and $f_0$ are the cantilever’s spring constant and resonance frequency and $l_e$ is its effective length in the fundamental mode. The two solutions are valid for $H > D_u M_s$ and $H < -D_u M_s$ respectively, which for the NT’s easy-axis anisotropy ($D_u < 0$) results in a region of bistability, allowing for magnetic hysteresis. Setting $V$, $l_e$, $f_0$ and $k_0$ to their previously measured values we obtain the saturation magnetization $\mu_0 M_s = (1.37 \pm 0.24)$ T and demagnetization factor $D_u = 0.497 \pm 0.001$.

We now turn to the analysis of the NT’s magnetization in low applied fields. With the cantilever still retracted from the surface, the applied field is swept in increments of 1 mT in
the range of ±55 mT. The measured frequency shift $\Delta f$ of the cantilever is again analysed using the above mentioned analytical model. In the limit of low magnetic fields ($H \ll D_u M_s$) the obtained equation for the frequency shift can be solved for the $z$-component of magnetization

$$M_z = \frac{2k_0 l_e^2}{f_0 \mu_0 V H} \Delta f.$$  \hspace{1cm} (8.2)

With the aid of this model the measured frequency shift $\Delta f$ is converted into the NT’s magnetization $z$-component $M_z$, providing the hysteresis loop of the NT’s volume magnetization plotted in Fig. 8.2b). The up- and down-sweep is marked with red and blue circles. The hysteresis is of generally square shape, reversing its magnetization not in a single step but via intermediate states. Note, the missing data points around zero field are due to the divergence for $H \approx 0$ in the conversion and have been removed.

Following the down sweep (blue circles) starting from 55 mT, the magnetization remains approximately constant until the applied field is reversed. The exact onset of the coherent magnetization reversal is unfortunately obscured due to the $\Delta f$ to $M$ conversion procedure. However, it can roughly be located around −10 mT. This coherent reduction of magnetization is then followed by multiple abrupt switching processes with intermediate states, starting at 20 mT. The behavior for the reverse field sweep is comparable.

8.4. SQUID magnetometry

After having described the CoFeB NT’s integrated volume magnetization in the limit of high and low applied fields, in the next step DCM low field data is compared to NT’s stray field detected with the nanoSQUID.
Therefore, at zero-field, the sample chamber is heated well above the critical temperature of Nb ($T_c \approx 9$ K) and subsequently cooled down to operation temperature $T = 4.2$ K to ensure that the nanoSQUID is free of Abrikosov vortices hindering the experiment.

We first approach the NT to the nanoSQUID, then we probe the spatial coupling map. Therefore, the NT, magnetized along $\hat{z}$ in remanence, is scanned at a fixed height $z = 1 \mu$m in a $7 \times 7 \mu$m plane above the nanoSQUID. The resulting coupling map including the nanoSQUID loop’s position marked in yellow is shown in the inset of Fig. 8.3a). The bipolar signal detected from the NT magnetized along $\hat{z}$ fully corresponds to our previous findings [178]. Note, that coupling maps for magnetization along $\hat{y}$ would look different and show a maximum right above the nanoSQUID rather than beside it [117, 156]. The NT is now positioned in a suitable position of high coupling, marked in red for the following hysteresis measurement. The field is initially ramped to $55$ mT before the hysteresis loop is measured between $\pm 55$ mT with increments of $1$ mT. The overall detected flux level accounts to $130$ m$\Phi_0$ peak to peak. Following the blue data points, the detected flux is constant between $55$ to $6$ mT within the next $27$ mT a steady decrease by $30 \%$ is monitored, followed by several abrupt switching events to conclude the magnetization reversal. The sweep back shows qualitatively the same behavior, the switching however is more abrupt with less distinct intermediate states.

Comparing the hysteresis loops of the volume magnetization $M(H)$ measured with DCM and the stray flux $\Phi(H)$ detected by the nanoSQUID, very similar behaviour is apparent. Reproducing most important features like squareness of the loop and existence of intermediate magnetization reversal states, we conclude $\Phi(H)$ is approximately proportional to $M(H)$. This finding is in contrast to our previous results obtained on Ni NTs, where increased surface roughness was identified to influence magnetization reversal and ultimately led to significant deviations between $\Phi(H)$ and $M(H)$ [178].

Having verified the consistency of $\Phi(H)$ and $M(H)$ we now turn to further exploring the NT’s magnetization reversal by varying its position relative to the nanoSQUID. To do so, the NT is positioned almost on top of the SQUID loop as marked in the inset of Fig. 8.3b), still at $z = 1 \mu$m. The applied field is swept between $\pm 55$ mT in $1$ mT increments. The resulting $\Phi(H)$ hysteresis loop is plotted in Fig. 8.3b) and will be compared to the hysteresis in Fig. 8.3a). The change of the NT’s position leads to an increased peak-to-peak flux signal of $222$ m$\Phi_0$ which indicates an increased sensitivity of the nanoSQUID to the NT’s stray field compared to the measurement shown in Fig. 8.3a). Together with an overall increase of the signal, also a stark change in the shape of the hysteresis loop is apparent. Following the blue data points $\Phi$ is constant between $55 - 20$ mT, from $20$ to $-20$ mT a steady decrease by $\approx 50 \%$ is detected before abrupt switching concludes the magnetization reversal. Very similar behaviour is detected on the reverse field sweep. We notice that, compared to Figs.8.3a) and 8.2b), the onset of the field range showing coherent reversal now starts at lower fields, is more pronounced and the width of the range is increased by $\sim 13$ mT.

From earlier work, simulating the reversal process in ferromagnetic NT [183], reversal is expected to be moderated by vortices nucleating at the NT’s ends. As the nanoSQUID is most sensitive to changes of the magnetization at the NT’s end, our data can be interpreted as detection of the reversal nucleating at the NT’s end close to the nanoSQUID.

The measured data supports the finding of reversal starting at the NT’s end, it however, does not unambiguously support the predicted reversal being mediated by tubular vortex-like domain walls. The increased signal level for the NT being positioned closer to the nanoSQUID can be interpreted as magnetization along $\hat{y}$ (as occuring in the vortex configuration) coupling flux into the signal. Also the detected intermediate switching states, coupling no flux in the
nanoSQUID-detected hysteresis loop at height $z = 1 \, \mu m$ above the top electrode, with the NT placed at the position marked on the coupling map shown in the inset a) beside the SQUID loop and b) almost on top of the SQUID loop. The coupling map cover a $7 \times 7 \, \mu m^2$ area and signal level is $\Phi = \pm 100 \, m\Phi_0$.

nanoSQUID, might be interpreted as signature of a global vortex state. It has to be emphasized however, that the last points are purely speculative and could also be explained e.g. by multi-domain states with alternating magnetization.

To verify the exact nature of the reversal process micromagnetic simulations are necessary. Such simulations provide a clearer picture of the magnetization dynamics, taking into account the specific geometry and material’s parameters of the measured CoFeB NT. Furthermore, simulations would allow to simulate the stray field generated by the NT at the position of the SQUID loop allowing a more direct and reliable interpretation of the data measured.

8.5. Conclusion and outlook

In summary we have presented hysteresis measurements of a single CoFeB NT, conducted with a combined magnetometer consisting of a cantilever and a nanoSQUID, sensitive to the NT’s volume magnetization and its stray field. The saturation magnetization of the NT is determined to be $\mu_0 M_s = (1.37 \pm 0.24) \, T$ and its demagnetization factor $D_u = (0.497 \pm 0.001)$. Comparing the volume magnetization and the stray field we find strong evidence for the magnetization reversal to nucleate at the NT’s end close to the nanoSQUID. The presence of vortex-like magnetization states can not unambiguously be confirmed. However, the presence of intermediate states generating no stray field and the position dependent nanoSQUID data of the stray field hint towards such a behavior. To clarify these speculative findings, micromagnetic simulations of a NT with the same geometry and material’s parameters are necessary.
9. Magnetization reversal of an individual exchange biased permalloy nanotube

Adapted from:

We investigate the magnetization reversal mechanism in an individual permalloy (Py) nanotube (NT) using a hybrid magnetometer consisting of a nanometer-scale SQUID (nanoSQUID) and a cantilever torque sensor. The Py NT is affixed to the tip of a Si cantilever and positioned in order to optimally couple its stray flux into a Nb nanoSQUID. We are thus able to measure both the NT’s volume magnetization by dynamic cantilever magnetometry and its stray flux using the nanoSQUID. We observe a training effect and temperature dependence in the magnetic hysteresis, suggesting an exchange bias. We find a low blocking temperature $T_B = 18 \pm 2$ K, indicating the presence of a thin antiferromagnetic native oxide, as confirmed by X-ray absorption spectroscopy on similar samples. Furthermore, we measure changes in the shape of the magnetic hysteresis as a function of temperature and increased training. These observations show that the presence of a thin exchange-coupled native oxide significantly alters the magnetization reversal process in magnetic NTs at low temperatures, but has little effect at room temperature.
9.1. Introduction

Fabrication and characterization of magnetic nanostructures is motivated by a wide range of applications, including their use as media in dense magnetic memories [7], as magnetic sensors [182], or as probes in high resolution magnetic imaging [179–181]. The desire for higher density memories, more sensitive sensors, and higher resolution imaging has pushed magnet size deep into the nanometer-scale. At these length scales, the stability of magnetization configurations strongly depends on geometry, defects, and minute levels of contamination. This sensitivity to imperfection makes the experimental realization of idealized systems such as ferromagnetic rods and tubes particularly challenging. Furthermore, due to the small total magnetic moment of each nanomagnet, conventional magnetometry techniques do not have the necessary sensitivity to measure individual nanostructures. As a result, measurements of their magnetic properties are often carried out on large ensembles, whose constituent nanomagnets have a distribution of size, shape, and orientation and – depending on the density – may interact with each other [24, 184]. These complications conspire to make accurate characterization of the stable magnetization configurations and reversal processes difficult.

In order to obtain a clear understanding of the magnetic properties of ferromagnetic nanotubes (NTs), it is therefore advantageous to investigate individual specimens. Ferromagnetic NTs are particularly interesting nanomagnets because of their lack of a magnetic core. This geometry can make flux-closure magnetization configurations more favorable than single-domain states [193]. Flux-closure configurations are predicted to enable fast and reproducible magnetization reversal and they produce minimal stray magnetic fields, thereby reducing interactions between nearby nanomagnets. We therefore measure the magnetization and stray field hysteresis of an individual permalloy (Py) NT using a hybrid magnetometer. The magnetometer combines a sensitive mechanical sensor for dynamic cantilever magnetometry (DCM) and a nanometer-scale SQUID (nanoSQUID) for the measurement of stray magnetic fields. This measurement technique was first demonstrated on individual Ni NTs by Buchter et al.[178], who revealed the importance of morphological defects in altering the reversal process in real ferromagnetic NTs from the theoretical ideal.

Here, we study individual Py NTs. The fabrication process is based on evaporation instead of atomic layer deposition as used for Ni NTs [22] and provides polycrystalline Py NTs with smooth surface that are morphologically closer to an idealized tube. Despite the geometrical perfection of the Py NTs, the measured low-temperature hysteresis curves reveal, that a thin exchange-coupled native oxide changes the reversal process. Since the oxide is thin – likely less than 5 nm – these effects only appear at temperatures below 20 K. The role of the oxide is only apparent due to the sensitivity of the hybrid magnetometer to single NTs, since averaging effects would likely obscure the behavior in conventional measurements of NT ensembles. The strong effect of such a thin oxide layer on magnetic reversal, points to the importance of gaining further control of the fabrication of ferromagnetic NTs. At the same time, the results indicate that engineered oxide layers could be used to pin or otherwise control the magnetic configurations of magnetic NTs.

9.2. Setup

In order to fabricate the Py NTs, GaAs nanowires grown by molecular beam epitaxy are used as templates. These nanowires are 10 to 20 µm long and have hexagonal cross-sections with
In our hybrid magnetometer, the single-crystal Si cantilever serves two purposes: 1) as the torque transducer in DCM measurements of the NT and 2) as a platform for positioning the NT such that stray magnetic fields from its tip couple to the nanoSQUID. It is 105 µm long, 4 µm wide and 0.1 µm thick and has a 1 µm thick and 18 µm long mass at its end to suppress higher order modes [119]. The NT-tipped cantilever hangs in the pendulum geometry above the nanoSQUID in a vacuum chamber at the bottom of a temperature variable He\textsuperscript{3} cryostat. This system is capable of temperatures down to 0.3 K and magnetic fields up to 6 T along the long axis of the cantilever (\hat{z}). The read-out of the cantilever deflection is achieved through a laser interferometer. We use a temperature controlled 1550 nm fiber-coupled DFB laser diode and an interferometer cavity formed between the cleaved end of an optical fibre and the 12 µm wide paddle of the Si cantilever [171]. By feeding the measured displacement signal through a field-programmable gate array (National Instruments) and back to a piezoelectric actuator mechanically coupled to the cantilever, we self-oscillate the cantilever at its mechanical resonance frequency $f_c$. The oscillation amplitude is stabilized to $x_{rms} = 10$ nm, for which the deflection angle $\theta_{rms} \ll 1$, allowing for fast and accurate determination of $f_c$. At a temperature of 3.8 K and far from any surface the cantilever has an intrinsic resonance
frequency of $f_c = f_0 = 3980$ Hz and a quality factor $Q_0 = 41 \cdot 10^3$. The spring constant $k_0 = 185 \ \mu$N/m is determined by thermal noise measurements at different temperatures.

In order to control the relative position of the NT and the nanoSQUID, the nanoSQUID is mounted on a three dimensional piezoelectric positioning stage (Attocube). We use a direct current nanoSQUID containing two superconductor-normal metal-superconductor Josephson junctions (JJs) in a microstrip geometry [163]. Two 250 nm wide and 200 nm thick Nb strips lie on top of each other and are separated by a 224 nm thick SiO$_2$ insulating layer. To form the 1.6 $\times$ 0.224 $\mu$m$^2$ SQUID loop, the Nb strips are connected by two Nb/HfTi/Nb JJs with 200 $\times$ 200 nm$^2$ area and a 24 nm thick HfTi barrier. Using a cryogenic series SQUID array as a low noise amplifier in a magnetically and electrically shielded environment and Magnicon XXF-1 read-out electronics, the described nanoSQUID shows a rms flux noise $S_{\Phi}/Hz^{1/2} = 190 n\Phi_0/Hz^{1/2}$.

9.3. DCM high field characterization

We first investigate the NT sample through high-field DCM as plotted in Fig. 9.1d). The field $\mu_0 H$ is swept from 0 T to 2.5 T in 20 mT increments, while the frequency shift of the cantilever $\Delta f(H) = f_c(H) - f_0$ is measured. The NT is composed of a Py shell that is known to be magnetically isotropic at room temperature. At small $T$, the polycrystalline morphology is expected to average out any magnetocrystalline anisotropy. Given the latter and given the large aspect ratio of the NT, its anisotropy energy is dominated by shape effect. Therefore, the data are fit to an analytical model describing a Stoner-Wohlfarth particle with shape anisotropy [30]. In this model, the NT is idealized as a uniformly magnetized magnet whose magnetization rotates in unison. For $H$ applied along the easy axis of a sample with large shape anisotropy – as in this case – the magnetization is forced to be either parallel or anti-parallel to the applied field. As a result, this model is an excellent approximation for most of the field range, except in the regions of magnetic reversal. The model predicts a DCM frequency shift given by,

$$\Delta f = \frac{f_0 \mu_0 V}{2 k_0 l_e^2} \left( \frac{-D_u M_s^2 H}{H \mp D_u M_s} \right),$$

(9.1)

where $\mu_0$ is the permeability of free space, $V$ is the volume of the Py NT, $l_e$ is the effective length of the cantilever for its fundamental mode, $M_s$ is the saturation magnetization, and $D_u$ is the effective uniaxial demagnetization factor along $\hat{z}$ [30, 93]. The two solutions are valid for $H > D_u M_s$ and $H < -D_u M_s$ respectively, which for the NT’s easy-axis anisotropy ($D_u < 0$) results in a region of bistability, allowing for magnetic hysteresis. By fitting the measurements shown in Fig.9.1d) with this expression, we extract $\mu_0 M_s = (0.83 \pm 0.10)$ T and $D_u = -0.496 \pm 0.001$ as fit parameters. Input parameters are $f_0$, $k_0$, $l_e$, and $V$, which are all set to their measured values. The saturation magnetization measured for the Py NT is smaller than the literature value $\mu_0 M_{Py} = 1$ T for bulk Py [129]. This discrepancy may be the result of an overestimation of the NT volume due to the oxide layer present on the surface or due to other imperfections in the growth of the film. The measured demagnetization factor, however, is in excellent agreement with what can be calculated by approximating the NT as a hollow cylinder, ignoring its hexagonal cross-section. The main contribution to the error in the extracted values stems from the NT volume, which is difficult to determine precisely. We calculate $V$ using the NT dimensions extracted from scanning electron micrographs (SEMs) of the Py shell thickness. A further source of error is the determination of the cantilever’s spring constant.
9.4. Training effect

We now turn to the low-field behavior of the sample and the investigation of exchange bias. As key feature of exchange bias systems, we start by exploring the training effect of our sample. For initialization, the sample chamber is heated above 110 K. The subsequent cool-down to 3.4 K is done with an applied magnetic field of +200 mT, in order to create a defined state of magnetization in the NT. Exploiting the duality of our hybrid magnetometer, we measure both the stray magnetic flux generated by the NT with the nanoSQUID and the integrated magnetization by DCM. For the nanoSQUID measurements, the NT-tipped cantilever is positioned for optimal coupling at height $z = 1.1 \mu m$ above the nanoSQUID’s top electrode [178, 186]. Despite this proximity of the nanoSQUID to the NT, the magnetic fields produced by the bias and modulation currents running through the nanoSQUID and its superconducting leads are much less than 1 mT at the position of the NT tip and do not significantly influence its magnetization state. Measurements of DCM, on the other hand, are carried out with the NT several tens of $\mu m$ away from the nanoSQUID in $\hat{z}$. This large spacing avoids spurious magnetic torque generated by the magnetic field gradients of the nanoSQUID, which otherwise complicate conversion of $\Delta f(H)$ measured by DCM into magnetization $M(H)$.

In both cases, the magnetic field is swept first from 0 mT to +55 mT and subsequently between ±55 mT until ten full hysteresis loops are completed. Fig. 9.2a) shows several iterations of magnetic hysteresis of the stray flux emanating from the NT measured by the nanoSQUID. In order to isolate the magnetic flux emerging from the Py NT from the spurious flux due to the external field threading through the slightly misaligned nanoSQUID, we record a reference sweep with the NT retracted tens of $\mu m$ from the substrate. These reference data, which excludes effects due to the NT, are then used both to subtract spurious flux and as a calibration of the magnetic field-axis [178]. The blue triangles show the first sweep from 55 mT to −55 mT. The flux from the NT starts at 30 mΦ₀ and slightly increases to 38 mΦ₀ at −25 mT. This measurement artefact is the result of a slight temperature difference between the $n = 1$ loop and the reference sweep. Thermal drift developing in the timespan of approximately 10 hours between the two measurements alters the nanoSQUID’s response. Magnetization reversal takes place in a field range from −31.1 mT to −36.9 mT with a coercive field of $\mu_0 H_{c-} = -36.5$ mT. The reversal sets in by a steady decrease in flux of 6.9 mΦ₀ followed by a large, abrupt jump of 59.6 mΦ₀. Following the subsequent up-sweep (red triangles), the temperature-induced slope can again be identified. In this case, reversal takes place over a wider field range than in the down-sweep, from −12.0 mT to 11.2 mT with a coercive field $\mu_0 H_{c+} = 9.4$ mT. We first observe a steady decrease of 9.0 mΦ₀ of flux followed by four smaller jumps (in the range of 6 mΦ₀), ending with a larger jump of 33 mΦ₀. The total width of the loop is identified as the coercivity $H_c = |H_{c+} - H_{c-}|/2 = 23$ mT. We attribute the strong asymmetry of the hysteresis along the field axis to the exchange bias effect as will be detailed below. The corresponding parameter, the exchange bias field, is defined as $\mu_0 H_{EB} = \mu_0 (H_{c+} + H_{c-})/2 = -13.5$ mT.

Subsequent sweeps show similar behavior, although with a progressive decrease in $|\mu_0 H_{c-}|$, as seen in the representative sweeps of Fig. 9.2a). Following the blue dots of the $n = 10$ sweep, we observe a smaller thermal drift effect than in the $n = 1$-loop due to the proximity in time between the $n = 10$-loop and the reference sweep taken at the end of the series. On the down-sweep, from 0 mT to −17.8 mT, the flux coupled into the nanoSQUID steadily decreases by 12.5 mΦ₀, followed by two abrupt switching events until the reversal process completes at −20.0 mT. The reversal process on the up-sweep starts at −14.2 mT with a continuous reduction of stray field of 14.7 mΦ₀ over a range of 9.0 mT. This continuous reversal is then followed by
Figure 9.2. | Training effect: a) SQUID and b) DCM hysteresis loops for different loop number $n$. Red and blue curves indicate up- and down-sweep respectively. c) Evolution of exchange field and coercivity with increasing loop number $n$ extracted from SQUID dataset. Dashed line fits the the data according to Eq. (9.2).

Abrupt switching events until the process completes at 10 mT. The most striking deviations from the first loop are the reduced width of the hysteresis loop – now $\mu_0 H_c = 13.0$ mT – and the reduction of the exchange bias field $\mu_0 H_{EB} = -6.2$ mT. These findings are summarized in Fig. 9.2c), where $\mu_0 H_{EB}$ and $\mu_0 H_c$ for $n = 1-10$ are plotted. $|\mu_0 H_{EB}|$ decreases by $\sim 7.2$ mT until $n = 6$ after which point it stabilizes at $-6 \pm 0.5$ mT. $\mu_0 H_c$ reduces by $\sim 10$ mT within the first seven loops until a saturation at $13 \pm 0.5$ mT. Past studies showed that the evolution of $\mu_0 H_{EB}$ can be described by the following formula especially in the case of a polycrystalline antiferromagnet [45, 54, 194]:

$$\mu_0 H_{EB}^n - \mu_0 H_{EB}^\infty = \frac{\kappa}{\sqrt{n}},$$  \hspace{1cm} (9.2)

where $\kappa$ is a system dependent parameter and $\mu_0 H_{EB}^n$ and $\mu_0 H_{EB}^\infty$ are the exchange bias fields after $n$ loops and in the limit of infinite number of loops respectively. The fit for $3 < n < 11$ is shown as dashed line in Fig. 9.2c). The data are reasonably described by this power-
law with deviations likely due to the inhomogeneity (in composition and thickness) of the naturally oxidized antiferromagnetic layer. As fit parameters we obtain $\kappa = -11.3$ mT and $\mu_0 H_{EB} = -2.0$ mT, whose magnitudes are of the same order as seen in literature [195]. Note also that as a function of training (increasing $n$), the hysteresis loop becomes more symmetric, losing the difference in the shape of the magnetization reversal for up- and down-sweeps. In particular, the abrupt reversal seen on the initial down-sweep is in stark contrast with the rounded transitions of later sweeps.

DCM data taken further away from the nanoSQUID, under otherwise identical conditions are shown in Fig. 9.2b). The magnetization hysteresis can be extracted from measurements of $\Delta f(H)$ at low applied magnetic fields, by taking the limit of (8.2) for $H \ll D_u M_s$ and solving for $M_z$: $M_z = \frac{2k_0 l^2}{f_{\mu_0 e V}} \Delta f$. Such data reflect the integrated magnetization of the entire NT, rather than the magnetization of the NT end closest to the substrate, as do the nanoSQUID measurements. The behavior of $H_{EB}$ and $H_c$ reproduces what we observe with the nanoSQUID. Nevertheless, differences are observable in the appearance of the magnetization reversals. For the $n = 1$ down-sweep, the single step magnetization reversal measured by DCM resembles that measured by the nanoSQUID. The reversal on the up-sweep shows a two-stage behavior, including an intermediate plateau, different than the continuous reversal followed by an abrupt switching seen in the corresponding nanoSQUID data. For $n > 1$, the down-sweep reversal gradually develops an initial stage of coherent reversal before discontinuous switching. Most strikingly, the coherent reversal seen in the nanoSQUID measurements, precedes the beginnings of any reversal observed by DCM. The discontinuous steps seen in the nanoSQUID sweeps coincide with the first discontinuous steps observed in DCM. The plateau and second discontinuous reversal measured in DCM corresponds to a portion of the nanoSQUID hysteresis that has already reached saturation.

These findings lead us to two conclusions. First, the differences observed in the hysteresis measured by the nanoSQUID and by DCM indicate that magnetization reversal likely nucleates at the ends of the NT and subsequently propagates throughout its length, as predicted by theory [183]. In this picture, vortex configurations form at the NT ends, begin tilting in the direction of the applied field, and subsequently cause magnetization reversal by propagating throughout the length of the tube and discontinuously switching to a uniform configuration aligned along the applied field. This kind of reversal is consistent with nanoSQUID measurements that show a smooth reversible reduction in stray field, which precede any deviation of $M_z$ from saturation registered by DCM. The subsequent irreversible jump in the hysteresis is then registered both in the nanoSQUID and DCM measurements, thus apparently occurring throughout the NT and not only at the ends. The final stages of reversal seen in DCM, i.e. the plateau and second discontinuous step, appear to occur far from the NT end, since at this stage the nanoSQUID already shows a saturated signal. In short, the measurements appear consistent with the theoretical picture of reversal nucleation at the NT ends considering that the nanoSQUID is sensitive to magnetization located at the NT end and DCM is sensitive to the total magnetization integrated throughout the NT. Unlike the Ni NTs measured by Buchter et al. [178], whose reversal did not nucleate at the ends most likely due to imperfections in their structure, these Py NTs appear to behave like the idealized magnetic NTs considered in theoretical calculations.

Second, the exchange bias effect influences the nature of the reversal process of the NT, as manifested in the changing shape of the hysteresis as a function of training. In particular, for small $n$, the down-sweep magnetization reversal occurs almost exclusively through a single
Figure 9.3. | Temperature dependence: a) DCM hysteresis loops for different temperatures in a trained out state \((n > 10)\). b) Evolution of exchange field and coercivity with temperature. Gray area indicates range of \(T_B\).

irreversible jump, while the up-sweep reversal and both reversals for large \(n\) contain both reversible rotation of magnetization and irreversible switching. The antiferromagnetic layer, in its initial configuration, appears therefore to pin the magnetization of the NT on the down-sweep, favoring reversal by abrupt domain nucleation and propagation. The exchange-coupled layer may thus suppress nucleation and initial coherent reversal through vortex configurations at the NT’s ends.

### 9.5. Temperature dependence

We next investigate the temperature dependence of the exchange bias effect in the Py NT. Hysteresis loops are measured by DCM in a temperature range between 1 K and 20 K. Concurrent measurements with the nanoSQUID are not possible since the device’s performance is strongly temperature dependent and above the critical temperature of Nb \((T_C \approx 9\, \text{K})\), operation of the nanoSQUID is impossible. In order to ensure that our measurements are not obscured by training effects, we measure the temperature dependence after the extensive training of the NT, such that \(H_{EB}\) and \(H_c\) are constant with increasing \(n\). In Fig. 9.3a), we plot three representative data sets at \(T = 1, 10, 20\, \text{K}\) for convenient comparison. For each temperature, a hysteresis loop is measured for a field interval of ±70 mT. Following the blue open squares – representing \(T = 1\, \text{K}\) – between 70 – 5 mT, magnetization remains constant around \(\mu_0 M = 0.85\, \text{T}\). At \(\approx -5\, \text{mT}\) the magnetization reversal process sets in by a continuous decrease of magnetization by 0.19 T followed by an abrupt irreversible reversal step. Then
over a range of 3 mT a plateau forms which is followed by a smaller jump in magnetization to complete the magnetization reversal. This second stage of reversal vanishes at higher temperatures, resulting in a reversal which occurs almost exclusively through a single irreversible jump for both down- and up-sweeps. Proenca et al. observe a similar two-stage reversal in an ensemble of Co NTs [195], with the second harder process also vanishing at high temperature. They thus connect this second stage of reversal to the exchange bias coupling. In contrast to our observations on a single Py NT, the coherent rotation measured in the Co/CoO arrays was extended over a much wider field range. Averaging over a distribution of different NTs in the array provides a possible explanation for this difference. In particular, NTs in the array appear in a distribution of shapes and sizes. In addition, NTs in both studies are oxidized naturally in an uncontrolled manner, allowing for a distribution of oxide thicknesses within an array. Since exchange bias crucially depends on film characteristics, including graininess and thickness, the hysteresis loops of the NT arrays are likely broadened by the distribution of different NTs in the array. For a detailed understanding, measurements of single NTs are therefore critical.

At $T = 20$ K (filled triangles) the hysteresis loop measured in the Py NT shows perfectly symmetric behavior. This symmetry, combined with the observed reduction of $H_c$ and vanishing $H_{EB}$, indicates that the NT has reached the Py/oxide system’s blocking temperature $T_B$. $\mu_0 H_c$ and $\mu_0 H_{EB}$ are plotted over the whole temperature range in Fig. 9.3b) allowing for the determination of $T_B \approx 18$ K. After $|H_{EB}|$ decreases with rising temperature we find $\mu_0 H_{EB} = 0 \pm 0.5$ mT above 12 K, indicating a blocking temperature $T_B$ in this regime. A more precise determination is possible, taking $\mu_0 H_c$ into account. With increasing temperature the coercivity shows a steady increase from 14.5 mT to 17 mT until 16 K. At 20 K, the next investigated temperature, $\mu_0 H_c$ drops below 14 mT. This overall behavior is in line with previous studies [196] and allows us to determine a blocking temperature $T_B = 18 \pm 2$ K.

This very low blocking temperature deviates drastically from the bulk values of the Néel temperatures $T_N$ of all the possible native oxides of Py, which are all well above 20 K. This deviation suggests that the oxide layer is very thin – in the range of 3−5 nm – and has a grainy and non-homogeneous structure [44, 45, 197]. Indeed, similar blocking temperatures around $T \approx 30$ K have been previously found for naturally oxidized Py thin films [198]. The decreasing extent of the continuous reversal region with increasing temperature could be the result of the inhomogeneity and graininess of the oxide shell. Assuming grains of different dimensions, the anti-ferromagnetic order could be gradually lost in different sections of the shell with increasing temperature, thus leading to a gradual temperature-dependent change in the reversal behavior. Note that the temperature dependence of the reversal process provides further evidence that the exchange bias has a direct influence on the nature of the magnetization reversal in the Py NT.

### 9.6. X-ray absorption spectroscopy of permalloy oxides

Given the measured exchange coupling, we investigate the nature of the native oxide present on the Py NTs using spatially resolved X-ray absorption spectroscopy (XAS) by means of X-ray photo-emission electron microscopy (PEEM). The experiments are performed using the PEEM instrument at the surface/interface:microwmscope beamline of the Swiss Light Source at Paul Scherrer Institute [199]. NTs from the same growth wafer as the one used in the magnetometry experiment are investigated. For the PEEM study the NTs are transferred to a Si substrate with the aid of the aforementioned micromanipulators and transferred into the
microscope. X-ray PEEM provides a spatial map of the local X-ray absorption cross section. By recording such maps as a function of the photon energy it is possible to record local X-ray absorption spectra. Details are described, e.g., in Refs. [200, 201]. The spatial resolution of the instrument is about 50–100 nm, and thus, enables us to perform XAS at various positions along the NT. We focus on XAS in the vicinity of the $L_3$ edges of Fe and Ni to study possible oxidation of the Py at different positions along the NT. Two measurement positions along a NT are chosen (at Pos 1: the NT’s broken end and another at Pos 2: close to the tip). One additional section on the substrate is chosen to allow for background subtraction. The spectra are recorded using circularly polarized X-rays. $\sigma^+$ polarized light is used first, then after correcting for mechanical drift, the polarization is changed to $\sigma^-$ [203]. This procedure is repeated successively for each position on the NT. Isotropic spectra are obtained by averaging data according to $(\sigma^+ + \sigma^-)/2$. Two representative data curves measured at Pos 1 and at Pos 2 are plotted in Fig. 9.4a). The spectra resemble typical spectra of oxidized Fe and thus suggest the presence of a Py oxide layer on the Py NT. The spectra reveal Fe in different oxidation states in the Py oxide shell in addition to metallic Fe in the Py core, similar to what is observed in oxidized Fe surfaces, cf. Ref. [201]. For comparison, reference data of pure Fe, FeO, Fe$_2$O$_3$ and Fe$_3$O$_4$ taken from Regan et al. [202] are also plotted in Fig. 9.4a). The oxidation state of the present NT as seen at the Fe $L_3$ edge is compatible with previous reports on comparable Py systems, which identify FeO or $\alpha$-Fe$_2$O$_3$ in the native oxide of Py [204, 205]. However, comparing the spectra measured at Pos 1 and 2 further shows that the oxide layer is not homogeneous in composition as indicated by the different ratio of the peaks at 707.8 and

![Figure 9.4](image-url)

- (a) Measured XAS of Fe $L_3$ edge and reference data for Fe and some of its oxides taken from reference [202].
- (b) Measured XAS of Ni $L_3$ edge and reference data for Ni and its oxide NiO taken from reference [202].
709.2 eV and by the varying signal amplitude, which we assign to the differences in mechanical treatment when picking up the NT. In order to resolve the presence of NiO, we also measure spectra at the Ni L$_3$ edge between 850 – 858 eV. In Fig.9.4b) two representative curves are plotted for Pos 1 and 2 along with reference data for Ni and NiO from Regan et al. [202]. The Py NT’s data are compatible with a superposition of spectra of NiO and metallic Ni, which suggests the presence of a layer of NiO, in agreement with previous studies [204, 205]. The latter conclude a layered composition of oxidized Py in the following sequence: Py/(α-Fe$_2$O$_3$ or FeO)/NiO [205]. All three oxides are antiferromagnetically ordered below a certain ordering temperature (FeO: 198 K, α-Fe$_2$O$_3$: 95 K, NiO: 525 K) in the bulk [39]. The overall thickness of the oxide layer is estimated to be in the range of 2–5 nm. This estimate is based on previous studies in literature [204, 205] and consistent with the fact that we detect a XAS signature from the metallic Py in our sample with the typical probing depth of X-PEEM being about 5 nm. In such thin layers magnetic order temperatures are usually strongly reduced when compared to the bulk, and thus, might explain, why exchange bias in the present Py NTs is only observed at temperatures below 20 K.

9.7. Conclusion

In conclusion, in the absence of an exchange bias coupling with an unintentional antiferromagnetic oxide shell, we find strong evidence that the Py NT reverses its magnetization through the nucleation of a vortex configuration at its end followed by an irreversible switching process, as predicted by theory. However, below $T_B \approx 18$ K and before field training, we observe that the few-nanometer-thick native oxide on the NT alters the process of magnetization reversal. In particular, the non-equilibrium antiferromagnetic configuration of the oxide appears to pin the magnetization of the NT and suppresses the nucleation of the magnetic vortices at the NT ends for one of the sweep directions. Therefore, in order to control magnetization reversal in Py NTs, one must control either the nature of the oxide capping layer or work well above the determined blocking temperature $T_B = 18$ K, where exchange bias is not effective. These insights come as a direct result of our hybrid magnetometer’s ability to measure both the behavior of the magnetic moments at the end of the NT and the magnetization integrated throughout its volume. Applying this technique for the investigation of reversal processes in other types of nanomagnets appears to be a promising path for future experiments.
10. Conclusions & Outlook

For the experiments presented in this thesis, a hybrid magnetometer sensitive enough to measure a single nanoscale magnetic particle has been developed. The setup allows for two simultaneous and complementary measurements on individual nanoscale magnets. With DCM the NT's magnetization integrated over its whole volume is determined. The nanoSQUID conversely is sensitive to the stray field emerging from the particle's lower end close to the nanoSQUID. This combination allows for extensive insight in the magnetic behaviour of individual magnetic NT.

DCM is a highly sensitive technique to measure the magnetization and anisotropy of small magnetic particles. The technique relies on the torque arising between an applied magnetic field and the magnetic moment of the particle under investigation, attached to the cantilever's tip. The torque leads to a virtual change of the cantilever’s spring constant, effectively stiffening or softening the cantilever, depending on the applied field and the magnetization. This change of the spring constant then results in a measurable shift of the cantilever’s resonant frequency that can be analyzed.

SQUIDs in general are the devices with highest sensitivity to magnetic flux. nanoSQUIDs in particular are additionally optimized to the detection of small magnetic particles by matching their loop size to the size of the detected particles. Magnetic field lines emerging from a particle’s magnetization, that enclose the SQUID loop, lead to a voltage change across the device. The nanoSQUID is most sensitive to areas of the investigated elongated particle that are closest to it.

Among nanoscale magnetic particles, NTs are a particularly interesting example. Due to their geometry they support magnetic configurations not present in bulk or other nanoparticle geometries. They avoid point singularities of magnetization that occur in solid cylinders and thus their magnetization is proposed to reverse fast and reproducibly. Furthermore, theoretical analysis predicts a global vortex state. In this flux closure state, the NT’s stray field is minimized that would allow for densely packing them without magnetic interference with neighbouring NTs.

The high aspect ratio NTs investigated in this thesis are all grown on a GaAs nanowire serving as template for structural support. Magnetic films are deposited onto the nanowires to obtain magnetically hollow tubes. In the course of this thesis Ni, CoFeB and Py magnetic films were investigated. The magnetic films are all isotropic and thus exhibit only shape anisotropy.

The NTs are attached to the tip of the cantilever with the aid of hydraulic micromanipulators under an optical microscope in ambient conditions. A single, as-grown NT is picked up from the wafer and then glued with the NT’s easy-axis along the cantilever’s long axis. All experiments are then performed in UHV at the bottom of a temperature variable He$^3$ cryostat equipped with a superconducting magnet.

We use piezo-electric scanners that allow for free positioning of the nanoSQUID located below the cantilever hanging in pendulum-geometry to precisely map out the nanoSQUID’s coupling characteristics in a $6 \times 7 \times 0.7 \, \mu m^3$ half space above the nanoSQUID. We then take advantage of this information to optimally position the NT relative to the nanoSQUID in order
to maximize the signal-to-noise ratio and consequently the sensitivity. Also the detection of an Abrikosov vortex trapped in the nanoSQUID structure by scanning probe microscopy is demonstrated. This information is of great importance to verify that detected signals solely originate from the NT and thus rule out spurious magnetic signals coupling to the nanoSQUID.

The torque magnetometry data is evaluated using an analytical model for ellipsoidal magnetic particles on the basis of the Stoner-Wohlfarth model. The magnetization is assumed to be constant throughout the magnet and magnetic moments to reverse in unison. Based on these assumptions the energy of the magnet-on-cantilever system can be minimized to obtain an expression for the cantilever frequency shift, which ultimately depends on the magnetic energy’s curvature. With this model, in the limit of high applied fields, the saturation magnetization of the three investigated NT samples can be extracted to

\[
\mu_0 M_{Ni} = (0.38 \pm 0.25) \text{T}, \mu_0 M_{CoFeB} = (1.37 \pm 0.24) \text{T} \text{ and } \mu_0 M_{Py} = (0.83 \pm 0.10) \text{T.}
\]

In the limit of low applied fields, the frequency shift can be converted to the magnet-on-cantilever’s magnetization. This allows to obtain \(M(H)\) hysteresis data of the volume magnetization. \(M(H)\) can then directly be compared to the stray flux \(\Phi(H)\) measured by the nanoSQUID.

Exploiting the setup’s duality to obtain volume magnetization \(M(H)\) and stray flux \(\Phi(H)\) and comparing this to micromagnetic simulations provides a powerful toolbox for analysis of magnetic properties. In the experiments on Ni NT we come to the conclusion that the film morphology and especially the distinct surface roughness has a significant influence on magnetization reversal. Comparing our data with micromagnetic simulations suggests the formation of vortex-like tubular domains in different segments of the NT instead of domains nucleating solely at the NT’s ends.

On the other hand, comparing \(M(H)\), \(\Phi(H)\) in the case of the CoFeB NT, leads to the conclusion that the smooth CoFeB NT reverses by domain nucleation at the NT’s end as theory predicts. This finding is supported by spatially dependent measurements which hint towards vortex domain nucleation at the NT’s end and extending along the NT. This speculation however, needs further support by micromagnetic simulations.

Taking advantage of the temperature control in the cryostat, the exchange bias of a naturally oxidized Py NT is investigated. We explore the training effect and the temperature dependence of the NT’s magnetization. We find a blocking temperature \(T_B = 18 \pm 2 \text{ K}\) suggesting the presence of a thin oxide layer with thickness < 5 nm. The composition of the Py’s oxide layer is analyzed with XAS and we find evidence for the possible presence of NiO, FeO, \(\alpha-\text{Fe}_2\text{O}_3\) and \(\text{Fe}_3\text{O}_4\). Additionally, comparison of \(M(H)\) and \(\Phi(H)\) provides insight in EB influencing the NT magnetization reversal. However, at elevated temperatures, where EB is suppressed, reversal as expected from theoretical predictions can be verified with our hybrid magnetometer.

Results presented in this thesis have solely been obtained by experiments on magnetic NT. However, the setup in general is able to apply to a wide range of materials and geometries and is not restricted to such kind of magnetic NTs. Further interesting samples to investigate are for example rolled-up NTs [150], magnetic molecules [138], small particles in the superparamagnetic limit [206] or more complex multilayer cylindrical structures [207, 208].

The presented setup already provides deep insight in the reversal process of magnetic NTs on the single particle level. The system however has its limitations to unambiguously determine microscopic magnetization states. Employing scanning probe techniques can be a way to obtain information on magnetization with much higher spatial resolution. MFM has already proven its capability to resolve domains and domain walls in thin film samples by mapping the gradients of stray fields emerging from magnetic structures at the micromagnetic level.
Another promising technique involves diamond NV centres, with a high magnetic field sensitivity and spatial resolution on the subnanometer scale. Its advantage over MFM is the minimal invasiveness, because of the optical NV read-out, while the MFM’s tip produces stray fields that might alter sensitive magnetic configurations in the sample under investigation.

A third and very promising scanning probe experiment is the SQUID-on-tip. These SQUIDs are very sensitive and small, thus should be able to detect small changes of magnetization down to single electron spins flipping with high spatial resolution and are furthermore minimally invasive to not perturb the sample’s magnetic configuration.

Moving away from scanning probe methods towards synchrotron based techniques, XMCD analysis integrated in a X-PEEM is a promising method to resolve domain structures of magnetic samples on the nanoscale.

Apart from moving to other methods, the setup presented in this thesis also has room for improvement to widen the field of potential studies. The spatially resolved information obtainable with the nanoSQUID is limited due to the geometry of the magnet on cantilever in the pendulum geometry. Attaching the NT perpendicularly to the tip of the cantilever allows to scan the NT along its full length parallel to the SQUID loop. In this way it should be possible to obtain information on regions of the NT on the same length scale as the SQUID’s loop width which currently is 1.6 µm. Main challenge is the fact that higher magnetic fields will be necessary to access interesting magnetic configurations due to the increased anisotropy.

With the Nb nanoSQUIDs used in this thesis, not only the field range at which the device can be operated is limited, but also the temperature range. To overcome these limitations to a certain degree, the use of high-TC YBCO nanoSQUIDs might provide a powerful extension of the possibilities of the presented setup. Having access to a wider temperature and field range makes the setup a valid candidate for the investigation of phase diagrams of more complex material samples like e.g. Skyrmions, Heusler compounds or further exchange bias systems [44, 209–212]. Due to the processing of the YBCO nanoSQUIDs, the SQUID loop is in the plane of the substrate. To avoid coupling a field in the loop, the SQUID has to be mounted with a 90° tilt compared to the present Nb devices. This perpendicular setup has already been demonstrated for MRFM experiments [213] and should pose no fundamental difficulties. The read-out between YBCO and Nb SQUIDs is compatible and would not demand for big changes.

The newly developed setup presented in this thesis has proven its ability to characterize various kinds of single magnetic NTs. The extension of its capabilities to access a wider parameter range is certainly possible. Having demonstrated the setup’s ability not only on pure ferromagnetic samples but also on the more complicated phenomenon of exchange bias proves its future applicability to new and possibly more exotic samples to investigate.
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Appendix A.

Supplement to chapter 7

The nanoSQUID Device

The small loop-size of the nanometer-scale superconducting quantum interference device (nanoSQUID), as shown in Fig. S A.1, encloses an area ≈ 0.4 μm², resulting in an inductance of about 2 pH. In a shielded environment [163], the nanoSQUID used here has a rms flux noise $S_{\Phi}^{1/2} = 200 n\Phi_0/\sqrt{Hz}$ above ~ 1 kHz, where $\Phi_0 = \hbar/2e$, $\hbar$ is Planck’s constant, and $e$ is the fundamental charge. An on-chip modulation line in the bottom Nb layer along $\hat{x}$ is used to couple a magnetic flux $\Phi_{\text{mod}} \propto I_{\text{mod}}$ to the SQUID, where $I_{\text{mod}}$ is the modulation current. A flux-locked-loop (FLL) locks the nanoSQUID to its optimal working point and linearizes its output voltage $V_{\text{out}}/\Phi = 2.55 \text{V}/\Phi_0$.

Figure A.1. | The nanoSQUID device. (a) A scanning electron micrograph (SEM) of the device and (b) a cross-sectional diagram of its structure in the plane of constant $y$ defined by the dotted line in (a).
Cantilever Frequency Measurement

The 10-µm-wide paddle near the cantilever tip is used as one reflector of the optical fiber interferometer; the other is the cleaved end of an optical fiber, on which a thin layer of Si has been evaporated in order to match the cantilever reflectivity. 100 nW of laser light at a wavelength of 1550 nm are used in the interferometer in order to detect deflections of the cantilever along \( \hat{y} \). The interferometric signal is fed through a field programmable gate array circuit back to a piezoelectric element which is mechanically coupled to the cantilever. This feedback is used to self-oscillate the cantilever at a given amplitude (typically 50 nm_{\text{rms}}), enabling fast and accurate measurement of its fundamental resonance frequency \( f_c \).

Experimental Protocol

To ensure that the experiments – especially scans of \( \Phi(x, y) \) and \( \Delta f(x, y) \) – start with the nanotube in a well-defined magnetic state, we first saturate it along its easy axis (\( \hat{z} \)) by applying \( \mu_0 H = 150 \text{ mT} \). To avoid trapped flux in the nanoSQUID, this saturation is performed at \( T = 14 \text{ K} \), above its transition temperature \( T_c = 9 \text{ K} \). Then, before scanning, which is performed at \( \mu_0 H = 0 \), the nanoSQUID is zero-field cooled to \( T = 4.3 \text{ K} \) and locked to its working point using the FLL.
Ni Nanotube Fabrication

The Ni nanotubes are fabricated by atomic layer deposition (ALD). The reaction chamber and the ALD substrate holder containing the GaAs nanotemplate are heated to 300°C. As a first step, a 20-nm-thick layer of Al₂O₃ is deposited using trimethylaluminium and water with standard ALD process parameters. Second, for the deposition of Ni, the precursor material NiCp₂ is heated to a temperature of about 130°C to provide the relevant vapor pressure in the source container. The ALD process flow for Ni consists of a sequence of injection and purging pulses using inert Ar gas, which is repeated 800 times to form a Ni layer of 40 nm. The sequentially injected materials and gases are NiCp₂, ozone, and hydrogen, each followed by a purging process to remove residuals from the gas atmosphere of the ALD reaction chamber. The process reads as follows:

\[
800 \times (0.8 \text{ s}|4 \text{ s} + 10 \text{ s}|10.0 \text{ s} + 16 \text{ s}|20 \text{ s}),
\]

(A.1)

Here, the first two numbers give the durations of the injection and purge pulses of precursor NiCp₂ and Ar, respectively. The third and fourth numbers provide the injection and purge time of O₃ and Ar, respectively; the fifth and sixth numbers define the hydrogen injection and Ar purge time, respectively. Long purging times are used to avoid an explosive mixture of H₂ and O₃ in the pumping line. On a flat substrate, smooth thin films are obtained. On curved nanotemplates, such as the GaAs template nanowires, the shell material shows more roughness than observed in flat films. The smoothness of these shells may be improved by both increasing the injection times of NiCp₂ and decreasing the substrate temperature. We expect the surface of the Ni to oxidize in ambient atmosphere.
Measurement of Ni Nanotube Volume

In Fig. S A.2, we show a transmission electron micrograph (TEM) and a SEM of a Ni nanotube similar to that measured in our measurements. Grown in the same batch and on the same wafer, this nanotube should have identical properties as the measured tube within the natural variation of the growth process. Note the surface roughness, which is responsible for the error in the determination of the Ni nanotube’s outer diameter. An average outer and inner diameter is determined by measuring many nanotubes in TEMs and SEMs such as these. The length of the Ni nanotube is determined with an optical microscope. Its volume $V_{Ni}$ is then calculated from these parameters with the uncertainty in outer diameter contributing the largest error. This error is eventually responsible for most of the uncertainty in the saturation magnetization $M_S$ and anisotropy parameters $K$, which we extract for the Ni nanotube.

Figure A.2. (a) TEM and (b) SEM of Ni nanotubes grown in the same batch and on the same wafer as that measured in the experiments.
Further Flux Hysteresis Loops

We record further hysteresis loops of $\Phi_{\text{NN}}(H)$ under similar conditions to that shown in Fig. 2 of the main text and plot them in Fig. S A.3. The switching fields $H_{\text{sw, e}}$ are seen to vary from sweep to sweep. Nevertheless, as in the main text, they are observed to occur for $15 \text{ mT} < \mu_0|H_{\text{sw, e}}| < 35 \text{ mT}$. The consistently asymmetric behavior at positive and negative fields may be due to an anti-ferromagnetic NiO surface layer providing exchange interaction with the Ni nanotube [190, 191].

![Hysteresis loops of $\Phi_{\text{NN}}(H)$ at $z = 280 \text{ nm}$. Red (blue) points represent data taken while sweeping $H$ in the positive (negative) direction. Dashed lines indicate magnetic switching fields $H_{\text{sw, e}}$.](image)

Figure A.3. | Hysteresis loops of $\Phi_{\text{NN}}(H)$ at $z = 280 \text{ nm}$. Red (blue) points represent data taken while sweeping $H$ in the positive (negative) direction. Dashed lines indicate magnetic switching fields $H_{\text{sw, e}}$. |
Simulated Volume Magnetization and Local Stray Flux

In addition to simulating the volume magnetization $M(H)$ of the Ni nanotubes, we also use the NMAG package [187] to calculate the stray field at the position of the nanoSQUID. The results allow us to determine the predicted stray flux $\Phi_{NN}(H)$ coupling to the nanoSQUID for each simulated nanotube. The shapes of the simulated $\Phi_{NN}(H)$ are at all positions and for all nanotube lengths $l$ nearly proportional to $M(H)$ and thus closely follow the shape of the corresponding $M(H)$. An example of a simulated hysteresis loop is plotted together with the measured $M(H)$ in Fig. A.4. Considering a segment of $l = 500$ nm the large jump observed in $M(H)$ near $\pm 30$ mT is reproduced. We expect the further jumps to occur from other segments with slightly longer or shorter $l$, which contribute to the measured magnetization of the tube.

![Hysteresis loops of $M(H)$ or $\Phi_{NN}(H)$ simulated by NMAG (lines) and $M(H)$ measured by cantilever magnetometry (points). The Ni nanotube is simulated with $l = 500$ nm and $\Phi_{NN}(H)$ is calculated with the tube positioned as in the experiments, i.e. at a position of optimal coupling for $z = 450$ nm. The measured data is the same as plotted in Fig. 3 (c). Red (blue) represent sweeps of $H$ in the positive (negative) direction. The left (right) axis corresponds to the simulated (measured) data.](image.png)
Simultaneous Detection of Switching Events

We further investigate the switching of magnetic domains by sweeping $H$ through the coercive field with the Ni nanotube optimally positioned at $z = 200 \, \text{nm}$. During the sweep, we measure the cantilever displacement $y$ and the flux $\Phi$ coupled into the nanoSQUID. To achieve maximum bandwidth the SQUID is operated in open-loop-mode for these experiments, such that a flux $\Phi$ produces a response voltage $V_{\text{OL}} \approx V_0 \sin(\Phi/\Phi_0 + \theta) + V_{\text{offset}}$, where $V_0 = 20 \, \mu\text{V}$ in our experiment, $\theta$ is a phase factor, and $V_{\text{offset}}$ is determined by choice of the SQUID’s working-point. A peak-to-peak noise amplitude of 4 $\mu\text{V}$ is the result of the room-temperature amplifier used. Fig. A.5 (a) shows $y$ and $V_{\text{OL}}$ recorded while $\mu_0 H$ is swept at 1.5 mT/s in a field range where magnetization switching is not expected. $V_{\text{OL}}$ undergoes a roughly sinusoidal oscillation of less than one full period, consistent with the change in flux expected from sweeping $H$. Fluctuations in $y$ with an amplitude of around 5 nm are attributed to the cantilever’s thermal noise at 4.3 K.

In Figs. A.5 (b) and (c), $y$ and $V_{\text{OL}}$ are recorded while the field is swept at 1.5 mT/s in a field range where switching is expected. In the first 2.3 s of the sweep shown in (b), the cantilever displacement is given by thermal noise and the flux coupled to the nanoSQUID is free of discontinuities. As a field of 29.7 mT is reached, the cantilever displacement shows a sharp increase in amplitude from 5 nm to 35 nm followed by an exponential decay back to the thermal noise level at around 5 nm. The rise-time is limited by the cantilever’s oscillation period. Simultaneous to this mechanical excitation, we observe a jump in $V_{\text{OL}}$. The rising edge is limited by the bandwidth of the preamplifier. Another instance of this behavior is presented in Fig. A.5 (c) where the field is again swept through the nanotube’s coercive field. Between 30 and 32 mT, a series of four excitations with varying amplitude appear both in the cantilever
displacement and in the nanoSQUID flux. These two examples are representative of a number of traces taken under the same conditions. The decay time of the mechanical excitations for all events is $\tau \approx 200$ ms, corresponding to a quality factor $Q = \pi f_0 \tau \approx 2 \times 10^3$. This quality factor is one order of magnitude smaller than $Q_0$. We attribute the reduction to dissipative interactions between the Ni nanotube-tipped cantilever and the nanoSQUID device.

These sudden excitations, given their signature in both the cantilever displacement and the nanoSQUID flux, represent the switching of magnetization domains within the Ni nanotube. On the one hand, the reorientation of a magnetic domain exerts a torque on the cantilever in the presence of an external field and causes its mechanical excitation. On the other hand, the same reorientation suddenly alters the stray field coupled from the Ni nanotube to the nanoSQUID. The kinetic energy imparted to the cantilever by the switching event is estimated as

$$E_{\text{kin}} = \frac{k}{2\Delta t} \int_{t}^{t+\Delta t} (y^2 - y_{th}^2) \, dt,$$

where $t$ is the time of the excitation, $\Delta t$ is its duration, and $y_{th}$ is the rms thermal displacement. The magnetic potential energy released in a complete magnetization reversal at field $H_{sw,e}$ is given by $E_{\text{mag}} = M_s V_{\text{Ni}} \mu_0 H_{sw,e}$, where $M_s$ is the saturation magnetization of the Ni nanotube and $V_{\text{Ni}}$ its volume. For the switching events shown in Figs. A.5 (b) and (c), the magnetic potential energy is estimated to be $E_{\text{mag}} \approx 3.9 \times 10^{-16}$ J, exceeding the corresponding $E_{\text{kin}}$ of the excitations by four orders of magnitude. The large majority of the magnetic potential energy is therefore not captured as oscillations of the cantilever’s fundamental mode, possibly dissipating into higher order mechanical modes, as phonons, or as electromagnetic radiation.
Acknowledgements

The exceedingly long author lists of the publications already gave a glimpse, that the work presented in this thesis would not have been possible without the valuable contributions of good colleagues. However, there are more people without their contribution in one way or another this work would not have been possible and my time in Basel not as pleasant.

First of all, I would like to thank my supervisor Martino Poggio for accepting me as a PhD student in his lab. I can not highly enough value the fact that he gave me the chance to pursue this project, despite originally having assigned me to another one. I am grateful not only for the provided freedom to pursue this project, but even more importantly for guidance and moral support whenever necessary. His knowledge of all the bits and pieces in the lab, but even more in understanding the physics behind the data were indispensable to the progression of this thesis.

I thank Joachim Nagel not only for the outstanding teamwork in the lab and the planning of the experiments, but most of all for starting this project together with me in the first place. Without his enthusiasm, LabView wizardry and understanding of nanoSQUIDs this project would have gone nowhere.

I thank Jean-Philippe Ansermet very much for accepting to join my thesis committee and his time spent on this task. I thank Richard Warburton for chairing the defense and putting Basel on my map.

Thanks to Roman Wölbing for taking over the experiments and working together with me during the second half of the project. The perseverance in getting things to run (especially the stubborn SSA) and still not losing the sense of humor was crucial. Thanks to Matthias Kemmler for his contributions in setting up the experiment in the first place and especially the positive thinking that kept us going despite emerging obstacles. For supporting the project and providing scientific input I am grateful to Dieter Kölle and Reinhold Kleiner.

I am grateful to Anna Fontcuberta i Morral, Dirk Grundler and Daniel Rüffer who did not only provide the samples, fundamental to this thesis, but also deep insight into the related science and literature.

For fabrication and supply of the nanoSQUIDs I am thankful to the Fachbereich 2.4 "Quantenelektronik" of the Physikalisch-Technische Bundesanstalt.

XAS measurements were possible due to Armin Kleibert, organizing the beam-time without complication.

A big thank you to all the members of the group, past and present, for creating such a fantastic atmosphere in and out of the lab. In chronological order that is Phani Peddibhotla, Michele Montinaro, Dennis Weber, Fei Xue, Hari Shankar Solanki, Ben Herzog, Andrea Mehlin, Davide Cadeddu, Floris Braakman, Denis Vasyukov, Marcus Wyss, Nicola Rossi, Kavian Davallou, Boris Groß and Panagiotis Fountas. Thank you very much for the amazing time!

I am indebted to Fei Xue for teaching me basically everything I know about handling delicate tasks in the lab like cantilever preparation. Also his support in getting the experiments running is highly valued.
Thank you Dennis, among other things, for the joint work on magnetometry and especially your teaching on how to handle the SEM and FIB. The proof reading not only improved the content, but especially made the thesis look less crude.

Most probably, none of the results in this thesis would have been possible without the department’s workshops. I thank Sascha Martin and the machine shop for their rapid and precise manufacturing, Dominik Sifrig for always providing liquid helium also out of schedule and Michael Steinacher and the electronics workshop for their support.

For paying my salary, travel expenses, etc. I acknowledge the Kanton Aargau and the Swiss National Science Foundation (SNSF).

During my time as the group’s computer responsible, the support of the department’s IT specialist Beat Glatz greatly helped in resolving all occurring computer problems.

For guidance in finding ways through the administrative jungle, the help of Audrey Fisher, Barbara Kammermann, Astrid Kalt and Claudia Wirth is highly appreciated.

For enriching my life in general and distraction from physics I could always rely on dear friends and five familial generations.

Having reached the formal end of my physics education I would like to go back to where it all started and take the chance to thank the members of the ABC–Wg, Cornelius and Benjamin, for the smooth start into the physics studies and the unique time we spent together.

I would like to express my heartfelt gratitude to my parents, who unconditionally supported me throughout my life and made it possible that I could make my way until here. Vielen Dank!

Thank you Constanze for always being there.
Curriculum Vitae

Arne Buchter
Department of Physics
University of Basel
Klingelbergstrasse 82
4056 Basel
Switzerland

Birth: October 19th 1984 in Reutlingen, Germany
Citizenship: German

Education

2015  PhD (Dr. phil.) in Experimental Physics
      University of Basel, Switzerland

2011  Diplom (Dipl.-Phys.) in Physics
      Julius-Maximilians Universität, Würzburg, Germany

2009  MPhys in Optoelectronics and Lasers
      Heriot-Watt University, Edinburgh, United Kingdom

2004  Abitur
      Friedrich-List-Gymnasium, Reutlingen, Germany
List of Publications

(*) Publication covered in this thesis

1. H. Bentmann, A. Buchter, F. Reinert,
   *Interplay of electronic structure and atomic ordering on surfaces: Momentum-resolved measurements of Cs atoms adsorbed on a Ag(111) substrate*,

   *Cantilever magnetometry of individual Ni nanotubes*,
   Nano Lett. 12, 6139 (2012)

   *Reversal mechanism of an individual Ni nanotube simultaneously studied by torque and SQUID magnetometry*,

   *Nanoscale multifunctional sensor formed by a Ni nanotube and a scanning Nb nanoSQUID*,

5. L. El-Kareh, G. Bihlmayer, A. Buchter, H. Bentmann, S. Blügel, F. Reinert and M. Bode,
   *A combined experimental and theoretical study of Rashba-split surface states on the (sqrt(3) x sqrt(3)) Pb/Ag(111) surface*,

   *Magnetization reversal of an individual exchange biased permalloy nanotube*,

   *Dynamic cantilever magnetometry of individual CoFeB nanotubes*,
   arXiv:1512.00621

   "Magnetization reversal nucleating at the end of a CoFeB nanotube detected with SQUID and torque magnetometry",
   in preparation