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Abstract

The advent of next generation sequencing (NGS) technologies has revolutionized the field of molecular biology by providing a wealth of sequence data. "Transcriptomics", which aims to identify and annotate the complete set of RNA molecules transcribed from a genome, is one of the main applications of these high-throughput methods. Special attention has been paid in determining the exact position of the 5’ ends of RNA transcripts, the transcription start sites (TSSs), and subsequently in identifying the regulatory motifs that are ultimately responsible for governing gene expression. Recently, a novel experimental approach termed dRNA-seq has emerged which enables TSS identification in prokaryotic genomes at a genome-wide scale. While the experimental procedure has reached a point of maturity, the computational downstream analysis of dRNA-seq data is still in its infancy. Analysis of dRNA-seq data was previously done manually, a tedious task that is prone to errors and biases. In order to automate this process we developed a computational tool for accurate and systematic analysis of dRNA-seq data to identify the TSSs genome-wide. In particular, we used a Bayesian framework for TSS calling and a Hidden Markov Model to infer the canonical motifs in the promoter regions of TSSs in order to further capture TSSs that show low evidence of expression. In a second contribution, we exploited the power of next generation sequencing to identify and characterize the expression and processing mechanisms of snoRNAs. SnoRNAs are a particular class of non-protein coding RNAs whose main function is post-transcriptional modification of other non-protein coding RNAs. SnoRNAs carry out their function as part of ribonucleoprotein complexes (RNPs). In order to gain insights into these protein-RNA interactions, we used a technique called PAR-CLIP (Photoactivatable-Ribonucleoside-Enhanced Crosslinking and Immunoprecipitation) that allows the identification of protein-RNA contacts at nucleotide resolution. Using PAR-CLIP data, we were able to demonstrate that snoRNAs undergo precise processing and that many loci in the human genome generate snoRNA-like transcripts whose evolutionary conservation and expression are considerably lower than currently catalogued snoRNAs. Finally, we set out to use small RNA-seq data from the ENCODE project to construct a comprehensive catalog of genomic loci that give rise to snoRNAs. In addition we expanded the current catalog of human snoRNAs and studied the plasticity of snoRNA expression across different cell types. Our analysis confirmed prior observations that several snoRNAs show cell type specific expression, mainly in neurons. A more striking observation was that snoRNA expression appears to be strongly dysregulated in cancers which could lead to the identification of novel biomarkers.
Zusammenfassung

# Contents

Acknowledgements i  
Abstract (English/Deutsch) iii  

1 Introduction 1  
1.1 Thesis Outline ................................................................. 2  
1.2 High Throughput Sequencing .............................................. 2  
  1.2.1 Next Generation Sequencing as an Essential Tool in Molecular Biology Today ................................................................. 2  
  1.2.2 Applications of NGS technology .......................................... 3  
  1.2.3 NGS platforms ............................................................... 3  
  1.2.4 Analyzing NGS data ....................................................... 4  
1.3 The general framework of identifying transcriptional start sites ............ 5  
  1.3.1 dRNA-seq (differential RNA sequencing) .................................. 5  
  1.3.2 dRNA-seq data analysis ................................................... 6  
  1.3.3 Basics of Bayesian analysis .............................................. 7  
  1.3.4 Hidden Markov Models .................................................... 8  
1.4 Genome-wide identification of non-coding RNAs and their interaction partners 10  
  1.4.1 Non-coding RNAs ........................................................ 10  
  1.4.2 The ENCODE project ................................................... 10  
  1.4.3 CLIP-based methods unravel protein-RNA interactions ............... 11  

2 TSSer: A Computational tool to analyze dRNA-seq data 13  

3 Insights into snoRNA biogenesis and processing 29  

4 An updated human snoRNAome 45  

5 Discussion 71  

Appendices 75  

A Supplementary material of Chapter 4 77  

Bibliography 104  

vii
1 Introduction
Chapter 1. Introduction

1.1 Thesis Outline

In the first chapter a brief and general introduction is given for the basic concepts behind the work presented in individual chapters. We thus describe the NGS technology, its history and applications. We also compare different platforms and discuss the downstream data analysis steps. In the next part we elucidate concepts that we use in Chapter 2 such as dRNA-seq protocol, Bayesian models and Hidden Markov Models. We conclude the introduction with a discussion of the methods that are used to map RNA-protein interactions such as the non-coding RNAs, the PAR-CLIP method, and the ENCODE project. Chapter 2 is the published paper where we have described our computational tool called “TSSer” which is designed to identify transcription start sites in prokaryotic genomes based on dRNA-seq data. Chapter 3 is the published paper in which we used the PAR-CLIP method to gain insights into snoRNAs biogenesis and processing. Chapter 4 is the draft of a manuscript in which we describe how we used the ENCODE data to expand the catalog of human snoRNAs and understand the plasticity of their expression across different cell types. The manuscript will be submitted shortly. In Chapter 5 we conclude our work and discuss the future directions.

1.2 High Throughput Sequencing

1.2.1 Next Generation Sequencing as an Essential Tool in Molecular Biology Today

In the realm of molecular biology “sequence” is defined as the exact order in which nucleotide bases appear in a DNA or RNA molecule or amino acids in a polypeptide. The order of nucleotides in a DNA molecule carries necessary information which serves as a prints for synthesis of proteins which are the fundamental components of all living cells and are responsible for diverse range of functions in the cell. Hence determining the order of bases in a DNA or RNA molecule is a crucial step towards understanding molecular functions. Furthermore identifying the sequence of DNA or RNA molecules to which specific DNA and RNA binding proteins bind enables us to understand molecular interactions and their consequences within cells. Novel sequencing technologies enabled the sequencing of enormous amounts of DNA or RNA molecules providing an unprecedented opportunity to study the genomes of a vast number of species at a level of detail that has not been matched in terms of costs and efficiency by any technique before. A big boost in the development of sequencing technologies came after the initial assembly of the human genome in 2001 [89, 157] . Sanger sequencing was the sequencing choice at the time of this huge project (International Human Genome Sequencing). Subsequently, the demand for a high-throughput, fast and low cost sequencing technology rapidly increased. Sanger sequencing is considered as the first-generation technology while the high-throughput sequencing technologies which emerged afterwards and were order of magnitudes faster and cheaper compared to Sanger sequencing are referred to as “second-generation” or “next-generation sequencing” (NGS) [87, 139] . NGS allows sequencing to be done in parallel, allowing to sequence a multitude of DNA / RNA molecules at the same
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The low-cost production of large volumes of sequence data from NGS - currently up to one billion short reads per instrument run - is its main advantage over conventional DNA sequencing methods. This however, is achieved at the price of somewhat lower quality and read length [42, 128, 133]

1.2.2 Applications of NGS technology

High-throughput sequencing provided by NGS revolutionized the field of biology in the past decade by supporting a wide range of applications in molecular biology, evolutionary biology, functional genomics, metagenomics, microbiome research and medicine [118, 13, 126, 114, 159, 1, 41]. As mentioned above, transcriptomics - determining the sequence and abundance of different RNA species such as mRNAs, small and long non-coding RNAs - is one of the major applications of NGS[163]. Prior to NGS methods, measurements of gene expression were obtained with microarrays. The principle behind these was hybridization of DNA derived from cellular RNAs to predefined synthetic array of oligonucleotides. In contrast to microarrays, NGS does not require prior knowledge of the molecules that are to be quantified and there is no need for an organism-specific design. NGS has also improved the sensitivity, accuracy and dynamic range of gene expression analysis studies[129, 40].

An approach for determining the sequence specificity of DNA- and RNA-binding proteins consists in immunoprecipitation (IP) of the protein of interest with specific antibodies followed by the identification of the nucleic acids to which the protein binds. This can also be performed using NGS technology. IP followed by high-throughput sequencing allows the identification of genome-wide binding profiles of DNA-binding proteins (with Chromatin immunoprecipitation or ChIP-seq)[134, 121], genome-wide DNA methylation sites (methyl-seq) and DNase I hypersensitive sites (DNase-seq) [170, 9]. These, in turn, inform about the dynamics and regulation of gene expression. NGS has also been utilized to investigate RNA-protein interactions. Various variant methods have been proposed, that go by the names of CLIP-seq or HITS-CLIP, PAR-CLIP and iCLIP [55, 27, 68]. Other applications of NGS include finding genetic variants via resequencing the targeted regions of interest, de novo assemblies of bacterial genomes with low expenditure and high quality and identifying and classifying the spectrum of species that co-inhabit specific environments via metagenomics studies [123, 115, 33, 50, 82, 109, 112].

1.2.3 NGS platforms

Although available NGS technologies vary in the sequencing biochemistry, the workflow is quite similar and consists of the following steps: library preparation (isolating DNA or RNA molecules followed by random fragmentation of DNA and ligation of adaptors), template amplification (using polymerase chain reaction (PCR)), sequencing and imaging. These are followed by the computational analysis of the image data that leads to base calling and then the genome alignment of the resulting reads. The 454 from Roche, Solexa Genome Analyzer from Illumina and SOLiD from applied Biosystems were among the first NGS platforms that were broadly used in high-throughput studies. These platforms differ in many aspects including
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inherent biases, accuracy, read length, sequencing depth, cost per run, initial infrastructure cost and bioinformatics tools to analyze their output data. These differences lead to each technology being used for specific suites of application. 454 from Roche outperformed initially the other technologies in terms of speed (few hours per run) and read length. Therefore, 454 was primarily used in applications where read length was the determining factor such as metagenomics or de novo genome assembly. SOLiD had the highest accuracy, with applications in genome sequencing, transcriptomics research and targeted sequencing. The Illumina technology offered the cheapest sequencing method and the highest throughput. It has the capacity to handle sequencing of multiple libraries in a single instrument run using multiplexing technique and it is very versatile. It is used for a wide range of applications from the sequencing of bacterial DNA for genome assembly in microbiology studies to ChIP-seq in applications involving large genomes. PGM is a newer technology from Ion Torrent. It offers small instrument size as well as low cost, commonly used in identify microbial pathogens and whole genome sequencing of bacterial genomes [101, 6, 42, 107, 139, 2, 116, 119, 108, 115]. With the SMRT (Single Molecule Real-Time Sequencing) technology from Pacific Biosciences the third generation sequencing platforms has arrived. Sequencing in real time and eliminating the PCR amplification step are two major features of SMRT. It also produces much longer reads (average read length is 1300 bp) compared to any second generation method. Eliminating the PCR amplification step leads to lower sample preparation time and reduces biases and artifacts caused by amplification. However, these advantages come at the cost of lower throughput compared to second generation methods as well as relatively high error rates which make the computational analysis considerably more challenging [127, 84]. This method is quite popular in microbiology studies, resequencing, as well as determination of isoforms in complex organisms[132]. NGS is rapidly improving in terms of quality, speed and cost and has become the method of choice in large-scale sequencing studies [123, 115, 33, 50, 82, 109, 112]. A big challenge today is to efficiently store and computa of these enormous volumes of data produced by high-throughput methods. In the next section we briefly talk about general steps that are involved in the analysis of NGS data.

1.2.4 Analyzing NGS data

Because NGS technologies are diverse and evolving rapidly, the bioinformatic analysis of the resulting data, including base-calling, sequence quality assessment, alignment of reads to a reference genome and de novo assembly evolves accordingly and it is therefore challenging. Base-calling is the process of inferring the individual nucleobases (A,C,G,T) from fluorescence intensity signals, yielding the actual sequences. There are variety of base-calling programs which mostly differ in their statistical framework and the way they report quality scores for the reads. The common way to report uncertainty of each base is using “Phred score” which is proportional to the negative of the log probability that the base call is erroneous. A comparison of common base-calling algorithms can be found in recent reviews [92, 138]. Sequence quality assessment methods are relevant not only for the basic analysis of the sequenced reads but also for identifying single nucleotide polymorphisms (SNPs). A main bioinformatic challenge
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in dealing with NGS data is alignment (or mapping) of the reads to a reference genome. Although tools like BLAST and BLAT have been used for a relatively long time, they do not scale to the size of the data sets that come out of deep sequencing studies [113, 77, 4]. Thus, a new series of alignment tools have been developed recently. They differ in terms of speed, space and memory usage, the way they handle insertions/deletions and in the capacity to perform spliced alignment. The most widely used programs for the alignment of short reads to the genome are Bowtie [91, 90], BWA citeLi2009-ve,Lam2009-ys, segemehl [65] and STAR [34]. However, many other alignment programs are available such as SOAP [96, 100], GMAP and GSNAP [172, 171], Bfast [66], subread[97], CUSHAW [101], GEM [106, 46],ZOOM [99], GNUMAP [23], Maq [93], and Top Hat [152]. The accuracy, speed and general performance of these programs has been assessed recently [94, 130, 135, 47, 48]. Depending on the nature of the data, different types of analyses are performed following the mapping step. Normalization is a necessary step, while differential gene expression analysis or peak calling are specific to individual applications.

1.3 The general framework of identifying transcriptional start sites

1.3.1 dRNA-seq (differential RNA sequencing)

One of the main challenges in transcriptomics was to determine the exact locus on the genome where transcription initiates. Genome-wide studies of transcription start sites (TSS) were initially carried out in eukaryotes using a method known as cap analysis gene expression (CAGE) [58, 88, 30, 141]. Because prokaryotic RNAs lack a 5’ cap structure, feature which is exploited in CAGE, the capture of TSSs in prokaryotes required the development of another technique, which came in the form of differential RNA sequencing (dRNA-seq). Limited-scope methods that have been used previously to identify TSSs of individual genes were 5’ rapid amplification of clone ends (RACE), primer extension and S1 protection [14, 151, 12, 7, 160]. Here we briefly introduce the dRNA-seq method and its application in microbial transcriptomics studies. General-purpose RNA-seq approaches can not distinguish between primary transcripts (RNAs with triphosphate at their 5’ ends) and processed fragments (RNAs with monophosphate or hydroxyl group at their 5’ ends). Thus, to obtain bacterial TSSs, the 5’ end of transcripts that carry triphosphates needed to be captured [24]. The RNA-seq approach specifically depletes processed fragments, thereby enriching primary transcripts. Upon treatment of the sample with a 5’ phosphate-dependent exonuclease (TEX), an enzyme that specifically degrades transcripts having a 5’ monophosphate, processed fragments as well as the vast majority of ribosomal RNAs (rRNA) and transfer RNAs (tRNAs) that have monophosphates at their 5’ ends, are specifically degraded [137].

The new approach is called dRNA-seq (differential RNA-sequencing) and is based on comparing two cDNA libraries obtained from TEX-treated and untreated samples. The RNA obtained from bacterial cells maintained in a specific condition is divided into two parts: one half is treated with TEX enzyme which specifically degrades 5’ monophosphate (denoted as 5’P) RNAs and the other half is left untreated, leading to the capture of both 5’ triphosphate (de-
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Figure 1.1 – Schematic view of dRNA-seq protocol

noted as 5’PPP) and 5’p RNAs. Then tobacco acid pyrophosphatase (TAP) is used to convert 5’PPP ends into 5’P to allow the ligation of RNA linkers. A poly(A) tail is then added to the RNA, the cDNA is then synthesized, amplified using PCR and is sequenced with high-throughput methods.

dRNA-seq was used for the time to determine the primary transcriptome of the gastric pathogen Helicobacter pylori in 2010 [136]. Since then, the dRNA-seq approach was utilized for transcriptome analysis of several organisms including several bacterial and a couple of archaean species [150, 117, 85, 175, 131, 158, 168, 161, 173, 35]. dRNA-seq enables identification of TSSs at single nucleotide resolution on a genome-wide scale and its application demonstrated that many small RNAs coding for short peptides, small non-coding RNAs and antisense transcription near TSS site [142, 136, 67, 26] are transcribed in bacteria. Identifying the exact position of TSSs is also an essential step towards investigating gene regulatory networks because it allows the focused search for transcription regulatory motifs which are present in promoter region. Accurate TSS mapping further enables the study of of 5’ untranslated regions (5’UTR), which are important for translation regulation in bacteria [144]. 5’UTRs usually carry a ribosome binding site (RBS) - known as the Shine-Dalgarno (SD) sequence (AGGAGG) which is generally located around 8 bases upstream of the start codon - where the ribosome binds to initiate protein synthesis from mRNA [105, 19]. Genes that are leaderless and are translated via different mechanisms are also known [16, 25].

Illumina, 454 and SOLID sequencing have all been used to map bacterial TSSs genome-wide, though Illumina is the most popular platform [2, 42, 108, 124, 156]. For TSS identification and gene expression analysis the sequencing depth is the determining factor.

1.3.2  dRNA-seq data analysis

TSS annotation based on dRNA-seq data used to be a tedious task starting from visualizing the read profiles in a genome browser followed by manual inspection to look for any enrichment pattern of the expressed reads in TEX + (TEX treated) versus TEX - (untreated) samples. This procedure is not only laborious but also prone to errors, and thus not practical for the analysis of multiple samples and large data sets. An automated method to analyze dRNA-seq data was therefore in demand among experimental microbiologists. To fill this gap we have developed
the “TSSer” tool which enables identification of TSSs genome-wide in prokaryotic organisms systematically and in a precise way [72]. In Chapter 2 we describe our model in detail. TSSer turns out to be one of the automated methods for dRNA-seq data analysis that have been developed in the past couple of years. Other computational tools for dRNA-seq data analysis were developed more or less at the same time as TSSer [5, 35, 62]. These methods use statistical functions (e.g. Poisson distribution) to model the expression profile of reads in a defined window length [5] or considering multiple genome alignment of different strains combined with a simple peak calling strategy (lacking a statistical model) [35, 62]. Multiple genome alignment of different strains is not directly related to TSS identification based on dRNA-seq data and in fact can be used as a separate source of information to be used in conjunction with any TSS finding tool for the determination of TSSs. A rigorous benchmarking of these methods is a difficult task as an exact definition of a real TSS is not in hand. For TSSs which are highly expressed and show clear enrichment almost all these methods can capture them easily but the difference arises for TSSs which exhibit low expression and are not significantly enriched. To overcome this problem TSSer models the underlying distribution of read counts in a Bayesian framework in order to subsequently calculate the enrichment in a probabilistic manner. The HMM trained over bona fide TSSs also helps to recover majority of TSSs which are missed in the first round due to exhibiting low expression evidence. In Chapter 2 we have shown that TSSer achieves high consistency in TSS identification compared to manual approach and it can also detect as many TSSs which could not be captured by manual inspection of read profiles. All these methods are based on some user-defined cut-offs on their parameters and still need supervision to some extent but they facilitate TSS calling to a great extent compared to manual annotation.

1.3.3 Basics of Bayesian analysis

In TSSer we use notions of Bayesian probability theory, and we therefore give a brief introduction to these notions here. In what is called orthodox or frequentist statistics, one aims to zoom on to the correct model of the data by testing various possible models. These are denoted as “hypotheses” \( H \) and the data is denoted by \( D \). To evaluate the model usually a quantity called p-value is calculated which is basically the probability of obtaining a result at least as extreme as the one that is actually observed, assuming that the “null hypothesis” (also known as counter-hypothesis) is true. If the p-value is lower than a given significance level (e.g. \( P(D|H_{null}) < 0.05 \)) then the null hypothesis is rejected and the alternative hypothesis is accepted. The most important point about p-value calculation or more generally the orthodox paradigm is that, p-value does not give us the probability of hypothesis or in other words \( P(D|H) \neq P(H|D) \). In contrast, the Bayesian approach allows one to assign probabilities to hypotheses, empowers one to treat the model parameters as random variables and allows to infer the posterior probability of a model based on a given data i.e. calculating \( P(H|D) \):

\[
P(H|D) = \frac{P(H)P(D|H)}{\sum_H P(H)P(D|H)}
\]
where \( P(H|D) \) is called the “posterior probability” of the model given the data. \( P(D|H) = L(H) \) is the likelihood function or probability of the data given the model and \( P(H) \) is the prior probability of the model before seeing the data which is usually assumed to be uninformative in case we know nothing about the model ab initio. The denominator is called marginal likelihood and is actually a normalizing factor for the density of posterior probability. The density of posterior probability is proportional to the likelihood times the prior [70].

In the Bayesian approach the probability of a model can be precisely calculated by integrating (or summing in case of dealing with discrete variables) over all possible values of parameters. Bayesian probability provides a framework for model selection - by simply calculating the probability of each model given the data - and parameter estimation - choosing the parameters set which maximizes the probability of the data - in a logical way. In chapter 2 we have used the Bayesian analysis to infer the posterior probability distribution of 5’ ends of transcripts based on the observed counts and consequently we used this posterior probability to calculate the enrichment of 5’ ends in dRNA-seq data.

1.3.4 Hidden Markov Models

A Hidden Markov Model (HMM) is a general probabilistic model to assign probability distributions to a sequence of observations [49]. HMM is a commonly used tool for modeling DNA and proteins sequences In the field of computational biology [36]. HMM is composed of two main components, a set of states and a set of symbols that are emitted from each state. HMM is in principle a sequence generator, it emits symbols as it passes through its states. Transitions from one state to another are associated with defined transition probabilities and in each state of HMM one symbol is emitted based on the defined emission probabilities for that state. It is called a “Markov model” because the sequence of underlying states have the “Markovian property” i.e. the next state is determined merely based on the current state and is not dependent on previous states that the HMM has passed through. It is called “Hidden” because usually the underlying sequence of states is not known and has to be inferred from the observed sequence of emitted symbols. In modeling sequence data, the emission probabilities simply define the base composition that we expect to see in that state. For example if we would like to model a state corresponding to an “A/T” rich region then the symbols “A” and “T” are emitted with higher probabilities compared to symbols “C” and “G”. A schematic view of a HMM which can distinguish between A/T rich and C/G rich regions in a sequence is illustrated in Figure 2.

The probability of a sequence given the model is calculated by multiplying all emission and transition probabilities along the path which has generated that sequence (as this product is usually a small number, it is common to work with the logarithm of this product). If a sequence can be produced from alternative paths then the sum of probabilities over these paths gives one the probability of observing the sequence. To calculated this sum, algorithms known as “Forward and Backward” have been developed which enable efficient calculation of this sum using dynamic programming techniques. If we are interested to infer the most probable state path which generates the observed sequence we can use another dynamic
programming-based algorithm called “Viterbi” [29]. There is another algorithm known as “posterior decoding” which finds the most probable state from which a given symbol in the sequence is emitted. Posterior decoding is based on a mixture of Forward and Backward algorithms. Another interesting problem regarding HMM is to estimate the parameters of the model based on a set of observed sequences. This can be achieved by using expectation maximization algorithms [31]. These algorithms usually start with some initial parameter set and then calculate the probability of the model based on the observed sequences (calculating likelihood). Then they update the parameters and keep on repeating these two steps until converging the likelihood values. These algorithms are discussed in detail in [36].

An application of Hidden Markov Models in computational biology first introduced in late 1980 for analysis of DNA sequences [22] and later for prediction of protein structures [146, 165]. Since then Hidden Markov Models have been used in different areas of bioinformatics such as sequence alignment [86, 10, 38, 143, 103], protein structural modeling and homology detection [37, 75, 76] and gene finding [15, 11, 83, 3]. In summary HMM has proved itself as a powerful tool to analyse the sequence data in the field of molecular biology.

In Chapter 2 we have designed a Hidden Markov Model to detect promoter regions in bacterial genomes. HMM states are corresponding to the consensus elements of bacterial promoters such as -35 and -10 motifs, spacer and discriminator regions [57]. The model was trained over a set of bona fide promoters and then the trained model (fitted transition probabilities and emission probabilities) was used to predict the putative promoter regions in the bacterial genome and assigning probability values to each putative promoter site in the genome. This model proved to be efficient in identifying the promoters which show low expression evidence due to condition specificity of their expression or do not exhibit sufficient enrichment due to inefficiency of the dRNA-seq experiment.
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1.4 Genome-wide identification of non-coding RNAs and their interaction partners

1.4.1 Non-coding RNAs

Non-coding RNAs (ncRNAs) form a heterogeneous class of RNA molecules that do not encode information for protein production. Thus, they are not translated into proteins, but rather perform other cellular functions, being involved in a variety of processes including transcription, chromatin remodeling, RNA splicing and editing and translation[39, 21, 111]. Dysregulated expression of non-coding RNAs has been observed in several diseases including cancer [95, 147], Alzheimer’s disease [45] and Prader–Willi syndrome [17] [74]. Highly abundant RNAs that are involved in translation and protein synthesis such as transfer RNAs (tRNAs) and ribosomal RNAs (rRNAs) constitute a big fraction of the total expressed non-coding RNAs. Other important sub-groups of non-coding RNAs are the microRNAs (miRNAs) [59], the Piwi protein-interacting RNAs (piRNAs) [162, 164] and small interfering RNA (siRNAs) [43], that are involved in gene regulation, long non-coding RNAs (lncRNAs) [79], long intergenic non-coding RNAs (lincRNAs) [102], and antisense RNAs (asRNAs) [122]. Some non-coding RNAs guide the post-transcriptional modification of other RNA species. These include the small nuclear RNAs (snRNAs) that are involved in pre-mRNA splicing [154], the small nucleolar RNAs that primarily guide methylation and pseudo-uridylation of ribosomal RNAs (snoRNAs) [81], the small Cajal body specific RNA (scaRNA) [28] and telomerase RNA component (TERC) [149]. Most ncRNAs exert their function within RNA-protein complexes (ribonucleoprotein or RNP) such as ribosomal RNAs in the ribosome, snoRNAs in the snoRNPs, miRNAs in RNA-induced silencing complex, snRNAs in snRNPs and telomerase RNAs in telomerase. The different classes of non-coding RNAs and their corresponding functions have been surveyed in a recent review [18]. Non-coding RNAs also appear to be good biomarkers for diseases and cell differentiation states [104, 166, 20]. Therefore the expression profiling of non-coding RNAs is a crucial step towards understanding their regulatory functions. High-throughput sequencing technologies have also contributed to an improved understanding of the biogenesis and functions of non-coding RNAs in the recent years. Part of the work that was carried out for this thesis has focused on the snoRNA subset of non-coding RNAs. In Chapter 4 we describe our analysis of the large data set generated by the ENCODE project towards the discovery, characterization and expression profiling of snoRNAs.

1.4.2 The ENCODE project

The ENCODE project (ENCylopedia of DNA elements) was launched by National Human Genome Research Institute (NHGRI) to harness the power of next generation sequencing methods towards characterization of all functional elements in the human genome[148]. A large international consortium of scientists from around the globe applied state of the art experimental and computational approaches to build a comprehensive catalog of functional elements that are encoded in human genome including protein-coding and non-coding
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genes, transcriptional regulatory regions (promoters, enhancers, silencers), along with their
associated chromatin states and DNA methylation patterns [44, 148]. A future aim of the
ENCODE project is to provide accurate annotations of transcription start sites, introns and
exon boundaries, and 3’ polyadenylation sites, thereby expanding our understanding of RNA
processing and alternative splicing. ENCODE generated high-throughput data for a range of
normal and malignant cell types, as well as for different subcellular compartments such as
nucleus or cytosol. From each subcellular compartment, both long (> 200) and short (<200)
RNAs were sequenced. This data set thereby provided the opportunity to identify various
types of non-coding RNAs such as miRNAs and snoRNAs.[148]. UCSC ENCODE genome
browser and the ENSEMBL browser made the annotation of functional elements discovered
by ENCODE project available to the general scientific community.

1.4.3 CLIP-based methods unravel protein-RNA interactions

Identifying the interactions of proteins with DNA or RNA molecules is essential for our un-
derstanding of the networks which govern gene expression in individual cell types. The
high-throughput experimental methods that have been developed to capture the DNA or
RNA targets of individual proteins of interest are based on crosslinking the proteins to DNA
using UV light and then immunoprecipitating the protein (together with its bound target
sequences) with a specific antibody (Immunoprecipitation or “IP”). NGS technologies pro-
vided the necessary throughput to explore DNA/RNA-protein interactions at a genome-wide
scale. ChIP-seq (Chromatin immunoprecipitation followed by high-throughput sequencing)
was one of the first applications that used the above-mentioned principles [155, 73]. After
successful application of this method in genome-wide studies mainly to find the binding sites
of transcription factors (TFs) - the main class of regulators of gene expression on transcription
level - scientists set out to apply this method to characterize binding specificity of various
RNA-binding proteins. This led to the so-called “CLIP” (cross-linking immunoprecipitation)
methods [71, 27]. CLIP-based protocols such as HITS-CLIP (High-throughput sequencing of
RNA isolated by crosslinking immunoprecipitation), iCLIP (individual-nucleotide resolution
Cross-Linking and ImmunoPrecipitation) and PAR-CLIP (Photoactivatable-Ribonucleoside-
Enhanced Crosslinking ImmunoPrecipitation) are used for genome-wide identification of
the target sites of a particular protein on RNA molecules [174, 27, 98, 145, 68, 54]. These
methods can also be applied to identify the target RNAs whose interaction with a specific
protein is guided by other non-coding RNAs. For instance, PAR-CLIP was applied successfully
to identify the target sites of miRNA as well as snoRNAs by crosslinking of Argonaute complex
and snoRNP core proteins, respectively [54, 55, 56, 80]. CLIP-based methods are making a
great impact on our knowledge of post-transcriptional regulation, revealing for example, how
vast the RNA-mediated interaction networks are [8]. In Chapter 3 we describe how we have
utilized the PAR-CLIP method to immunoprecipitate the core proteins of snoRNP complexes
as well as the Argonaute protein in order to investigate snoRNA processing [80]
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ABSTRACT

Motivation: Accurate identification of transcription start sites (TSSs) is an essential step in the analysis of transcription regulatory networks. In higher eukaryotes, the capped analysis of gene expression technology enabled comprehensive annotation of TSSs in genomes such as those of mice and humans. In bacteria, an equivalent approach, termed differential RNA sequencing (dRNA-seq), has recently been proposed, but the application of this approach to a large number of genomes is hindered by the paucity of computational analysis methods. With few exceptions, when the method has been used, annotation of TSSs has been largely done manually.

Results: In this work, we present a computational method called ‘TSSer’ that enables the automatic inference of TSSs from dRNA-seq data. The method rests on a probabilistic framework for identifying both genomic positions that are preferentially enriched in the dRNA-seq data as well as preferentially captured relative to neighboring genomic regions. Evaluating our approach for TSS calling on several publicly available datasets, we find that TSSer achieves high consistency with the curated lists of annotated TSSs, but identifies many additional TSSs. Therefore, TSSer can accelerate genome-wide characterization of bacterial transcription regulatory networks.

Availability: TSSer is freely available under GPL license at http://www.clipz.unibas.ch/TSSer/index.php.

Supplementary information: Supplementary data are available at Bioinformatics online.
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1 INTRODUCTION

Identification of transcription start sites (TSSs) is a key step in the study of transcription regulatory networks. It enables identification of promoter regions, and thereby the focused search for binding sites of transcription factors. Although for species such as mouse and human, methods to capture TSSs have been developed >10 years ago (Shiraki et al., 2003), owing to differences in messenger RNA (mRNA) processing, these methods cannot be applied to bacteria. Recently, however, a method for genome-wide identification of bacterial TSSs has been proposed (Sharma et al., 2010). The method, called differential RNA sequencing (dRNA-seq), uses the 5’ mono-phosphate-dependent terminator exonuclease (TEX) that specifically degrades 5’ mono-phosphorylated RNA species such as processed RNA, mature ribosomal RNAs and transfer RNAs, whereas primary mRNA transcripts that carry a 5’ triphosphate remain intact. This approach results in an enrichment of primary transcripts, allowing TSSs to be identified by comparison of the TEX-treated samples to control untreated ones. As an automated computational method to identify TSSs based on dRNA-seq data has not been available, TSS annotation based on dRNA-seq data required substantial effort on the part of the curators. The aim of our work was to develop an automated analysis method to support future analyses of dRNA-seq data. We here introduce a rigorous computational method that enables identification of a large proportion of bona fide TSSs with relative ease. The method is based on quantifying 5’ enrichment of TSSs and also the significance of their expression relative to nearby putative TSSs. Benchmarking our method on several recently published datasets, we find that the identified TSSs are in good agreement with those annotated manually, and that a relatively large number of additional TSSs that also have the expected transcription regulatory signals are identified. TSSer is freely available at http://www.clipz.unibas.ch/TSSer/index.php.

2 APPROACH

The input to TSSer is dRNA-seq data, consisting of one or more pairs of TSS-enriched (TEX-treated) and TSS-not-enriched samples. There are two main criteria that we use to define TSSs: the first criterion stems from the obvious expectation that TSSs are enriched in the TEX-treated compared with the TEX-untreated samples (Sharma et al., 2010). To quantify the enrichment, we explored two methods. In one approach we calculated, for each genomic position, a ‘z-score’ of the observed number of reads in the TEX-treated sample compared with the number of reads in the TEX-untreated sample. The second method aims to take advantage of the information from multiple replicates: we use a Bayesian framework to quantify the probability that a genomic position is overrepresented across a number of TEX-treated samples. The second main criterion that we use to pinpoint reliable TSSs rests on the observation that in bacteria, the majority of genes have a single TSS (Cho et al., 2009). Thus, we expect that in a specific sample, for each transcribed gene, there will typically be one main TSS, as opposed to multiple TSSs in relatively close vicinity. In other words, bona fide TSSs should exhibit a ‘local enrichment’ in reads compared with neighboring genomic positions. We will now describe the computation of different measures of TSS enrichment.
3 METHODS

3.1 Quantifying 5′ enrichment in a TEX-treated compared with a TEX-untreated sample

In preparing the dRNA-seq sample, one captures mRNAs from bacterial cells and sequences their 5′-ends. The capture of the mRNAs could be viewed as a sampling process that gives rise to hypergeometrically distributed counts of reads from individual positions in the genome. However, given that the number of reads originating at a given genomic position is small relative to the total number of obtained reads, we can approximate the hypergeometric distribution by a binomial distribution. That is, if the total number of reads in the sample is \( N \), and the fraction \( f \) of these corresponds to a given TSS of interest, then the probability to observe the TSS represented by \( n \) of the \( N \) reads in the sample follows a binomial distribution:

\[
P(\{n\} | N) = \binom{N}{n} p^n (1 - p)^{N-n}
\]

Letting \( f_x \) and \( f_0 \) denote the frequency of reads derived from a given genomic position in the TEX-treated (TSS-enriched) and TEX-untreated (non-enriched) samples, respectively, what we would like to determine is the enrichment defined as follows:

\[
P(f_x > f_0 | N, N_x, \ldots, N_0) = P(f_x > f_0 | N)
\]

We do not know the underlying frequencies \( f_x \) and \( f_0 \). Rather, we approximate the probability of enrichment based on observed counts as explained in the Supplementary Material. With \( s \) being the observed frequency of reads derived from a given position (i.e. \( s_x = \frac{f_x}{N_x} \) and \( s_0 = \frac{f_0}{N_0} \) for the TEX-enriched and not enriched samples, respectively), the probability that a genomic position has a higher expression in the TEX-treated compared with the untreated sample is given by the following equation:

\[
P(f_x > f_0 | N_x, \ldots, N_0) = \frac{s_x - s_0}{\sqrt{s_x(1-s_x)/N_x + s_0(1-s_0)/N_0}}
\]

where \( \phi \) is the cumulative of Gaussian distribution (error function).

In case of having multiple paired samples, the average value of \( \phi(x) \) for a given genomic position would quantify the 5′ enrichment probability.

We call this measure ‘\( z \)-score’. Alternatively, when we have replicates of paired (TEX-treated and untreated) samples, we can calculate the enrichment \( z_i \) for each pair separately:

\[
z_i = \frac{f_x - f_0}{\sqrt{\sigma_x^2 + \sigma_0^2}}
\]

Assuming that \( z_i \) follows a normal distribution with mean \( \mu \) and variance \( \sigma^2 \), we can calculate the probability that a TSS is enriched across a panel of \( k \) replicate paired samples:

\[
P(\mu > 1 | \sigma, k) = \int_{1}^\infty \frac{1}{\sqrt{2\pi\alpha\sigma^2}} e^{-\frac{1}{2\alpha(\sigma^2/k)}} dx
\]

where \( \lambda = (\lambda_1, \lambda_2, \ldots, \lambda_k) \) and \( \mu_2 \) and \( \sigma_2 \) are mean and variance of \( \lambda_i \) respectively, and \( k \) is the number of replicates (details of the derivation are given in the Supplementary Material).

3.2 Quantifying local enrichment

To quantify the local enrichment of a putative TSS, we examine the frequencies of sequenced reads in a region of length \( 2l \) centered on the putative TSS (\( i - l, i + l \)). That is, we define the local enrichment \( L \) as follows:

\[
L = \frac{\sum_{i=x}^{i+y} n_{x,i} + n_{y,i}}{\sum_{i=x}^{i+y} n_{x,i}}
\]

where \( n_{x,i} \) is number of reads derived from position \( i \) in the TEX-treated sample. The value of \( L \) would be 1 for the position with maximum expression in the interval, corresponding to a perfect local enrichment.

When replicates are available, we compute the average local enrichment over these samples. We chose \( l \) such that it covers typical 5′ UTR lengths and intergenic regions, i.e. 300 nt. This value is of course somewhat arbitrary, but we found that it allows a good selection of TSSs in practice.

3.3 Identification of TSSs

To identify TSSs, we compute these measures based on all available samples. Because we observed that the precision of start sites is not perfect but there are small variations in the position used to initiate transcription, we also apply single linkage clustering to select the representative among closely spaced (up to 10 nt) TSSs. We then select the parameters that give us the maximum number of annotated genes being associated with TSSs, restricting the total number of predicted TSSs to be in within a narrow range, ±50% of the number of annotated genes in the genome.

4 EVALUATION OF THE TSS IDENTIFICATION METHOD

To evaluate our method and verify its accuracy, we applied it to several recently published datasets [Helicobacter pylori, Salmonella enterica serovar Typhimurium (Kroger et al., 2012) and Chlamydia pneumoniae (Albrecht et al., 2009)] for which a mixture of computational analysis and manual curation was used to annotate TSSs. We here present an in-depth analysis of the TSS identification approaches for \( H.pylori \). Similar analyses for the other species are given in the Supplementary Tables S4–S6.

In the \( H.pylori \) genome, our method identified 2366 TSSs. Of these, 1306 (55%) TSSs are in the reference set of 1893 curated TSSs reported by Sharma et al., 2010, which we refer to them as ‘Common’ TSSs. Thus, 69% of the curated sites are included in our TSS list. A number of reasons contributed to our method failing to identify another 31% curated TSSs, which we refer to them as ‘Reference only’.

- In our approach, we only use reads that were at least 18 nt in length and mapped with at most 10% error to the genome. This selection appears to have led to the loss of 187 (32%) of the 587 curated TSSs in the mapping process, before applying the TSSer inference.

- The majority of the curated sites that we did not retrieve appear to have been supported by a small number of reads. Two hundred twenty-six (38%) of the 587 curated TSSs that we did not identify were supported by less than a single read per 100 000 on average and we required that a TSS is supported by at least 1 read (see Fig. 1a).

- Finally, 174 (30%) of the curated TSSs that we did not retrieve did not pass our enrichment criteria (see Fig.1c). Accepting these TSSs as putative TSSs would have to be accompanied by the inclusion of many false positives.

In summary, 70% of the manually curated TSSs that are not in the ‘TSSer’ prediction set were not lost due to TSSer scoring but rather before because they had little evidence of expression, even though we mapped 70.43% of the reads to the genome, compared with 80.86% in the original analysis (Sharma et al., 2010). Only 30% of the TSSs that were in the reference list were not
present in the TSSer list because they did not satisfy our criteria for enrichment in reads. Further investigating the features [enrichment values, distance to start codon (TSS) and presence of transcriptional signals (see Supplementary Material)] of these TSSs that we did not identify, we found that a large proportion are likely to be bona fide TSSs, i.e. false negatives of our method.

On the other hand, we identified an even larger number of TSSs (1060) that were not present in the curated list. We refer to these as ‘TSSer only’. Of these, 198 TSSs correspond to 142 genes that were not present in the reference list. Of the remaining 862 TSSs that are only identified by our method, 287 TSSs are ‘Antisense’ TSSs, 58 TSSs are ‘Orphan’ and 379 TSSs are alternative TSSs for genes that did have at least one annotated TSS in the reference set (the definition of these categories is given in Section 2.3 of Supplementary Material). These TSSs share the properties of TSSs jointly identified by our method and the manual curation (Fig. 1), indicating that they are also bona fide TSSs. To further support the TSSs that were identified by TSSer and were missing in the reference list, we compared these TSSs with the ‘Common’ category and also ‘Reference only’ category in the following aspects:

- Average normalized expression (Fig. 1a): ‘TSSer only’ TSSs have almost the same expression distribution as TSSs in ‘Reference only’ category and both have lower expression compared with the TSSs in the ‘Common’ set. This indicates that TSSs with high expression are equally well identified by the two methods, and that the difference between methods manifests itself at the level of TSSs with low expression.

- TSS to TLS distance: Figure 1b shows that TSSer identifies putative TSSs that are closer, on average, to the translation start, compared with the TSSs that were manually curated. The proportion of internal TSS identified by TSSer is also higher and it remains to be determined what proportion of these represents bona fide transcription initiation starts.

- Enrichment values: Figure 1c shows that TSSs identified by TSSer only have strong 5' and local enrichment, whereas those that are present in the ‘Reference only’ set have low local enrichment. This indicates that these sites are located in neighborhoods that give comparable initiation at spurious sites and thus these sites would be difficult to identify simply based on their expression parameters.

- Strength of transcriptional signals: Figure 1d shows that TSSs identified by TSSer share transcriptional signals such as the 10 box with the other categories of sites. The overall weaker sequence bias may indicate that a larger proportion of ‘TSSer only’ sites are false positives, consistent with the higher proportion of sites that TSSer identified downstream of start codons (Fig. 1a). To further investigate the transcription regulatory signals, we also implemented a hidden Markov model (HMM) that we trained on the ‘Common’ sites to find transcription regulatory motifs. We then applied this model to the sequences from each individual subset (see Supplementary Material for details). The results from the HMM further confirm that a large proportion of the ‘TSSer only’ sites have similar scores to the sites in the other two categories, indicating that TSSer captures a substantial number of bona fide TSSs that were not captured during manual curation.

5 DISCUSSION

Deep sequencing has truly revolutionized molecular biology. It enabled not only the assembly of the genomes of thousands of species, but also annotation of transcribed regions in these genomes and the generation of a variety of maps for DNA-binding factors, non-coding RNAs and RNA-binding factors. High-throughput studies revealed that not only eukaryotic but also
prokaryotic genomes are more complex than initially thought. In particular, bacterial genomes encode relatively large numbers of non-coding RNAs with regulatory functions (Waters and Storz, 2009) and antisense transcripts (Georg and Hess, 2011). Such transcripts are of particular interest because they are frequently produced in response to and contribute to the adaptation to specific stimuli (Repoila and Darfeuille, 2009). The availability of a large number of bacterial genomes further enables identification of regulatory elements through comparative genomics-based approaches (Arnold et al., 2012). However, these methods benefit from accurate annotation of TSSs that enables a focused search for transcription factor binding sites. Although the data supporting TSS identification can be obtained with relative ease (Sharma et al., 2010), the annotation of TSSs has so far been carried out manually, which is tedious and likely leads to an incomplete set of TSSs. Only recently, as our manuscript was in the review process, methods for automated annotation of TSSs based on dRNA-seq data started to emerge (Dugat et al., 2013) (see also http://www.tbi.univie.ac.at/newpapers/pdfs/TBI-p-2013-4.pdf). The method that we propose here is meant to provide a starting point into the process of TSS curation. Because it uses dRNA-Seq data, it is clear that only TSSs from which there is active transcription during the experiment can be annotated. As we have determined in the benchmark against the H. pylori, there remain TSSs for which the expression evidence is poor, yet have the properties of bona fide TSSs. Additional samples, covering conditions in which these TSSs are expected to be expressed are necessary to identify them. Alternatively, they can be brought in during the process of manual curation. Nonetheless, the advantage of an unbiased automated method such as the one we propose here is that it allows the discovery of TSSs that may not be expected or easily evaluated such as those of antisense transcripts, alternative TSSs and TSSs corresponding to novel genes. Furthermore, this method can provide an initial set of high-confidence TSSs that can be used to train more complex models of transcription regulation, which could be used to iteratively identify additional TSSs, that may be supported by a small number of reads. To illustrate this point, we here used an HMM, which we trained on high-confidence TSSs from the 'Common' category, to provide an additional list of putative TSSs that appear to have appropriate transcription regulatory signals but that were not captured with high abundance or enrichment in the experiment (Supplementary Table S8). Thirty-six percent of the TSSs that were only present in the reference annotation are part of this list. More sophisticated versions of this approach could be used toward comprehensive annotation of TSSs in bacterial genomes. Finally, the method can be applied to other systems in which genomic regions give rise to an increased number of transcripts in specific conditions.

6 CONCLUSION

We have proposed an approach for genome-wide identification of TSSs in bacteria, which uses dRNA-Seq data to quantify the 5' and local enrichment in reads at putative TSSs and their corresponding significance. The method is implemented in an automated pipeline, which we applied to several recently published dRNA-Seq datasets. A thorough benchmarking of the TSSs proposed by our method relative to manual curation indicates that the method performs well in identifying known TSSs and is able to further detect novel TSSs that have the expected properties of bona fide TSS. Thus, our method should enable rapid identification of TSSs in bacterial genomes starting from dRNA-Seq data.
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1 Read mapping and count normalization

We used in our study two pairs of cDNA libraries (TEX-untreated/treated) obtained from Helicobacter pylori cells in mid-log phase (ML-/+) or exposed to acid stress (AS-/+). These were the primary samples which were used for the initial annotation of TSSs in the H. pylori genome[1]. We obtained the raw data from the NCBI Short Read Archive (http://www.ncbi.nlm.nih.gov/Traces/sra), accession number SRA010186.

The raw data for Chlamydia and Salmonella can be obtained from the following links:

http://bioinf.gen.tcd.ie/~sathesh/Seqs/

Initial inspection of data sets generated with the dRNA-seq method revealed that a large proportion of sequences had trailing A nucleotides or nucleotides that could not be accurately called. Thus, we included in our processing procedure a 'cleaning step', in which we removed the adaptor sequence as well as trailing polyAs and polyNs (N - nucleotides that could not be accurately called). Because reads with long low complexity regions remained, we decided to map the sequences using the local sequence alignment program BLAST [2]. Then, for the inference of TSSs with TSSer we only considered sequences that had at least 18 nucleotides from the 5' end that were aligned to the genome, with at least 90% identity and at no more than 2 loci. In counting the reads associated with individual genomic loci, we weighted each read with \( \frac{1}{\text{number of loci}} \), thus assuming that the read could have come from any of the loci to which it mapped equally well.
A second observation that we made when initially inspecting the data was that the relative fraction of structural RNAs (i.e. ribosomal RNAs and tRNAs) differs dramatically between samples (see Supplementary Table 1 for the Helicobacter pylori samples [1]), in a way that does not appear to be systematic. The terminator exonuclease degrades RNAs that have a 5’ monophosphate group, but not those that have 5 tri-phosphate or hydroxyl. Structural RNAs such as rRNAs and tRNAs are processed (from polycistronic transcripts in the first case, by RNase P in the second case), have 5’-monophosphates and are therefore substrates of TEX. mRNAs, with 5-triphosphates, are not. We would thus expect then that TEX-treated samples are depleted in structural RNAs compared to the untreated samples, but that is not what we observed. We thus normalize the read counts to the total number of reads that map to regions other than those annotated as structural RNAs. To compare the read counts between samples we calculated the normalized count for each start site (the position to which the 5’ end of a read maps) and whenever we use the term ‘normalized expression’ we mean relative to the total number of reads that do not map to regions annotated as structural RNAs.

2 TSS identification

We used two main criteria to automatically identify TSSs genome-wide. The first was that the putative TSS should have relatively more reads in the TEX-treated sample compared to the untreated one. We call this criterion 5’ enrichment and we quantify it via two different methods, to account for the possibility that the data includes or not replicates. In a first approach we quantify the 5’ enrichment of particular genomic position in the TEX-treated compared to the untreated samples through the ‘z-score’. In the second approach, we compute a probability that a genomic position is enriched across all multiple replicates of pairs of TEX-treated and untreated samples. The second criterion that we used to distinguish bona fide TSSs from background is based on the expectation that a real TSS is represented in a TEX-treated sample at a higher level compared to other genomic positions in relatively close vicinity. We call this criterion ‘local enrichment’. Below we describe the computation of these quantities.

2.1 Computation of the 5’ enrichment

2.1.1 z-score

The distribution of the number of reads associated with a specific TSS, which are derived from the mRNAs that were transcribed from that TSS, should follow a hypergeometric distribution. Because the number of reads associated with a given TSS is very small relative to the total number of reads, we approximate this hypergeometric distribution by a binomial distribution. Thus, assuming that a fraction \( f \) of the total number of mRNAs originates from a specific TSS, the probability to observe \( n \) reads from this TSS in a sample of \( N \) reads is given by

\[
P(n|f, N) = \binom{N}{n} f^n (1 - f)^{N-n},
\]
The mean and variance in the number of reads are given by \( \langle n \rangle = Nf \) and \( \text{Var}(n) = Nf(1-f) \), respectively. Applying Bayes’ theorem, we obtain the posterior probability for \( f \),

\[
P(f|n, N) = \frac{N!}{n!(N+n)!} f^n (1-f)^{N-n},
\]

with mean \( \langle f \rangle = \frac{n+1}{N+1} \) and variance \( \text{Var}(f) = \frac{(n+1)(n+2)}{(N+2)(N+3)} \). Having the posterior probability distribution for \( f \) we can define the enrichment at a particular genomic position as

\[
P(f > f_- | n_+, n_-, N_+, N_-) \]

We can write this equation in these two different forms, namely

\[
P(f > f_- | n_+, N_+, n_-, N_-) = P(f > f_- | n_+, N_+, n_-, N_-)
\]

or

\[
P(f > f_- | n_+, N_+, n_-, N_-) = P(f > f_- | n_+, n_-, N_+, N_-)
\]

For the first form,

\[
P(f > f_- | n_+, N_+, n_-, N_-) = \int_0^1 \int_{f_-}^1 P(f > f_- | n_+, N_+, n_-, N_-) df_+ df_-
\]

Substituting Eq.2, the enrichment probability takes the form of an integral of an ‘incomplete Beta function’ which we cannot solve analytically.

\[
\int_0^1 \int_{f_-}^1 (N_+ \binom{N+n}{n+1} f_+^n (1-f_+)^{N-n} (N_- \binom{N-n}{n} f_-^{-n} (1-f_-)^{N-n} df_+ df_-
\]

However, we can derive a Gaussian approximation as follows. Let us write the log-likelihood

\[
\log P(f|n, N)) = G(f).
\]

Expanding around the peak, which occurs at \( a = \frac{n}{N} \), we have

\[
G(f) = G(a) + \frac{\partial G}{\partial f}|_{f=a} (f-a) + \frac{\partial^2 G}{\partial f^2}|_{f=a} (f-a)^2 + \ldots
\]

Considering that at the peak \( \frac{\partial G}{\partial f} = 0 \), we have

\[
G(f) = G(a) + \frac{\partial^2 G}{\partial f^2}|_{f=a} (f-a)^2 + \ldots
\]

and

\[
P(f|n, N) = e^{G(f)}
\]

\[
e^{G(a) + \frac{\partial^2 G}{\partial f^2}|_{f=a} (f-a)^2}
\]

\[
e^{G(a) + \frac{\partial^2 G}{\partial f^2}|_{f=a} (f-a)^2}
\]
We now calculate $\frac{\partial^2 G}{\partial f^2} |_{f = \frac{n}{N}}$:

$$\frac{\partial^2 G}{\partial f^2} = \frac{\partial^2 \log[P(n, N)]}{\partial f^2}$$

$$= \frac{\partial \frac{\partial \log[P(n, N)]}{\partial f}}{\partial f}$$

$$= \frac{\partial \frac{\partial \log[(N+1)N_n f^n(1-f)^{N-n}]}{\partial f}}{\partial f}$$

$$= \frac{\partial \frac{\partial \log((N+1)+\log(N_n) + \log f + \log(N_n) \log(1-f))}{\partial f}}{\partial f}$$

$$= \frac{\partial \frac{\partial \left[\log((N+1)+\log(N_n) + \log f + \log(N_n) \log(1-f))\right]}{\partial f}}{\partial f}$$

$$= \frac{\partial \left[\frac{n}{N} f^2 + N - n \right]}{\partial f}$$

$$= -\frac{n}{f^2} + \frac{N - n}{(1-f)^2}$$

whose value at $f = \frac{n}{N}$ is given by:

$$-\frac{n}{f^2} + \frac{N - n}{(1-f)^2} |_{f = \frac{n}{N}} = -\frac{n}{\left(\frac{n}{N}\right)^2} + \frac{N - n}{\left(1 - \frac{n}{N}\right)^2}$$

$$= N^2 (N - 2n)$$

$$= \frac{n(N - n)}{n(N - n)}$$

Thus, letting $\mu_f = \frac{n}{N}$ and $\sigma_f^2 = \frac{n(N - n)}{N^2}$, we have that

$$P(f | n, N) \approx e^{G(n)} e^{\frac{\partial^2 G}{\partial f^2} |_{f = \frac{n}{N}} \left(\frac{n}{N} - \frac{n(N - n)}{N^2}\right)}$$

$$\approx e^{G(n)} e^{\frac{(f - \mu_f)^2}{\sigma_f^2}}$$

$$\approx N\left(\frac{n}{N}, \frac{n(N - n)}{N^3}\right)$$

Thus, we find that we can approximate $P(f | n, N)$ as a Gaussian. We can now derive a closed form for $P(f_+ - f_- | n_+, N_+, n_-, N_-)$ as it is the difference of two independent Gaussian distributions:

$$P(f_+ - f_- | n_+, N_+, n_-, N_-) \approx N(x_+ - x_-, \frac{x_+ (1 - x_+)}{N_+} + \frac{x_- (1 - x_-)}{N_-})$$

with $x = \frac{n}{N}$ being the proportion of reads associated with the putative TSS. Moreover, $P(f_+ - f_- | n_+, N_+, n_-, N_-)$ is essentially the probability distribution of the standard score

$$P(f_+ - f_- | n_+, N_+, n_-, N_-) \approx \phi\left(\frac{x_+ - x_-}{\sqrt{\frac{x_+ (1 - x_+)}{N_+} + \frac{x_- (1 - x_-)}{N_-}}}, \frac{n}{N}\right)$$

which we use to quantify the enrichment of the TSS in the TEX-treated compared to TEX-untreated sample.
2.1.2 λ-score

When we have multiple paired samples we can calculate the 5’ enrichment for each genomic position in each TEX-treated compared to untreated sample and then evaluate the posterior probability that the mean of this distribution is greater than 1. Let us call $\lambda_s$ the ratio of the normalized number of reads associated with a TSS in the TEX-treated compared to the untreated sample.

Assuming that the enrichment ratios $\lambda_s$ have a Gaussian distribution across replicates (with mean and standard deviation $\mu$ and $\sigma$, respectively) we can calculate the posterior probability of the mean of this distribution being greater than one, which would correspond to the putative TSS being enriched, taking into account the evidence from all the pairs of TEX-treated and untreated samples. That is, the probability of the data, meaning the vector $\lambda = (\lambda_1, \lambda_2, ..., \lambda_n)$ is given by

$$P(\lambda|\mu, \sigma) = \prod_{s=1}^{n} \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{(\lambda_s - \mu)^2}{2\sigma^2}}$$

Applying Bayes’ theorem, we have that

$$P(\mu, \sigma|\lambda) = c P(\lambda|\mu, \sigma) = c \left( \frac{1}{\sigma \sqrt{2\pi}} \right)^n e^{-\frac{1}{2\sigma^2} \sum_{s=1}^{n} (\lambda_s - \mu)^2}$$

with $c$ a constant.

The values of $\mu$ and $\sigma$ that maximize $P(\mu, \sigma|\lambda)$ can be derived by solving $\frac{\partial P(\mu, \sigma|\lambda)}{\partial \mu} = 0$ and $\frac{\partial P(\mu, \sigma|\lambda)}{\partial \sigma} = 0$ respectively, and are

$$\mu^* = \langle \lambda_s \rangle$$
$$\sigma^* = \langle (\lambda_s - \langle \lambda_s \rangle)^2 \rangle$$

To calculate $P(\mu > 1|\lambda)$ we must first determine the posterior probability of $\mu$ which we do by integrating over $\sigma$ in Eq. 10:

$$P(\mu|\lambda) = \int_{0}^{\infty} P(\mu, \sigma|\lambda) d\sigma$$

$$= \int_{0}^{\infty} c \left( \frac{1}{\sigma \sqrt{2\pi}} \right)^n e^{-\frac{1}{2\sigma^2} \sum_{s=1}^{n} (\lambda_s - \mu)^2} d\sigma$$

$$= c (2\pi)^{-\frac{n}{2}} \int_{0}^{\infty} \left( \frac{1}{\sigma} \right)^n e^{-\frac{c\mu^*}{2\sigma^2}} d\sigma$$

with $c_\mu = \sum_{s=1}^{n} (\lambda_s - \mu)^2$. Performing the integral of the Gamma function we obtain

$$P(\mu|\lambda) = c (2\pi)^{-\frac{n}{2}} \left[ 2^{\frac{n+1}{2}} \Gamma \left( \frac{n-1}{2} \right) \right]$$

$$= k c_\mu^\frac{1}{2^n}$$

where $k = c2^{-\frac{n}{2}} \pi^{-\frac{1}{2}} \Gamma(\frac{n+1}{2})$ is a constant.
Now we can calculate $P(\mu > \mu_0 | \lambda)$ given Eq. 13 as follows:

$$P(\mu > \mu_0 | \lambda) = \int_{\mu_0}^{\infty} P(\mu | \lambda) d\mu$$

$$= \int_{\mu_0}^{\infty} kc_\mu \frac{1}{\sqrt{\pi}} d\mu$$

$$= k \int_{\mu_0}^{\infty} \left( \sum_{s=1}^{n} (\lambda_s - \mu)^2 \right)^{\frac{1}{2}} \frac{1}{\sqrt{\pi}} d\mu$$

$$= k \int_{\mu_0}^{\infty} \left( \frac{n}{n} \sum_{s=1}^{n} (\lambda_s^2 - 2\mu \lambda_s + \mu^2) \right)^{\frac{1}{2}} \frac{1}{\sqrt{\pi}} d\mu$$

$$= kn \int_{\mu_0}^{\infty} \left[ (\lambda_s^2 - 2\mu \lambda_s + \mu^2) \right]^{\frac{1}{2}} \frac{1}{\sqrt{\pi}} d\mu$$

$$= kn \int_{\mu_0}^{\infty} \left[ \sigma^2_s + (\mu - \mu_s)^2 \right]^{\frac{1}{2}} \frac{1}{\sqrt{\pi}} d\mu$$

Thus,

$$P(\mu > \mu_0 | \lambda) = K \int_{\mu_0}^{\infty} \left[ \sigma^2_s + (\mu - \mu_s)^2 \right]^{\frac{1}{2}} \frac{1}{\sqrt{\pi}} d\mu$$  \hspace{1cm} (14)$$

where $K$ is a constant which can be calculated from the constraint that

$$P(\mu > 0 | \lambda) = K \int_{0}^{\infty} \left[ \sigma^2_s + (\mu - \mu_s)^2 \right]^{\frac{1}{2}} \frac{1}{\sqrt{\pi}} d\mu = 1$$  \hspace{1cm} (15)$$

Therefore $K = \frac{1}{\int_{0}^{\infty} \left[ \sigma^2_s + (\mu - \mu_s)^2 \right]^{\frac{1}{2}} \frac{1}{\sqrt{\pi}} d\mu}$ and considering Eq. 14 we will have

$$P(\mu > \mu_0 | \lambda) = \frac{\int_{\mu_0}^{\infty} \left[ \sigma^2_s + (\mu - \mu_s)^2 \right]^{\frac{1}{2}} \frac{1}{\sqrt{\pi}} d\mu}{\int_{0}^{\infty} \left[ \sigma^2_s + (\mu - \mu_s)^2 \right]^{\frac{1}{2}} \frac{1}{\sqrt{\pi}} d\mu}$$  \hspace{1cm} (16)$$

Finally, the quantity in which we are interested:

$$P(\mu > 1 | \lambda) = \frac{\int_{1}^{\infty} \left( \frac{1}{(\mu - \mu_s)^2 + \sigma^2_s} \right)^{\frac{1}{2}} \frac{1}{\sqrt{\pi}} d\mu}{\int_{0}^{\infty} \left( \frac{1}{(\mu - \mu_s)^2 + \sigma^2_s} \right)^{\frac{1}{2}} \frac{1}{\sqrt{\pi}} d\mu}$$  \hspace{1cm} (17)$$

The expression depends on the enrichment factors $\lambda$. Rather than using the maximum likelihood values of $f_+$ and $f_-$, we compute the expected value of the ratio of these two frequencies. This can be shown to take the value

$$\lambda_s = \left( \frac{f_+}{f_-} \right)$$

$$= \frac{x_+ + \frac{1}{2}}{x_- + \frac{1}{2}}$$

which can be approximated as $\lambda_s = \frac{x_+}{x_-}$, with $x_+ = \frac{n_+}{N_+}$ and $x_- = \frac{n_-}{N_-}$.
2.2 Single linkage clustering

Observing that many of the well-represented TSSs were associated with reads that started at closely-spaced positions, we applied single-linkage clustering to the set of putative TSSs before generating our list of high-confidence TSSs. The selected distance for clustering should be large enough to cluster the putative start sites in close vicinity of each other which are results of imprecise transcription initiation and should be small enough not to cluster alternative transcription start sites. Here we used 10 nucleotides as the single-linkage clustering distance. From a single-linkage cluster we reported the site with the highest average expression in the TEX-treated samples.

2.3 Generating the list of high-confidence TSSs

To define a list of high-confidence TSSs, we selected cut-off values for our parameters that allowed inclusion of most annotated genes while keeping the total number of TSSs close to total number of annotated genes ($0.5 \times \text{number of genes} < \text{total TSS} < 1.5 \times \text{number of genes}$). For the *Helicobacter* genome, this selection corresponded to values of 50% minimum local and 5’ enrichment and 1.0 for average normalized expression. A list of different cut-off values for the TSSer parameters and their associated number of identified TSSs is given in Supplementary Table 7. We obtained a total of 2366 predicted TSSs, classified as follows:

Supplementary Table 2: Representation of various types of TSSs in the *Helicobacter pylori* dRNA-seq data

<table>
<thead>
<tr>
<th>Total number of TSSs</th>
<th>Primary</th>
<th>Antisense</th>
<th>Internal</th>
<th>Orphan</th>
</tr>
</thead>
<tbody>
<tr>
<td>2366</td>
<td>984</td>
<td>781</td>
<td>602</td>
<td>129</td>
</tr>
</tbody>
</table>

The annotated TSSs were grouped hierarchically into one of these four categories according to their relative position to the closest annotated gene. Primary TSSs are defined to be those within a distance of $\leq$ 300 nucleotides upstream of an annotated open reading frame (ORF) or up to $\leq$ 100 nucleotides downstream from the start codon. Antisense TSSs are those situated inside or within $\leq$ 100 nucleotides of an annotated ORF on the opposite strand. Internal TSSs are defined to be those within an annotated ORF on the sense strand. Finally, orphan TSSs are those that have no annotated ORF in close proximity.

3 Evaluation of the TSS identification method

To evaluate the accuracy of our TSS identification method, we benchmarked it against the manually-constructed TSS map of *Helicobacter pylori*. After removing TSSs corresponding to structural RNAs, 1893 manually curated TSSs remained. We referred to these as the ‘Reference’ set. Considering two TSSs which are at most 5 nucleotides away from each other as shared, we found that 1306 (69%) of the TSSs on the reference list are also identified by our method. The other 31% of TSSs in the reference list were not present in our list. On the other hand, we identified 1060 TSSs that were not present in the reference set.

We defined the following categories of TSSs:

- Those only present on the reference list (587 TSSs), which we refer to as ‘Reference only’.
- Those identified both by our method and also through manual curation (1306 TSSs). We refer to this set as the ‘Common’ set.
- Those identified only by our method (1060 TSSs), to which we refer as ‘TSSer only’.
We then compared the properties of these categories of TSSs. The results, summarized in Figure 1 of the main manuscript, indicate that TSSer indeed identifies a large number of TSSs that are not present in the reference list, yet whose properties are very similar to those of high-confidence TSSs. Namely, panel (a) of the figure indicates that TSSs that were only identified by TSSer have higher expression compared to those that were only on the reference list, panel (b) indicates that they are located closer to the translation start, and panel (c) indicates that TSSs identified by TSSer have stronger enrichment (particularly local enrichment) compared to TSSs which are only present in the reference set.

For *Helicobacter*, the number of dRNA-seq samples was rather large, covering a few conditions with distinct expression patterns. Other data sets are typically smaller, so we would not expect to get a total number of TSSs that is in the range of the number of genes. Nonetheless, enrichment thresholds of 40 to 60 percent appear to give good results on data from at least two other species, as summarized below.

### Supplementary Table 3: Information related to investigated organisms

<table>
<thead>
<tr>
<th></th>
<th><em>Helicobacter</em></th>
<th><em>Salmonella</em></th>
<th><em>Chlamydia</em></th>
</tr>
</thead>
<tbody>
<tr>
<td>5' enrichment cut-off</td>
<td>50%</td>
<td>50%</td>
<td>50%</td>
</tr>
<tr>
<td>Local enrichment cut-off</td>
<td>50%</td>
<td>50%</td>
<td>60%</td>
</tr>
<tr>
<td>Normalized expression cut-off</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Single-linkage distance (nt)</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Total identified TSSs</td>
<td>2366</td>
<td>1574</td>
<td>1234</td>
</tr>
<tr>
<td>Common TSSs</td>
<td>1396</td>
<td>826</td>
<td>262</td>
</tr>
<tr>
<td>Reference only</td>
<td>587</td>
<td>992</td>
<td>272</td>
</tr>
<tr>
<td>TSSer only</td>
<td>1060</td>
<td>748</td>
<td>972</td>
</tr>
</tbody>
</table>

### 3.1 Hidden Markov Model of transcription regulatory elements

To uncover additional evidence for the putative TSSs identified by our method being *bona fide* TSS, we modeled the transcriptional signals that are known to be present upstream of the TSS in bacteria. In particular, bacterial transcription appears to be dependent on motifs that are located at 35 and 10 nucleotides upstream of the TSS, which are called `−35 box` and `Pribnow box` motifs [3]. We thus trained a Hidden Markov Model (HMM) with the structure shown in Supplementary Figure 1(b) on the set of common TSSs and applied this model to all putative TSSs, either generated by our method or present on the reference list, to compute the posterior score for each sequence upstream of a putative TSS. To train the HMM we applied the *Baum-Welch algorithm* and to calculate the probability of each sequence we used the *Forward algorithm* (see ref.[4] chapter 3). The results are summarized in Supplementary Figure 2. As is apparent from Supplementary Figure 1(c), the Pribnow box motif is very clear but the `−35` motif is not, in line with the results reported by Sharma et al. [1]. Nonetheless, the HMM captures the A/T-rich bias of the region upstream of the Pribnow box, as reported by Sharma et al. [1]. The `TSSer only` category is almost twice the size and more heterogeneous than the `Reference only` category (Supplementary Figure 1(b)). If we select the 587 TSSs with the highest HMM score (the same number as contained in the `Reference only` data set), these TSSs are very similar to those in the `Reference only` set (Supplementary Figure 3). This suggests that TSSer identifies a large number of *bona fide* TSSs that were not present in the reference. It further suggests a strategy to refine the TSS list. Namely, one could use the sites with the most clear 5' and local enrichment to abstract a model of the transcription regulatory signals, and then apply this model to putative TSSs that are less clear in the expression data to construct a more comprehensive TSS annotation. We used the HMM posterior score as a measure of the strength of transcriptional signals. From the putative start sites that had at least one mapped read in at least one of the TEX+ but did not pass our initial criteria for expression or enrichment, we found an additional 1992 that...
had a posterior score at least as high as the average of the 'Common' set. These TSSs are listed in Supplementary Table 8, and they include a further 211 TSSs from 'Reference Only' category.

Supplementary Figure 1: (a) DNA elements and RNA polymerase modules that contribute to promoter recognition by \( \sigma^{70} \) [3] (b) Structure of the Hidden Markov Model to detect transcription regulatory signals. In each of ‘-35 box’ and ‘Pribnow box’ states six nucleotides are emitted according to probabilities which can be summarized in weight matrices associated with these states, and in the other states only mono-nucleotides are emitted. (c) Illustration of HMM trained on the 'Common' set of TSSs.

Supplementary Figure 2: Distribution of sequence scores for each TSS category calculated based on trained HMM.
Supplementary Figure 3: Properties of TSSs that were present only in the reference list (left panels), both in the reference and the TSSer list (middle panels), or the top ones from the TSSer only category (right panels). (a). Box plots representing HMM posterior score distributions for each category. (b). Sequence logos indicating the position-dependent (5’→3’ direction) frequencies of nucleotides upstream of the TSS (data sets are shown from top to bottom (“Reference only”, “Common”, “TSSer only”) rather than from left to right).
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Abstract

Background: In recent years, a variety of small RNAs derived from other RNAs with well-known functions such as tRNAs and snoRNAs, have been identified. The functional relevance of these RNAs is largely unknown. To gain insight into the complexity of snoRNA processing and the functional relevance of snoRNA-derived small RNAs, we sequence long and short RNAs, small RNAs that co-precipitate with the Argonaute 2 protein and RNA fragments obtained in photoreactive nucleotide-enhanced crosslinking and immunoprecipitation (PAR-CLIP) of core snoRNA-associated proteins.

Results: Analysis of these data sets reveals that many loci in the human genome reproducibly give rise to C/D box-like snoRNAs, whose expression and evolutionary conservation are typically less pronounced relative to the snoRNAs that are currently cataloged. We further find that virtually all C/D box snoRNAs are specifically processed inside the regions of terminal complementarity, retaining in the mature form only 4-5 nucleotides upstream of the C box and 2-5 nucleotides downstream of the D box. Sequencing of the total and Argonaute 2-associated populations of small RNAs reveals that despite their cellular abundance, C/D box-derived small RNAs are not efficiently incorporated into the Ago2 protein.

Conclusions: We conclude that the human genome encodes a large number of snoRNAs that are processed along the canonical pathway and expressed at relatively low levels. Generation of snoRNA-derived processing products with alternative, particularly miRNA-like, functions appears to be uncommon.

Background

Small nucleolar RNAs (snoRNAs) are a specific class of small non-protein coding RNAs that are best known for their function as guides of modifications (2′-O-methylation and pseudouridylation) of other non-protein coding RNAs such as ribosomal, small nuclear and transfer RNAs (rRNAs, snRNAs and tRNAs, respectively) [1-3]. Based on sequence and structural features, snoRNAs are divided into two classes. C/D box snoRNAs share the consensus C (RUGAUGA, R = A or G) and D (CUGA) box motifs, which are brought into close proximity by short regions of complementarity between the snoRNA 5′ and 3′ ends [4,5] and are bound by the four core proteins of the small ribonucleoprotein complex (snoRNP), namely 15.5K, NOP56, NOP58 and Fibrillarin (FBL) [6-8] during snoRNA maturation. Fibrillarin is the methyltransferase that catalyzes the 2′-O-methylation of the ribose in target RNAs [9]. Most C/D box snoRNAs also contain additional conserved C′ and D′ motifs located in the central region of the snoRNA. The other class of snoRNAs is defined by a double-hairpin structure with two single-stranded H (ANA-NNA, N = A, C, G or U) and ACA box domains [10], and are therefore called H/ACA box snoRNAs. They associate with four conserved proteins, Dyskerin (DKC1), Nhp2, Nop10 and Gar1, to form snoRNPs that are functionally active in pseudouridylation. Although all four H/ACA proteins are necessary for efficient pseudouridylation [10], it is Dyskerin that provides the pseudouridine synthase activity [11]. While H/ACA and C/D box snoRNAs accumulate in the nucleolus, some snoRNAs reside in the nucleoplasmic Cajal bodies (CBs) where they guide modifications of snRNAs [2] and are called small Cajal body-specific RNAs.
(scRNA). In addition to the typical H/ACA snoRNA features, vertebrate H/ACA box scRNA carry a CB localization signal called CAB box (UGAG) in the loop of their 5' and/or 3' hairpins [12].

Immediately upstream of the D box and/or the D' box, C/D box snoRNAs contain 10 to 21 nucleotide-long antisense elements that are complementary to sites in their target RNAs [13-15]. The nucleotide in the target RNA that is complementary to the fifth nucleotide upstream from the D/D' box of the snoRNA is targeted for 2'-O-methylation by the snoRNP [14,15]. H/ACA box snoRNAs contain two antisense elements termed pseudouridylation pockets, located in the 5' and 3' hairpin domains of the snoRNA [16,17]. Substrate uridines are selected through base-pairing interactions between the pseudouridylation pocket and target RNA sequences that flank the targeted uridine.

Deep-sequencing studies revealed a surprising diversity of small RNAs derived from non-coding RNAs (ncRNAs) known as small derived RNAs (sdRNAs) with well-established functions such as tRNAs [18,19], Y RNAs [20], vault RNAs [21], ribosomal RNAs [22], spliceosomal RNAs [23] and snoRNAs [24-26]. In fact, the profile of sequenced reads observed for some of these small RNA species are very characteristic and have even been used for ncRNA gene finding based on sequencing data [27,28]. The majority of C/D box and H/ACA box snoRNAs seems to be extensively processed, producing stable small RNAs from the termini of the mature snoRNA [29] and the processing pattern is conserved across cell types [30]. Thus, it appears that snoRNAs are versatile molecules that give rise to snoRNA-derived miRNAs [24,31], other small RNAs [25,29] or longer processing fragments [32]. To gain insight into the complexity of snoRNA processing and the functional relevance of the derived sdRNAs, we undertook a comprehensive characterization of products generated from snoRNA loci, combining high-throughput sequencing of long and short RNA fragments with photoactivatable-ribonucleoside-enhanced crosslinking and immunoprecipitation (PAR-CLIP) of core snoRNA-associated proteins and with data from Argaude 2 (Ago2) immunoprecipitation sequencing (IP-seq) experiments. We found that many loci in the human genome can give rise to C/D box-like snoRNAs. Among the novel snoRNAs that we identified are very short sequences, extending little beyond the C and D boxes, which are essential for the binding of core snoRNA proteins. Compared to the snoRNAs that are already known, the novel snoRNA candidates exhibit a lower level of evolutionary conservation and a lower expression level. These findings indicate that the C/D box snoRNA structure evolves relatively easily and that C/D box snoRNA-like molecules are produced from many more genomic loci than are currently annotated. We further found that C/D box snoRNAs are very specifically processed inside the regions of terminal complementarity, retaining in the mature form only four to five nucleotides upstream of the C box and two to five nucleotides downstream of the D box. Sequencing of the small RNA population as well as of the small RNAs isolated after Ago2 immunoprecipitation revealed that despite their cellular abundance, C/D box-derived small RNAs are not efficiently incorporated into the Ago2 protein. Our extensive data thus indicate that, contrary to previous suggestions [25,33], snoRNA-derived small RNAs that carry out non-canonical, particularly miRNA-like, functions are rare.

**Results**

**PAR-CLIP of C/D box and H/ACA box snoRNP core proteins identifies their RNA binding partners**

To investigate the RNA population comprehensively that associates with both C/D box and H/ACA box small nuclear ribonucleoproteins we performed PAR-CLIP as previously described [34] with antibodies against the endogenous Fibrillarin (FBL), NOP58 and Dyskerin (DKC1) proteins, in HEK293 cells (for details see Materials and methods). For NOP56 we used a stable cell line expressing FLAG-tagged NOP56 and anti-FLAG antibodies. Because we recently found that the choice of the ribonuclease and reaction conditions influences the set of binding sites obtained through cross-linking and immunoprecipitation (CLIP) [35], we also generated a Fibrillarin PAR-CLIP library employing partial digestion with micrococcal nuclease (MNase) instead of RNase T1. PAR-CLIP libraries were sequenced on Illumina sequencers, mapped and annotated through the CLIPZ server [36]. The obtained libraries were comparable to those from previous PAR-CLIP studies in terms of size, rates of mapping to genome and proportion of cross-link-indicative T→C mutations (Table 1). The DKC1 PAR-CLIP library shows a lower frequency of T→C mutations compared to all other libraries, but T→C mutations were still the most frequent in this library as well (data not shown).

Compared to the libraries that we previously generated for HuR and Ago2 [35], two proteins whose primary targets are miRNAs, we found that snoRNAs, tRNAs and snRNAs were strongly enriched in PAR-CLIP libraries generated for the snoRNP core proteins (Table 1). The fact that not only snoRNAs but also the primary targets of snoRNAs, namely ribosomal RNAs and small nuclear RNAs, are enriched in these samples suggests that like Ago2 cross-linking, which captures both miRNAs and their targets [34,35], cross-linking of core snoRNPs efficiently captures both snoRNAs and targets. To quantify the specificity of our PAR-CLIP libraries, we intersected the 200 clusters with the highest read density per nucleotide from each library with curated snoRNA gene annotations based on snoRNA-LBME-db [37] (Table 2). Currently, snoRNA-LBME-db lists about
153 human C/D box snoRNA loci and 108 human H/ACA box snoRNA loci that are known to be ubiquitously expressed. For each of the C/D box specific PAR-CLIP libraries, more than 100 of the top 200 clusters could be assigned to C/D box snoRNAs indicating the specificity of our CLIP experiments and the broad coverage of the snoRNA genes by the sequencing reads obtained from HEK293 cells. The Dyskerin PAR-CLIP data set showed a weaker enrichment in snoRNAs compared to the data sets for the core C/D box-specific proteins, with 57% of all known H/ACA box snoRNAs being represented among the 200 top-ranking clusters. scaRNAs were detected in both H/ACA box and C/D box specific libraries, as expected because many scaRNAs have both C/D box and H/ACA box elements. Finally, minor fractions of H/ACA box snoRNAs were also found in PAR-CLIP libraries of the C/D box-specific proteins, and vice versa. This could be caused by the close spatial arrangement of snoRNPs on the target molecule, or could indicate that H/ACA box snoRNAs and C/D box snoRNAs guide modifications on each other.

Table 1 Summary of CLIPZ mapping statistics and annotation categories for PAR-CLIP samples.

<table>
<thead>
<tr>
<th>Feature</th>
<th>FBL</th>
<th>FBL (MNase)</th>
<th>NOP56</th>
<th>NOP58 rep A</th>
<th>NOP58 rep B</th>
<th>DKC1</th>
<th>Ago2 rep A</th>
<th>HuR rep A</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mapping rate</td>
<td>60.47%</td>
<td>73.3%</td>
<td>26.6%</td>
<td>41.4%</td>
<td>46.6%</td>
<td>47.5%</td>
<td>67.9%</td>
<td>72.4%</td>
</tr>
<tr>
<td>T-C mutations among all observed snoRNAs</td>
<td>64.8%</td>
<td>57.7%</td>
<td>48.6%</td>
<td>67.9%</td>
<td>75.0%</td>
<td>19.7%</td>
<td>55.6%</td>
<td>58.8%</td>
</tr>
</tbody>
</table>

Table 2 Annotation summary of the top 200 clusters inferred from PAR-CLIP experiments with snoRNA core proteins.

<table>
<thead>
<tr>
<th>PAR-CLIP library</th>
<th>C/D box snoRNAs</th>
<th>H/ACA box snoRNAs</th>
<th>scaRNAs</th>
<th>mRNA exons</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>FBL</td>
<td>123 (61.3%)</td>
<td>9 (4.5%)</td>
<td>10 (5.0%)</td>
<td>5 (2.5%)</td>
<td>53 (26.3%)</td>
</tr>
<tr>
<td>FBL (MNase)</td>
<td>106 (53.0%)</td>
<td>16 (8.0%)</td>
<td>10 (5.0%)</td>
<td>26 (13.0%)</td>
<td>42 (21.0%)</td>
</tr>
<tr>
<td>NOP56</td>
<td>115 (57.5%)</td>
<td>28 (14.0%)</td>
<td>15 (7.5%)</td>
<td>2 (1.0%)</td>
<td>40 (20.0%)</td>
</tr>
<tr>
<td>NOP58 rep A</td>
<td>114 (57.0%)</td>
<td>14 (7.0%)</td>
<td>10 (5.0%)</td>
<td>9 (4.5%)</td>
<td>52 (26.0%)</td>
</tr>
<tr>
<td>NOP58 rep B</td>
<td>125 (62.5%)</td>
<td>4 (2.0%)</td>
<td>10 (5.0%)</td>
<td>9 (4.5%)</td>
<td>52 (26.0%)</td>
</tr>
<tr>
<td>DKC1</td>
<td>11 (5.5%)</td>
<td>62 (31.0%)</td>
<td>18 (9.0%)</td>
<td>7 (3.5%)</td>
<td>102 (51.0%)</td>
</tr>
<tr>
<td>Ago2 rep A</td>
<td>0 (0.0%)</td>
<td>0 (0.0%)</td>
<td>0 (0.0%)</td>
<td>0 (0.0%)</td>
<td>117 (58.5%)</td>
</tr>
<tr>
<td>HuR rep A</td>
<td>0 (0.0%)</td>
<td>0 (0.0%)</td>
<td>0 (0.0%)</td>
<td>0 (0.0%)</td>
<td>83 (41.5%)</td>
</tr>
</tbody>
</table>
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Figure 1 Summary of PAR-CLIP data of snoRNP core proteins. (A) Profiles of sequencing reads obtained from PAR-CLIP experiments for selected snoRNAs. Black bars in the profiles indicate the number of T\textsuperscript{5}C mutations observed in PAR-CLIP reads at a particular nucleotide. (B) Similarity of binding profiles of core proteins that associate with C/D box snoRNAs. (C) Comparison of protein binding profiles as inferred from RNase T1-treated and MNase-treated PAR-CLIP samples. (D, E) Preferential binding of Fibrillarin to box elements as inferred from PAR-CLIP samples prepared with T1 (D) and MNase ribonucleases (E). (F) Comparison of binding preferences at D/E box elements and guide regions for snoRNAs with and without a known target. (G) Analysis of binding preferences of Dyskerin for H/ACA box snoRNA-specific elements. D, E, F and G show the cumulative distributions of CLIP read coverage z-scores for nucleotides located in various regions of the snoRNA relative to the overall coverage of the snoRNA. CLIP: cross-linking and immunoprecipitation; MNase: micrococcal nuclease; PAR-CLIP: photoactivatable-ribonucleoside-enhanced cross-linking and immunoprecipitation; snoRNA: small nucleolar RNA; snoRNP: small nucleolar ribonucleoprotein.
individual snoRNAs in pairs of samples. Comparing NOP58 to Fibrillarin and NOP56 we found that 109 (78%) and 111 (80%) snoRNA genes had a correlation coefficient of at least 0.9. To put this in perspective, between biological replicates of NOP58, 130 out of 139 snoRNAs investigated have a correlation coefficient of at least 0.9. This indicates that Fibrillarin, NOP56 and NOP58 form a tight complex that contacts the snoRNA. As noticed before, however [35], the nuclease treatment has a strong influence on the relative number of tags obtained from different positions along a snoRNA (Figure 1C). Only 19 snoRNA genes (14%) show a correlation $> 0.90$ in their tag profiles obtained with RNase T1- and MNase-treated Fibrillarin PAR-CLIP samples, reflecting the fact that T1 nuclease is more efficient and generates a more biased position-dependent distribution of reads than MNase (Figure 1A).

Figures 1D and Figure 1E summarize these results, showing that nucleotides in D’ boxes are most frequently cross-linked, followed by nucleotides in the C’ and C boxes, and then by nucleotides in the D box and in the rest of the snoRNA. MNase treatment in particular results in very poor coverage of the D box. On the other hand, we observed gene-specific differences in the binding of the core proteins. For example, SNORD20 only shows a peak of CLIP reads at the D box, SNORD30 only at the C box, while SNORD76 peaks at both C and D boxes (Figure 1A).

We further asked whether the binding pattern of Fibrillarin reflected in the abundance of CLIP reads differs between guide regions of the snoRNAs that have a target annotated in snoRNA-LBME-db and orphan guide regions. For guide regions, we took the nine nucleotides upstream of the D and D’ boxes and as a reference we compared the coverage of the D and D’ boxes themselves (Figure 1F). We found that guide regions with a known target and their associated D/D’ boxes generally have a higher coverage compared to those that are orphan (70% compared to 40% positive z-scores of the average coverage per position in the guide region relative to the entire snoRNA, Figure 1G). This could indicate that the binding to the target renders the snoRNA-core protein complex more accessible to cross-linking.

For H/ACA box snoRNAs we found that Dyskerin strongly prefers the H box nucleotides (Figure 1G), which in 70% of the snoRNAs have a positive z-score for coverage compared to the entire snoRNA. This is expected because these snoRNAs are highly structured, with most nucleotides being engaged in base pairs in the two hairpin stems and a few nucleotides are free to interact with the proteins.

Identification of novel snoRNA genes from PAR-CLIP and small RNA sequencing

We screened the top 500 clusters from each PAR-CLIP library that did not overlap with known ncRNAs, mRNAs or repeat elements for potentially novel snoRNA genes. To identify H/ACA box genes we employed the Snoreport program [38], while for C/D box snoRNA detection we applied a custom approach searching for a C box motif (RUGAUGA, R = A or G, allowing one mismatch) at the 5’ end and a D box motif (MUGA, M = A or C) at the 3’ end, requiring that a terminal stem of at least four canonical base pairs can be formed by the nucleotides flanking the C and D boxes. We combined these computational screens with isolation and sequencing of the 20 to 200 nucleotide RNA fraction from HEK293 cells, which provides evidence for expression of the predicted snoRNAs. Requiring a minimal average coverage per nucleotide of at least 1 tag per million (TPM) in least one type-specific CLIP library as well as in the small RNA-seq library, we identified 77 and 20 putative C/D and H/ACA box snoRNAs, respectively (Additional files 2 and 3). We additionally screened 14 distinct small RNA sequence libraries from the recently released ENCODE data [39] and found that more than 75% of our putative C/D box snoRNAs were detected in at least one cell type other than HEK293 (see Additional file 4). We further tested the expression of the 20 most abundantly sequenced candidate snoRNAs by Northern blotting (see Additional file 5). Nine of the twenty candidates were also detectable in this assay, while an additional nine C/D box snoRNAs are supported by the ENCODE data (see Additional file 4).

To determine whether the candidates we identified as described are entirely novel snoRNA genes or so far undescribed homologs of known snoRNAs, we performed a BLAST search against the snoRNA genes from snoRNA-LBME-db (requiring an E-value $\leq 10^{-3}$). We further compared the loci of the putative snoRNAs with the snoRNA annotation available in ENSEMBL release 65 [40], which is based on automatic annotation with sequence/structure models available in the Rfam database [41]. Out of the 20 H/ACA box snoRNA candidates, 18 show sequence or structural homology to known snoRNAs, while candidates ZL4 (annotated as nc053 in [42], but not classified as a snoRNA by the authors) and ZL36 appear to be novel H/ACA box snoRNAs without a known homolog. The homology search additionally revealed that ZL4 is conserved until Xenopus tropicalis.

Of the 77 C/D box snoRNAs, only seven showed sequence homology to known C/D box snoRNA genes, but in one case (ZL1) the homology consisted solely of a long GU-rich region. The evolutionary conservation of the guide regions of five of these snoRNAs (ZL11, ZL109, ZL126, ZL127 and ZL132) suggests that they target the same nucleotides on ribosomal RNA as their homologs. A sixth snoRNA, ZL142, appears to be a human homolog of the GGN68 snoRNA of chickens [43,44]. An additional comparison with the results of another large snoRNA analysis [45], revealed that ZL2 and ZL107 have been
previously described as SNORD41B and Z39, respectively. In order to further characterize the 69 potentially novel C/D box snoRNAs (including ZL1, which only had homology with a known snoRNA in a GU-rich region), we first asked whether their C and D boxes are evolutionarily conserved (Additional file 1). To this end, we computed their average position-wise phastCons scores [46], which we obtained from the UCSC genome browser. Five candidates including ZL1 showed an average phastCons score per nucleotide higher than 0.25 for C and D box nucleotides. A comprehensive homology search of vertebrate genomes allowed us to trace the evolutionary origin of these snoRNAs and to annotate C’ and D’ boxes as well as putative guide regions based on sequence conservation. ZL1 is highly conserved in vertebrates including Petromyzon marinus, while for ZL5, ZL6, ZL8 and ZL24 we were not able to retrieve any homologs outside of mammals. The remaining C/D box snoRNAs show overall weak conservation in mammals and in primates (Additional file 1). The C’ and D’ box elements of these snoRNAs, which are typically more variable in sequence, were particularly difficult to annotate without supporting evidence from evolutionary conservation. Because it is not clear that these snoRNAs have a C’-D’-C’-D box architecture, we refer to them as C/D box-like. The small RNA sequence data indicates that these C/D box-like snoRNAs are only weakly expressed (Additional file 6). Interestingly, while the shortest C/D box snoRNA that has been characterized so far is SNORD49B, which has 48 nucleotides, 23 of our C/D box-like snoRNAs are even shorter. Figure 2 depicts PAR-CLIP tags and small RNA-seq reads for four of these snoRNAs which we called mini-snoRNAs. ZL77 is among the shortest, with 27 nucleotides in length, and only 7 nucleotides available as a potential guide region between the C and D boxes, while ZL49 and ZL103 are slightly longer (14 and 15 nucleotides between the C and D boxes). Another mini-snoRNA, ZL63, generated a considerable number of reads in all the CLIP libraries as well as in the RNA sequence data. Our screen could further identify a snoRNA with mixed C/D box and H/ACA box structure. SCARNA21, a computationally predicted H/ACA box snoRNA [47], is surrounded by conserved C and D box elements enclosed by a terminal stem structure (Additional file 7). Northern blot analysis revealed that the prevalent form in the cells is the one that contains the C/D box elements and not the short form, which would be the single H/ACA box snoRNA.

**Target prediction for newly identified snoRNA genes**

To gain insight into the function of the novel snoRNAs that we identified, we sought to determine whether they have canonical targets. We employed the programs RNAsnoop and PLEY to predict targets of H/ACA box and C/D box snoRNAs, respectively [48,49]. As potential target sequences we considered ribosomal and spliceosomal RNAs obtained from snoRNA-LBME-db. Indeed, for the highly conserved C/D box snoRNAs ZL1, ZL5 and ZL6 (which share the guide region), as well as for the H/ACA box snoRNA ZL4, we could identify canonical targets (Figure 3). ZL1 and ZL4 are both predicted to guide modifications on the U2 snRNA, 2’-O-methylation of U47 and pseudouridylation of U15, respectively. The pseudouridylation of U2 snRNA at U15 has already been described, but the guiding snoRNA was not known [50]. With primer extension assays we could further validate the U47 modification (see Additional File 8). SnRNA modifications are known to occur in Cajal bodies. Consistent with ZL4 H/ACA box snoRNA being a scaRNA that is recruited to Cajal bodies, is the presence of the...
Figure 3 Predicted structure of hybrids between novel snoRNAs and target RNAs. The snoRNAs are given at the top of each panel together with the symbol of the host gene in which the snoRNA resides (in parentheses). The targets are indicated at the bottom of the panels.

rRNA, ribosomal RNA; snoRNA, small nucleolar RNA; snRNA, small nuclear RNA
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CAB box motif (UGAG), known to mediate this transport [12], in the hairpin loops. For the C/D box snoRNA ZL1 targeting U2 snRNA we could not identify an H/ACA box-like structural domain with a CAB box. Interestingly, however, this snoRNA candidate contains a long GU repeat, a feature shared by SCARNA9, the only Cajal body-associated snoRNA that lacks H/ACA and CAB boxes. This suggests that the GU element serves as an import signal into Cajal bodies. For ZL5/6, the predicted modification site on the 28S rRNA is in fact a known modification site for which the guide was so far unknown. We could not predict a target for the newly identified C/D box domain of SCARNA21.

We were especially interested to find out whether the non-conserved C/D box-like snoRNAs and in particular the mini-snoRNAs, could guide 2'-O-methylations. To this end, we took a simple approach searching for 8-mer Watson-Crick complementarity between the putative guide regions upstream of the D boxes to ribosomal and spliceosomal RNAs. We did indeed identify seven putative interaction sites, but none of these are known modification sites (Additional file 2). Thus, the targets of these C/D box-like snoRNAs remain to be identified.

Non-canonical RNA partners of core snoRNA proteins

Although snoRNAs are best known for guiding modifications of rRNAs, snRNAs and tRNAs [1-3], some evidence has emerged for the involvement of full-length mature snoRNAs also in other biological processes such as alternative splicing [51]. To investigate this possibility, we searched our PAR-CLIP data sets for RNAs that were abundantly cross-linked, yet not known to associate with the core snoRNA proteins. In contrast to the HuR PAR-CLIP that we performed before [35], the PAR-CLIP experiments conducted with C/D box snoRNP core proteins repeatedly identified several non-coding RNAs including vault RNA 1-2, 7SK RNA and 7SL RNA as well as H/ACA box snoRNAs. Similarly, in the Dykerin PAR-CLIP we observed cross-linking of several C/D box snoRNAs.

We performed primer extension experiments to determine potential sites for 2’-O-methyl and pseudouridine modification in prominent ncRNAs such as 7SK RNA, 7SL RNA and vault RNA 1-2 (see Additional file 9 for primer extension assays and Additional file 10 for a catalog of identified modifications sites and target predictions). Indeed, we found that all three of these RNA species carry modifications. Vault RNA 1-2 contains four 2’-O-methyl sites, 7SK RNA carries at least six 2’-O-methyl sites and one pseudouridylation site, and 7SL RNA contains several sites of pseudouridylation. Additionally, we sought to determine whether C/D box and H/ACA box snoRNAs guide modifications on each other. We thus performed 2’-O-methylation primer extension assays on SNORA61 and pseudouridylation assays on SNORD16 and SNORD35A. We found that SNORA61 potentially carries one 2’-O-methylation, while SNORD16 and SNORD35A carry two and six pseudouridylated residues, respectively. To identify C/D box snoRNAs that could guide the observed 2’-O-methylations, we searched for 8-mer complementarity upstream of D and D’ boxes of C/D box and C/D box-like snoRNAs, but we did not find sequences complementary to the modification sites. To predict guiding H/ACA box snoRNAs we employed the program RNAsoop using stringent filtering criteria. We identified potential guiding H/ACA box snoRNAs for 7SK RNA residue ⌧250 and 7SL RNA residue ⌧226.

Previous studies reported that snoRNAs may function in alternative splicing [32,51] and we also repeatedly observed cross-linking of C/D box core proteins to regions that are annotated as exons of protein coding genes. To determine whether these mRNA regions are targeted by snoRNAs, we selected, from the top 1,000 clusters located in mRNA exons in NOP58 libraries, the 157 that were present in both NOP58 replicates and a third CLIP library with at least 10 TPM per nucleotide (Additional file 11). We identified complementarities to the 8-mer guide regions of snoRNAs in 79 of these clusters. In contrast, in shuffled CLIPed regions we only found 60 complementarities to snoRNA guide regions (average of 100 simulations on...
shuffled sequences). Thus, the mRNA sequences that we isolated in the CLIP experiments are consistent with the possibility that snoRNAs act as guides in some steps of miRNA processing.

**snoRNA processing patterns**

It has become apparent that many ncRNAs such as tRNAs, snRNAs, rRNAs and snoRNAs are extensively processed into small, stable RNA fragments originating mainly from the termini of the mature ncRNA [29], which in some cases are incorporated in the Argonaute proteins to function as microRNAs [24]. To identify snoRNA-derived small RNAs that could potentially act as miRNAs comprehensively, we isolated and sequenced the RNA fraction of 18 to 30 nucleotides from HEK293 cells. Small RNAs derived from C/D box snoRNAs constitute about 1.7% of the small RNA pool in this size range in HEK293 cells (Table 3). Consistent with the results of Li and colleagues [29], we found that most of the 513,339 reads overlapping with C/D box snoRNA genes originate from the 5’ or 3’ ends (38.7% and 46.0%, respectively). Visual inspection of the alignment of these reads to the snoRNAs revealed, however, that start and end positions of the reads do not generally coincide with the annotated snoRNA termini, which were inferred based on the characteristic C/D box snoRNA terminal stem (Figure 4A). Instead, the reads that we obtained indicate specific trimming that generates sharp 5’ ends for 5’-end-derived reads and sharp 3’ ends for 3’-end-derived reads. To determine whether this trimming may occur in the process of generating small RNAs from mature C/D box snoRNAs, we isolated small RNAs of length 20 to 200 nucleotides that presumably included the full-length, mature snoRNAs (average C/D box snoRNA length is 70 to 90 nucleotides) and performed a 150-cycle sequencing run. Figure 4A depicts the alignment of reads obtained in the small RNA fraction and the reads obtained in the 150-cycle sequencing run for three selected C/D box snoRNAs. Strikingly, the sharp ends of C/D box snoRNA-derived small RNAs coincide with the 5’ and 3’ ends of the mature form. More generally, we found that for 84% and 70% of the top 50 expressed C/D box snoRNAs, the most prominent start and end positions, respectively, obtained from long sequencing reads coincided with the most prominent start and end positions obtained from small RNA sequencing. This suggests that the observed trimming of the terminal closing stem occurs during the excision of the snoRNA from the intron and is not specific to the processing of the mature snoRNA form into smaller fragments. Furthermore, we found that it is the distance to the C or D boxes that seems to determine the observed ends of the snoRNAs rather than the length of the terminal closing stem (Figure 4B). The 5’ end is sharply defined four to five nucleotides upstream of the C box, while the 3’ end is more variably located two to five nucleotides downstream of the D box. In most cases this will leave mature C/D box snoRNAs with a terminal 5’ overhang compared to the 3’ end. This suggests that, similar to other small RNAs [52,53], snoRNAs are trimmed presumably by exonucleases, to boundaries that are determined by the proteins with which these small RNAs are complexed.

Small RNAs derived from C/D box snoRNA termini appear to be abundant in the cells, and can be incorporated into Argonaute proteins to act as miRNAs [31]. To determine the relative participation of various small RNA classes in the Argonaute-dependent gene silencing, we immunopurified Ago2 from HeLa cells and sequenced the associated small RNA fraction. We found that, as expected, miRNAs constitute the most abundant RNA class that associates with Ago2 (approximately 90%), while C/D box snoRNAs account only for 0.005% of the IP-seq reads (Table 3). Assuming that overall proportions of small RNAs derived from tRNAs and snoRNAs are fairly constant across cell types, we can estimate the efficiency with which small RNAs (from the total small RNA pool) are incorporated in the Argonaute proteins. We found, for example, that although small RNAs derived from tRNAs are 5.6 times more abundant than C/D box

---

**Table 3 Functional annotation of sequencing reads obtained in sRNA sequencing and HeLa Ago2 IP sequencing.**

<table>
<thead>
<tr>
<th>RNA class</th>
<th>HEK293 sRNA sequencing (18 to 30 nucleotides)</th>
<th>HeLa Ago2 immunoprecipitation sequencing (asynchronous cells)</th>
<th>HeLa Ago2 immunoprecipitation sequencing (mitotic cells)</th>
</tr>
</thead>
<tbody>
<tr>
<td>microRNAs</td>
<td>18.30%</td>
<td>89.73%</td>
<td>82.23%</td>
</tr>
<tr>
<td>tRNAs</td>
<td>5.69%</td>
<td>0.20%</td>
<td>0.29%</td>
</tr>
<tr>
<td>snRNAs</td>
<td>5.27%</td>
<td>0.00%</td>
<td>0.071%</td>
</tr>
<tr>
<td>rRNAs</td>
<td>1.75%</td>
<td>0.005%</td>
<td>0.006%</td>
</tr>
<tr>
<td>C/D box snoRNAs</td>
<td>31.18%</td>
<td>0.026%</td>
<td>0.046%</td>
</tr>
<tr>
<td>H/ACA box snoRNAs</td>
<td>64.65%</td>
<td>9.985%</td>
<td>17.293%</td>
</tr>
</tbody>
</table>

Ago2: Argonaute 2; IP: immunoprecipitation; sRNA: small nuclear RNA; snoRNA: small nucleolar RNA; tRNA: small RNA; rRNA: transfer RNA
derived snoRNAs, tRNA fragments are 40 times more abundant in the Ago2-associated fraction. Thus, tRNA-derived small RNAs appear to be more efficiently incorporated in Ago2 than C/D box snoRNA fragments. This is consistent with observations that tRNAs are cleaved by nucleases such as Angiogenin and even Dicer to generate processing fragments that are active in translation regulation [54,55]. Similarly, small RNAs derived from H/ACA...
box snoRNAs are 5.5 times less abundant than small RNAs derived from C/D box snoRNAs in the total RNA fraction, but are 5.2 times more efficiently picked up by Ago2. The H/ACA box snoRNA SCARNA15, which has been shown to be processed into smaller fragments that act as microRNAs [24], is represented in this library with 3,636 reads, 29% of all reads mapped to H/ACA box snoRNA loci (see Additional file 12 for a full listing of all snoRNAs). The C/D box snoRNA with the highest number of reads in the Ago2 IP library is SNORD1A with 1,140 reads, but the majority of C/D box snoRNAs are represented by less than 50 reads.

Of all categories of small RNAs, C/D box snoRNA fragments are those that show the strongest nuclear retention, and are found in the cytoplasm with only low frequency [56]. Thus, this physical separation could account for the low frequency of association between C/D box snoRNA-derived RNAs and Ago2. We therefore wondered whether the association of this abundant class of RNA fragments with Ago2 increases in the mitotic phase of the cell cycle, when the nuclear membrane is dissolved. We collected HeLa cells that were in the mitotic phase through mitotic shake off, immunopurified Ago2 and again sequenced the Ago2-associated RNA fraction. We found that, indeed, the relative abundance of C/D box-derived fragments in Argonaute increased in this condition (Table 3), to 0.054% relative to 0.005%. Nonetheless, these results indicate that C/D box snoRNAs do not generally carry out miRNA-like functions, and that the number of H/ACA box snoRNAs with a dual function is very limited.

**Discussion**

To gain insight into the processing of snoRNAs and the functions of snoRNA-derived small RNAs, we performed PAR-CLIP experiments with snoRNP core proteins. Analysis of PAR-CLIP reads showed that C/D box core proteins Fibrillarin, NOP56 and NOP58 have a very similar binding pattern, overlapping with the box elements. Excluding snoRNA families SNORD113 to SNORD116, which are multi-copy families and do not have guide complementarity to rRNAs or snRNAs, snoRNA-LMBED currently lists 153 C/D box snoRNAs, of which 40 and 78 have a guide region targeting a known modification at the D box and D' box, respectively. Evolutionary conservation profiles of the remaining putative guide regions suggest that most of them are not functional. In support of this concept, our analysis revealed that C/D box core proteins cross-linked more effectively to guide regions that are known to have a target compared to orphan guide regions.

Combining computational prediction with data from small RNA sequencing and PAR-CLIP we identified novel C/D and H/ACA box snoRNAs, and assigned guiding snoRNAs to several modifications on tRNAs and snRNAs that were previously described as orphans. In addition to these *bona fide* snoRNAs, we uncovered a group of C/D box-like snoRNAs that only have a C and a D box as opposed to the common C-D-C'D architecture. These C/D box-like snoRNAs are only weakly conserved and most of them are expressed at low levels. The unusual architecture and the weak evolutionary conservation are likely reasons why these RNA species have not been uncovered by computational ncRNA gene finders [57]. Some of the identified C/D box-like snoRNAs are extremely short, one being only 27 nucleotides in length, leaving hardly enough space for a guide region. The requirements for C/D box snoRNA biogenesis appear to be simply the presence of C and D boxes and a short region of complementarity flanking these boxes, leading probably to the production of many snoRNA-like molecules as the C/D box core proteins scan intronic regions of pre-miRNAs. An interesting lead to follow in further investigating the potential function of the C/D box-like snoRNAs originating in the introns of many genes comes from a recent study conducted in *Drosophila*, in which Schubert and colleagues showed that snoRNAs are required for maintenance of higher-order structures of chromatin accessibility [58].

In our PAR-CLIP experiments we also repeatedly cross-linked ncRNAs that are not usual snoRNA targets. We observed H/ACA box snoRNAs in PAR-CLIP experiments targeting the C/D box core proteins. *Vice versa*, we found C/D box snoRNAs in the PAR-CLIP targeting Dyskerin, which is an essential component of H/ACA box snoRNPs. Primer extension assays indicated that these snoRNAs carry modifications that would be expected from the protein complexes to which they were cross-linked, but we were, in general, not able to identify snoRNAs that could guide these modifications. One drawback may be that in the case of the 2'-O-methyl primer extension assays we cannot be sure that it was indeed a 2'-O-methyl modification as opposed to any other nucleoside modification that caused the stoppage of the reverse transcriptase. However, we can be fairly certain that we identified *bona fide* pseudouridylation sites. Particularly, in the case of SNORD35A we were able to identify five putative pseudouridylated residues but no convincing guiding sequence in a known H/ACA box snoRNA. This suggests either that even more snoRNAs remain to be identified or that these pseudouridylation are caused by a protein-only mechanism not requiring guidance by H/ACA box snoRNAs.

The processing patterns of snoRNAs have raised substantial interest and some controversy in recent years [30,32,59]. We strikingly found that snoRNA excision out of the intron follows a well-defined pattern leaving mature snoRNAs with four to five nucleotides upstream of the C box, and two to five nucleotides downstream of the D box, irrespective of the length of the terminal
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C and D box elements into close proximity so as to be more easily recognized by snoRNP proteins, which then protect the snoRNA from further trimming by the exosome, but may not be needed for the functional, mature snoRNA. This implies that the core proteins actively protect and stabilize the maturing snoRNA.

We further quantified the abundance of snoRNA-derived small RNAs in HEK293 cells, and consistent with other studies [29], we found that small RNAs derived from the ends of C/D box snoRNAs are indeed abundant. However, we did not find evidence that these sRNAs efficiently associate with Ago2 to act as microRNAs, even in conditions when the accessibility of these sRNAs to Ago2 should be higher, such as in mitotic cells. We thus conclude that a microRNA-like function of snoRNA-derived small RNAs is an exception rather than a rule. Most of the sRNAs from C/D box snoRNAs originate from the termini of mature snoRNAs, and hence carry C and D box motifs. It might be that snoRNA core proteins are still attached to these fragments, protect them from total degradation, sequester them in the nucleus and prevent these sRNAs from being loaded into Ago2.

Deep-sequencing-based studies revealed a very complex landscape of transcription and processing of RNAs. The non-canonical products identified initially in such studies raises the question of additional, yet unknown, functions of molecules that have been studied for many years. What has become apparent more recently, however, is that deep sequencing allows us to construct a very detailed picture of the kinetics of processing various classes of RNAs and of their interactions with proteins that protect them from degradation. Intersection of many data sets such as those generated in our study will eventually reveal kinetic and regulatory aspects of cellular processes at a fine level of detail.

Materials and methods
PAR-CLIP experiments
PAR-CLIP was performed with HEK293 Flp-In cells (Invitrogen). Cells were grown in thirty 15-cm cell culture plates per experiment to approximately 80% confluency. At 12 h before harvest, 4-thiouridine (Sigma) was added to the cells to a final concentration of 100 µM. PAR-CLIP was carried out as described previously [34]. For immunoprecipitation, antibodies were coupled to protein-A or protein-G Dynabeads (Invitrogen). Antibodies used against endogenous proteins were α-NOP56 (sc-23705 from Santa Cruz Biotechnology), α-Dyskerin H-300 (sc-48794, Santa Cruz Biotechnology), α-Dyskerin C-15 (sc-26982, Santa Cruz Biotechnology) and α-Fibrillarin AFB01 monoclonal antibody line 72B9, lot 011 (from Cytoskeleton, Inc, AFB01). The α-Ago2 (11A9) monoclonal antibody was a gift from Gunter Meister. For PAR-CLIP with NOP56 we used a HEK293 cell line with a stably integrated FLAG-NOP56 fusion gene and IP was done with monoclonal α-FLAG antibody M2 from Sigma. For one Fibrillarin targeted PAR-CLIP the immunoprecipitated complexes were treated with micrococcal nuclease (MNase, from New England Biolabs) for 5 min at 37°C [35]. After SDS-PAGE, gels were blotted onto nitrocellulose membranes to reduce the background from free RNAs [60]. The PAR-CLIP libraries were prepared as described in Additional file 13 and submitted to deep sequencing on an Illumina HiSeq 2000. The reads obtained from PAR-CLIP experiments were mapped to the human genome (hg19 assembly from UCSC, February 2009) and annotated with the CLIPZ server [36]. Reads marked with the CLIPZ annotation categories ‘fungal’, ‘bacterial’, or ‘vector’ were discarded and only reads that mapped uniquely to the genome were used in the analyses. The library size was scaled to 1,000,000 for all samples to obtain a normalized expression value (tags per million).

Small RNA sequencing
Small RNA sequencing libraries were prepared from size-selected RNAs of 18 to 30 nucleotides (sdRNA sequencing) and 20 to 200 nucleotides (sRNA sequencing). HEK293 total RNA was extracted and treated with DNase. Next, 20 units of T4 polynucleotide kinase and 2 µl of [γ-32P] ATP (10 µCi/µl) were used to radiolabel 10 µg of RNA at the 5’-ends. The RNA was separated together with a radiolabeled 20-nucleotide ladder on a 12% polyacrylamide gel, the bands corresponding to 18 to 30 nucleotides (for sdRNA sequencing libraries) or 20 to 200 nucleotides (for sRNA sequencing libraries) were excised, the RNA was extracted overnight in a 0.4-M NaCl solution and finally precipitated with ethanol. Small RNA libraries were prepared according to a published protocol [61] and sequenced on an Illumina HiSeq 2000 instrument, for 36 (sdRNA sequencing) and 150 cycles (sRNA sequencing library). Adaptor removal was done with the CLIPZ server, and the mapping to the human genome was then done with the Segemehl software (v. 0.1.3) with parameters ‘-D 1 -A 90’ [62]. The Gene Expression Omnibus (GEO) accession number for the PAR-CLIP and sRNA-seq data is GSE43666.

Identification of novel C/D snoRNAs and H/ACA snoRNAs from PAR-CLIP and small RNA sequencing data
For each PAR-CLIP library we inferred binding regions of the proteins of interest by clustering reads whose corresponding loci were at most 25 nucleotides apart. To annotate known snoRNA and scaRNA genes we first retrieved sequences from the snoRNA-LBME-db [37], mapped them to the human genome (a list of motif and
secondary structure annotated snoRNAs is available in Additional file 13). The 500 binding regions that accumulated the highest number of reads in each individual CLIP library, but did not overlap with known snoRNA or scRNA genes, ncRNA genes or repeat elements, were screened for novel snoRNA candidates. We used SnoReport [38] to detect H/ACA box snoRNAs, while for detection of C/D box snoRNAs we searched for protein-binding regions that contained motifs corresponding to the C box (RTGATGA; allowing one mismatch) and to the two most common D box motifs (CTGTA and ATGTA). Sequences that contained both a C box and a D box motif were extended by ten nucleotides in order to search for a terminal closing stem. If a compact closing stem composed of at least four canonical base pairs with at least two G-C/C-G base pairs was found, the sequence was considered a snoRNA candidate. To evaluate the specificity of our C/D box snoRNA gene finding approach, we applied the same procedure to two types of clusters of PAR-CLIP reads from the NOP58 rep A sample both extended by 25 nucleotides on each side. First were the top 100 clusters (defined in terms of the number of reads associated with the cluster) that overlapped with C/D box snoRNA annotation, which served as a positive control. In this set, our program reported 80 sequences as putative snoRNAs. The second type of cluster contained the top 100 clusters that overlap with mRNA exon annotation. These should not contain snoRNAs, and indeed, we only obtained five putative C/D box snoRNA candidates. Similarly low numbers of snoRNA candidates were obtained from randomized sequences (not shown). Altogether, these tests indicated that our method has very good specificity. In contrast, the number of predictions we obtained from CLIPed clusters without a known annotation was 11 for the top 100 such clusters.

Candidates that showed expression of at least 1 TPM per nucleotide in the 20 to 200 nucleotides small RNA sequencing run (only uniquely mapped reads that covered at least 50% of the candidate snoRNA sequence were considered), and had at least 1 TPM per nucleotide in at least one of the type-specific CLIP libraries were considered putative snoRNAs. They were consecutively numbered, and named as ‘ZL#.‘ To further validate the newly found snoRNAs, we searched for evidence of expression in recently published small RNA-seq libraries from the ENCODE project [39]. Files with the genome coordinates of mapped reads (BAM files) were obtained from the ENCODE data coordination center at UCSC [63] and uniquely mapping reads were used for the analysis. In addition, we selected the 20 candidate C/D box snoRNAs with the highest read count in our data for validation by Northern blotting (see Additional file 13 for details on the experiment). To evaluate the evolutionary conservation of the putative snoRNAs, we carried out a homology search against the vertebrate genomes available in the UCSC genome browser. Once an initial set of homologs was identified, we built sequence/structure models and continued to search for more distant homologs with the Infernal software [64].

Detection of 2'-O-ribose-methylated and pseudouridylated residues

To identify 2'-O-methylated residues we used a reverse transcriptase-based method coupled with polymethylamide gel analysis as described in [65]. The method is based on the observation that cDNA synthesis is noticeably impaired in the presence of a 2'-O-methyl when deoxynucleotide triphosphate fragments (dNTPs) are limiting [65,66], giving rise to a characteristic pattern of gel banding immediately preceding the 2'-O-methyls, with strong bands at low dNTP concentrations (0.004 mM) [66], becoming weaker with increasing concentrations of dNTPs.

To map pseudouridines in candidate RNAs we used a method that relies on chemical modification of RNA bases with N-cyclohexyl-N-ethylcarbodiimide (CMC) [67]. The method involves carbodiimide adduct formation with U, G and pseudouridine followed by mild alkali treatment, which removes the adduct from U and G but not from the N-3 of pseudouridine. This modification results in the blockage of reverse transcription one residue 3' of the pseudouridine on the sequencing gel. For a detailed description of assays used to map 2'-O-methyls and pseudouridines see Additional file 13. As a proof of principle, we first applied these assays to the splicosomal RNA U6, which is known to carry 2'-O-methylated and pseudouridylated residues. In addition to the well-documented sites, we also observed novel 2'-O-methyl sites that have not been previously reported so far (Additional file 14).

To predict C/D box snoRNAs that could guide 2'-O-methylation, we searched for 8-mer complementarity (only canonical base pairs allowed) to regions immediately or one nucleotide upstream of the D and D' boxes of C/D box and C/D box-like snoRNAs. To predict H/ACA box snoRNAs that could guide pseudouridylations, we used the program RNAseep [48]. We first determined for each H/ACA snoRNA stem an energy cutoff value by running simulations on 1,000 random sequences of length 100. Only if an RNAseep prediction had an energy value lower than 90% of the random sequences, and at least three canonical base pairs on each side of the binding pocket, did we consider it as a hit.

Ago2 immunoprecipitation sequencing of asynchronous and mitotic cells

Mitotic cells were collected using mitotic shake-off [68,69], a technique based on the observation that cells become rounded and more easily detachable from the culture
vessel as they progress into metaphase during mitosis [70]. Details of the experimental setup are given in Additional file 13. To be able to confirm microscopically that we collected mitotic cells we used HeLa cells with the human histone H2B gene fused to green fluorescent protein (see Additional file 15). Ago2 was immunoprecipitated from mitotic and asynchronous cells; the Ago2-associated RNAs were extracted and used to prepare cDNA libraries as described above [61], which were then submitted to deep sequencing. Adapter removal was with the CLIPZ server, and reads were then mapped with Segemehl as described above. In the analysis of small RNA libraries (Ago2-IP and HEK293 siRNA sequencing (18 to 30 nucleotides)), we considered both uniquely and multi-mapping reads that were annotated based on their mapping to genes in one of the following categories: tRNAs (from mirBase) and snRNAs (from ENSEMBL). MicroRNAs (from mirBase) and snRNAs (from ENSEMBL release 59), C/D box snoRNAs and H/A box snoRNAs (curated data set from this work).

Additional material

Additional file 1: Profiles of PAR-CLIP reads obtained with various core snRNP proteins for snoRNAs and scaRNAs. The proteins and normalized read counts are shown on the y-axis. The snoRNA and location of boxes are shown on the bottom. Red bars in the profiles indicate the number of T→C mutations observed at individual nucleotides in the PAR-CLIP reads.

Additional file 2: List of novel C/D box, C/D box-like snoRNAs and mini-snoRNAs obtained in this study

Additional file 3: List of novel H/A box snoRNAs or homologs of known snoRNAs (indicated in the 'BLAST hits' column) that were obtained in this study

Additional file 4: RNA-seq read profiles from selected ENCODE small RNA-seq samples along the novel C/D box and H/A box snoRNA loci identified in this study.

Additional file 5: Northern blots for selected mitotic novel C/D box snoRNAs. Among the 20 most abundantly expressed (in the small RNA-seq data) novel C/D box snoRNAs, we could confirm the presence of ZL1, ZL2, ZL4, ZL11, ZL13, ZL17, ZL16, ZL26 and ZL127 by Northern blotting.

Additional file 6: Expression of C/D box and C/D box-like snoRNAs in our small RNA-seq run (20 to 200 nucleotides; sequenced 150 cycles) only reads that cover at least 10% of the snoRNA locus were considered.

Additional file 7: SCARMA21 has a C/D box/H/A box hybrid structure. (A) Screenshot from the UCSC genome browser showing conserved C and D box elements. (B) Northern blot probing for H/A box structure only (left) and for the hybrid structure (right).

Additional file 8: Primer extension assays for U2 snRNA. Primer extension assay reveals a 2′-O-methyl modification site for nucleotide U247.

Additional file 9: Primer extension assays for non-canonical snoRNA targets. Primer extension runs reveal 2′-O-methyl (A-C) and pseudouridine (D-G) modification sites in several non-canonical RNAs. (A) SNORD61, G5B. (B) Piro2: G133, C132, C133, C134. (C) 5′ SSA: U126, U123, U122, U121, U120, U119, U118, U117, U116, U115, U114, U113, U112, U111, U110, U109, U108, U107, U106, U105, U104, U103, U102, U101, U90, U89, U88, U87, U86, U85, U84, U83, U82, U81, U80, U79, U78, U77, U76, U75, U74, U73, U72, U71, U70, U69, U68, U67, U66, U65, U64, U63, U62, U61, U60, U59, U58, U57, U56, U55, U54, U53, U52, U51, U50, U49, U48, U47, U46, U45, U44, U43, U42, U41, U40, U39, U38, U37, U36, U35, U34, U33, U32, U31, U30, U29, U28, U27, U26, U25, U24, U23, U22, U21, U20, U19, U18, U17, U16, U15, U14, U13, U12, U11, U10, U9, U8, U7, U6, U5, U4, U3, U2, U1.

Additional file 10: Summary of nucleotide modifications detected by primer extension assays and predicted guide snoRNA-target interactions

Additional file 11: Analysis of PAR-CLIP clusters overlapping with snoRNA exon annotation. Shown are genome coordinates, host transcript and exon identifier, the number of F and D boxes predicted within the genomic region, snoRNAs to whose guide regions these miRNA fragments are complementary and the number of (normalized) reads obtained from the regions in various PAR-CLIP libraries.

Additional file 12: Detailed list of reads mapping to snoRNA loci in Ago2 IP-seq libraries

Additional file 13: Supplementary materials and methods. Detailed information about the experimental methods: (PAR-CLIP library preparation, Northern blotting, primer extension assays, mitotic shake-off and Ago2 immunoprecipitation and sequencing). In addition, the annotated C/D and H/A box snoRNAs used in this study are listed.

Additional file 14: Primer extension assays on spliceosomal RNA U6.

Additional file 15: Asynchronous and mitotic GFP-tagged HeLa cells

Additional file 16: Extended version of Figure 4B showing all snoRNA genes expressed in HEK293 cells.
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Abstract

Small nucleolar RNAs (snoRNAs) are a class of non-coding RNAs that guide the post-transcriptional processing of other non-coding RNAs, mostly ribosomal RNAs. Recently, snoRNAs have been implicated in several other processes ranging from microRNA-like silencing to alternative splicing. A comprehensive catalog of these molecules, their processing products and expression profiles is essential for studying their functions. Here we have constructed an up-to-date catalog of human snoRNAs by combining data from various databases with de novo prediction and extensive literature review to provide curated genomic coordinates for the mature snoRNAs. By analysing small RNA-seq data from the ENCODE project we characterize the plasticity of snoRNA gene expression as well as their processing patterns. Finally, we identify snoRNAs whose expression is most strongly and reproducibly dysregulated in cancer cell lines.
Introduction

SnoRNAs are a specific class of small (from 60 to -- with a few exceptions --160 nucleotides) non-protein coding RNAs that are best known for guiding post-transcriptional modification of other non-protein coding RNAs such as ribosomal, small nuclear and transfer RNAs (rRNAs, snRNAs and tRNAs, respectively) 1-6. Based on defined sequence motifs and secondary structure elements, snoRNAs are classified as either C/D box or H/ACA box. The two classes guide 2'-O-methylation and pseudouridylation of nucleotides on the target molecules, respectively. In C/D box snoRNAs the C box (RUGAUGA, R = A or G) and D box (CUGA) are brought into close proximity when the 5' and 3' ends of the snoRNA form a stem structure 7,8. Most C/D box snoRNAs have additional, less conserved, C and D box motifs in the central region of the snoRNA which are termed C’ and D’ boxes. To carry out their function snoRNAs form ribonucleoprotein (RNP) complexes with the 15.5K, NOP56, NOP58, and fibrillarin proteins 9,10. In these complexes, fibrillarin catalyses the 2'-O-methylation of the ribose in target RNAs 11. The nucleotide undergoing the modification is determined by the complementarity to the 10 to 21 nucleotides (nt) guide region that is located upstream of the D or D’ box. The fifth nucleotide upstream of the D/D’ box will undergo the 2’-O-methylation 12-14.

H/ACA box snoRNAs adopt a well defined secondary structure consisting of two hairpins that are joined by a single-stranded region termed the H box (ANANNA, N = A, C, G or U) and further have an ACA box (AYA, Y = C or U) motif at the 3' end 15,16. Similar to C/D box snoRNAs, H/ACA snoRNAs form RNP complexes with a set of four proteins, Dyskerin, Nhp2, Nop10 and Gar1. This RNP is active in pseudouridylation, with Dyskerin acting as the pseudouridine synthase 17. Target recognition by H/ACA box snoRNAs also involves RNA-RNA interactions, of the single-stranded region in the snoRNA hairpin structures with the target RNA 18,19.

Canonical snoRNAs accumulate in the nucleolus, the primary site of ribosome synthesis, where they carry out their functions. ScarRNAs (small Cajal body-specific RNAs) are a specific subset of snoRNAs that guide modifications of spliceosomal RNAs and hence are found specifically enriched in Cajal bodies, the primary site of spliceosomal RNAs biogenesis 2. The import of snoRNAs into Cajal bodies requires the presence of special sequence motifs. H/ACA box snoRNAs have the CAB boxes (UGAG) located in the hairpin loops of the two stem structures 20, while the import of C/D box snoRNAs seems to be dependent on a long UG dinucleotide repeat element 21. There is evidence that both motifs are recognized by WDR79 which facilitates transport to Cajal bodies 21,22. Beyond these snoRNAs with canonical structures some long scaRNAs with hybrid structures that are able to function in both methylation and pseudouridylation have been characterized 22,23. Moreover, the primate specific Alu repeat elements can give rise to H/ACA box like snoRNAs termed AluACA RNAs that also seem to accumulate in Cajal bodies 24.

Interestingly, it appears that snoRNAs can guide other types of RNA processing, beyond methylation and pseudouridylation (see ref. 25 for a recent review). For example, SNORD22, SNORD14, SNORD3 and SNORD118 are involved in the processing of ribosomal RNA precursors 26. Even though these RNA molecules have C and D box motifs, it seems that they do not show terminal end trimming C/D
snoRNAs are usually subject to C/D box specific trimming. This likely suggests that these snoRNAs are in complex with additional proteins that assist in executing their function and prevent the usual C/D box specific C/D box like function 31. Whether this function can be more generally carried out by other snoRNAs remains unknown. To add to the complexity of this class of RNAs, recent high-throughput sequencing-based studies identified C/D box-like snoRNAs as short as 27 nucleotides 27, that barely could host an antisense region, and as long as a few thousand nucleotides. The latter have been termed long non-coding snoRNAs (sno-lncRNAs) 32. A summary of the currently known snoRNA classes is shown in Figure 1.

Despite a few recent genome-wide surveys for detection of novel snoRNAs, recent studies 21,27 have clearly demonstrated that our catalog of human snoRNA loci is far from complete. The data resources on snoRNAs 33,34 that have become standard in the field have either ceased to exist or to be updated. Furthermore, the focus of the research community has moved towards characterization of snoRNA genes in species other than human 35–39. A recent attempt to improve the accuracy of snoRNA gene annotation 40 clearly demonstrates that a well designed, uniform analysis strategy is needed in trying to expand the catalog of snoRNAs while maintaining annotation accuracy. Here we sought to fill these gaps by providing an up-to-date catalog of snoRNA loci in the human genome, their processing patterns and expression profiles across tissues.
Figure 1. Schematic overview of different structural snoRNA classes. (A) Canonical C/D box snoRNAs have a C box and D box motif located close to the terminal stem, and additional boxes termed C’ and D’ box internally. Canonical H/ACA box snoRNAs are composed to two stem structures with an internal H box motif and an ACA box motif at the 3’ end. (B) SnoRNAs that execute their function in Cajal bodies additionally have specific import motifs termed CAB box in the case of H/ACA box snoRNAs, or a G/U rich sequence in the case of C/D box snoRNAs. (C) Several hybrid snoRNAs that consist of both a C/D box and an H/ACA box domain have been identified. Recent studies have also uncovered extremely short C/D box like snoRNAs (D) as well as long noncoding RNAs with snoRNA ends that cover several hundred nucleotides (E,F).
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Results

Curation of known snoRNA gene loci

In contrast to other types of molecules such as mRNAs or microRNAs, fewer studies attempted to sequence the full complement of mature human snoRNAs. Thus, the annotation of human snoRNA genes frequently started from computational predictions. Especially in the case of C/D box snoRNAs a consistent procedure for defining the 5’ and 3’ ends of their mature forms is lacking, and different pragmatic definitions such as the longest terminal stem, the longest evolutionarily conserved terminal stem, or the experimentally determined ends were used in different studies. However, the sequencing data that we obtained in a recent study indicated C/D box snoRNAs undergo uniform trimming at both the 5’ and the 3’ end \(^2\), irrespective of the length of the terminal stem. In this work we use this observation to provide a unified catalog of mature human snoRNAs, with their 5’ and 3’ ends defined based on their coverage in small RNA sequencing data sets.

We retrieved 272 C/D box snoRNA, 108 H/ACA box snoRNA and 24 scaRNA that are currently annotated by the HUGO Gene Nomenclature Committee (HGNC) and mapped them to the human genome (hg19). We further obtained the genomic coordinates of small RNA sequencing reads from 114 data sets that were generated by the ENCODE consortium.\(^41\) Intersecting the loci of sequenced small RNAs with those of the known snoRNAs, we identified, for each known snoRNA, the 5’ and 3’ ends that were most represented among the small RNA sequencing (sRNA-seq) reads (see Methods for details). As reported previously, the 5’ end is located 4-5 nt upstream of the C box motif and 3’ end is located up to 5 nt downstream of the D box motif. The same processing pattern is also observed here based on curated coordinates (see Supplementary Figure S1). The curated loci of the known, mature snoRNAs, are compiled in Supplementary File 1. For some snoRNAs e.g. SCARNA21, SNORD11B, or SNORA58 the sequence inferred from the small RNA sequencing data differed considerably from the sequence that is current deposited in HUGO. Supplementary File 2 shows a visualization of snoRNA loci including the HUGO sequence, the sRNA-seq read profile along these loci and the 5’ and 3’ ends that were inferred based on the sRNA-seq data.

An updated catalog of human snoRNA genes

To provide an up-to-date catalog of human snoRNAs, we integrated data from several sources, including a de novo genome-wide search. Our strategy is outlined in Figure 2. Specifically, we collected snoRNAs from the recently published literature, from RFAM-based predictions that were generated by the GENCODE consortium,\(^42\) from deepbase\(^43\) and from our in-house snoRNA database at the University of Leipzig. To these we added genome-wide de novo predictions obtained with the following workflow, which is summarized schematically in Figure 2: Starting from genomic regions that gave rise to at least 5 reads in the entire sRNA-seq data set generated by the ENCODE consortium,
we extracted regions extending 20 nt upstream and 100 nt downstream of the start and end of the read cluster respectively. We used the snoReport 45 and snoSeeker 46 software to carry out snoRNA gene predictions. Additionally, we searched for cases in which degenerate C box and D box motifs with at most 100 length define potential C/D box-like snoRNA transcripts 27 (see Materials and Methods for a detailed description of the algorithm). We consolidate these initial candidates to a non-redundant set of putative snoRNA loci, excluding those that overlapped with repeat-annotated genomic regions. To generate a high-confidence set of snoRNA loci, we defined a set of strict rules to identify snoRNA candidates whose expression as mature forms was strongly supported by the sRNA-seq data (see Materials and Methods). This analysis yielded over 200 human snoRNAs that are currently not covered by the human gene annotation (Table 1 and Supplementary File 1). Finally, we used the the Infernal software and Rfam sequence-structure models to identify candidates which have relatively close homologs among the already known snoRNAs. We assigned each snoRNA to the family with the closest homology that had a p-value lower than $10^{-6}$. Table 1 summarizes these findings.

Figure 2. Outline of the snoRNA annotation strategy used in this study. We combined de novo search on ENCODE sRNA-seq expressed regions with snoRNA genes and predictions from various databases as well as extensive literature review. Finally, all candidate sequences were checked for a supportive sRNA-seq read pattern to identify high confidence, currently not annotated snoRNA genes.

Table 1. Overview of the snoRNAs identified in this study. Numbers in parentheses indicate snoRNAs without close homologs among the already annotated snoRNAs from the RFAM database 64,65.
Expression profiling of human snoRNAs

The plasticity of snoRNA expression across cell types has been relatively poorly studied, although changes in snoRNA expression have been observed in cancers. Because the ENCODE consortium profiled noncoding RNA expression over a diverse set of normal and malignant cell types we analyzed the tissue specificity of expression of the snoRNAs in our catalog. We found that both H/ACA box and the C/D box snoRNA pools are dominated by a few abundantly expressed snoRNAs (Figure 3A). In particular, 21 and 18 C/D box and H/ACA box snoRNAs account for more than 80% of sRNA-seq reads captured for the respective snoRNA class. Of these abundantly expressed snoRNAs, only two of the C/D box family (SNORD83A and SNORD64) and only four of the H/ACA family (SNORA73B, SNORA11, SNORA73A and SNORA51) do not have well confirmed target sites on ribosomal RNAs. This indicates that abundantly expressed snoRNAs are essential for ribosome biogenesis. Consistently, these snoRNAs also show little variation in expression across cell types (Fig. 3B,C denoted by red stars; high resolution versions of these figures including gene names can be found in Supplementary Figure S2). On the other hand, some snoRNAs, belonging to both the C/D box and the H/ACA box class, do exhibit cell type-specific expression. The vast majority of these are expressed in neuronal cell types and include the well known, neuronal specific orphan SNORD115 and SNORD116 families as well as snoRNAs with canonical ribosomal targets such as SNORD100 and SNORD33. The orphan H/ACA box SNORA35, which is known to be expressed in neurons, has the strongest cell type specificity among the H/ACA box snoRNAs. However, H/ACA box snoRNAs with canonical ribosomal targets such as SNORA54 or SNORA22 also show a cell type specific bias of expression. A comprehensive listing of snoRNAs that show cell type specific expression can be found in Table 2.

Furthermore, we performed hierarchical clustering of a subset of sRNA-seq samples that have been generated from decapped (tobacco acid phosphatase (TAP)-treated) RNAs isolated from whole cells (Supplementary Figure S3), and found a striking separation of normal and malignant cell lines with several snoRNAs being differentially expressed in all cancer cell lines compared to cells of non-malignant origin. This is consistent with the results of prior studies that identified snoRNAs as putative cancer biomarkers. It also parallels a recent finding that a specific set of tRNAs undergoes increased expression in cancers, with possible consequences on the translational efficiency in these...
To facilitate further investigations into these cancer-associated snoRNAs we compiled the list of snoRNAs with the most significant differential expression in cancer cell lines (Table 3 and Table 4). Finally, cells of neuronal origin have a snoRNA expression profile that stands out from those other cell types, due to the relatively large number of neuron-specific snoRNAs. Other cell types show more similar profiles, although the mammary gland and hematopoietic cell types tend to cluster closer together, as do the muscle and adipose tissue. The remaining cell types (melanocytes, fibroblasts, osteoblasts, chondrocytes and placental tissue) form one big cluster with no clear boundaries. (see supplementary Figures S3 and S4).
Figure 3. Expression profiling of snoRNA genes in ENCODE sRNA-seq data. (A) The pool of human snoRNA genes is dominated by a few abundantly expressed snoRNA genes. (B) Evaluation of tissue specific expression of snoRNA genes. The top panel show values for C/D box snoRNAs, while the bottom panel does for H/ACA box snoRNAs. The higher the specificity score is the more biased the expression to a specific tissue or cell type is. MFOCP is an acronym for melanocytes, fibroblasts, osteoblasts, chondrocytes and placental tissue.
Limited evidence of tissue-specificity of snoRNA-derived fragments

Several previous studies described snoRNA-derived fragments and suggested that, with some exceptions, the pattern of processing is conserved across snoRNAs and tissues. Furthermore, various groups proposed that snoRNA-derived fragments may have non-canonical functions. We asked whether the relative proportion of short (less than 40 nt) snoRNA-derived fragments differs between snoRNAs and whether it differs across cell types (see Materials and Methods) for a given snoRNA. We observed that the majority of C/D box snoRNAs (75%) are found predominantly as mature forms in the data. That is, the proportion of processing products is <50% of the reads associated with the snoRNA. The cumulative distribution of this proportion is shown in Supplementary Figure S5. Furthermore, we found only minor differences in this proportion across the tissues where the snoRNAs are expressed. Notable exceptions are the SNORD115, 116, 113 and 114 families. A group of snoRNA comprising SNORD50, SNORD19, SNORD32B, SNORD123, SNORD111, SNORD72, SNORD93, SNORD23 and SNORD85, gives rise to > 90% processed fragments, yet we did not find evidence that these snoRNAs are processed into shorter forms in a cell type-dependent manner (Supplementary File S3 and Supplementary Figure S6).

Conclusions

The wide availability of deep sequencing technologies has prompted thorough investigations into the processing and expression patterns of all types of RNA molecules, including those with relatively well-characterized functions such as the snoRNAs. In turn, the improved understanding of these molecules’ biogenesis enables their identification in large-scale data sets with increased accuracy. Among the small RNAs, snoRNAs have a relatively long history, going back to the late 1960’s (Maxwell and Fournier 1995). A comprehensive database of human C/D box and H/ACA box snoRNAs has been constructed (https://www-snorna.biotoul.fr), but unfortunately, this database has not been updated since deep sequencing studies started to uncover additional snoRNA molecules. Furthermore, the number of novel snoRNAs that emerged from these recent studies varies widely, and there is some controversy concerning the criteria that were used in defining the snoRNAs.

Here we combined known sequence and structure properties of snoRNAs with recently uncovered patterns of processing and with expression evidence to generate an updated catalog of human C/D box and H/ACA box snoRNAs. Our analysis suggests that although many genomic regions may give rise to RNAs that are processed by the snoRNA-processing machinery and even bind the core proteins of the snoRNP complex, as has been observed before, only a relatively small number (hundreds) of these molecules are expressed at a level that is comparable to other well-characterized snoRNAs. Finally, our analysis indicates that snoRNA expression is not “static”, but can undergo some dynamics. Although it has been long known that neurons specifically express a large number of snoRNAs, here we found a striking difference in snoRNA expression between normal and malignant cells. Whether changes in snoRNA expression are reflected in the processing of the target molecules such as rRNAs and whether this has a consequence for the mRNA translation are very interesting questions that remain to be investigated in the future. Our study facilitates these studies by providing a catalog of snoRNAs and the associated rRNA modifications that could then be studied in a targeted manner.
Materials and Methods

Curation of mature forms of known snoRNA genes

A list of snoRNA genes currently annotated by HGNC was obtained from www.genenames.org (3.3.2014) and the corresponding sequence entries were retrieved from the NCBI Nucleotide database via accession numbers as identifiers. Retrieved sequences were then mapped to the hg19 human genome with BLAT to infer their genomic loci. To annotate the genomic coordinates of mature snoRNA genes, we took advantage of the massive sRNA-seq data produced by the ENCODE Consortium. 41 We retrieved the BAM files containing the genomic loci of the reads from 114 sRNA-seq data sets (read length of 101 nt) from the UCSC ENCODE analysis hub (http://genome.ucsc.edu/ENCODE).

To select reads that could support mature snoRNA genes, we used the following criteria: First, we required that either the sRNA-seq read covers at least 75% of a snoRNA gene or the sRNA-seq read was longer than 90 nt (and the snoRNA gene was presumably too long to be covered by sRNA-seq reads). Second, we required that the first and last genomic positions where the sRNA-seq read mapped were at most 5 nt away from the start and end position of the annotated snoRNA gene to which the read mapped. After thus identifying sRNA-seq reads associated with individual snoRNA genes, we redefined the boundaries of the mature snoRNA forms as the positions where most of the sRNA-reads associated with the locus started or ended, respectively. For snoRNA loci with too few sRNA-seq supporting reads, we manually curated the genomic coordinates of the mature forms based on the sRNA-seq reads profile (see Supplementary file 1). To further validate this procedure, we examined the distance between the 5' and 3' ends and the C and D box motifs, respectively. We found that, as shown before in ref. 27, the 5' end of C/D box snoRNA was located 4-5 nt upstream of the C box motif, and the 3' end at most 5 nt downstream of the D box motif. In turn, we used this information as another indication for curating the 5’ and 3’ coordinates of the mature snoRNAs for which the sRNA-seq data did not sufficiently or completely covered the loci. Annotated snoRNA with a coverage of less than 100 reads (corresponding to 0.0087 TPM) are SNORD 113-1,113-2, 116-28, 114-7, 115-45,115-47, 108, 114-2, 56B, 114-8, 114-30, 116-10 and SNORA29. It is worth noting that the majority of these come from large, repetitive families.

Identification of predicted snoRNAs with supporting expression data from the ENCODE project

To uncover additional snoRNA genes that have supporting expression evidence, we first collected predictions of two computational tools, snoSeeker 44 and snoReport 45, that have been specifically designed to predict snoRNA genes. To that end, we restricted the search space to genomic regions that were supported by at least five reads in the combined set of sRNA-seq samples and extended these loci by 20 nt from the 5' end and 100 nt from the 3' end. The predictions of snoSeeker and snoReport were pooled and candidate snoRNAs genes overlapping with already annotated snoRNA genes were removed. This step yielded 820,835 putative C/D box snoRNA loci and 316,076 H/ACA box snoRNA.
Because the sequence and structure constraints on snoRNAs appear to be weaker compared to, for example, tRNAs, we expect a higher false-positive rate of prediction for snoRNAs compared to tRNAs. Here we used the observation that C/D box snoRNAs undergo precise processing which leaves only 4-5 nt upstream of the C box, and 2-5 nt downstream of the D box to further validate the C/D box snoRNA prediction. Small RNA-seq reads that mapped to C/D box snoRNA loci were considered ‘supportive’ of a snoRNA mature form if the 5’ end of the read was located 4-5 nt upstream of the inferred C box and the 3’ end of the read was located 2-5 nt downstream of the D box. For C/D box snoRNA genes with a predicted length of more than 100 nt, we could only enforce that the 5’ end is processed as expected, but we required that the sRNA-seq reads cover at least 75% of the length of the predicted snoRNA gene or are at least 90 nt in length. For H/ACA box snoRNAs, a read was labelled as supportive if the 5’ end of the read was located +/- 5 nt around the predicted 5’ end of the snoRNA locus, and the read either covered at least 75% of the length of the snoRNA locus or was at least 90 nt in length. 8,000 predicted C/D box snoRNAs and 7,772 predicted H/ACA box snoRNAs had at least one supportive read, but only 121 and 114, respectively, remained when we required at least 1000 supportive reads (corresponding to 0.087 TPM) in the entire data set. In the next step, candidate snoRNA loci were filtered for redundancy and loci overlapping with predictions obtained from deepBase, Leipzig, and GENCODE were removed. Finally, we removed candidate loci where more than 25% of the loci overlapped with repeat annotation and discarded those that did not have support by uniquely mapped reads. In the end, our de novo prediction yielded 12 and 74 H/ACA box and C/D box snoRNA loci, respectively. These putative snoRNAs can be found in Supplementary File 1, under “de novo” category.

In previous work, we found that core snoRNP proteins bind snoRNA-like RNAs, that we not reported in snoRNA databases. To capture these cases, we carried out a genome-wide scan for C/D box snoRNA-like molecules that are supported by sRNA-seq evidence. We started from genomic regions defined by a degenerate C box (“TGATGA”, “TGGTGA”, “TGATGT”, “TGATGC” or “TGTTGA”) and a D box (C|ATGA) separated by 10-90 nts. Applying the same filtering steps as we did for the predictions generated by snoReport/snoSeeker (see above) we identified 93 CD-box like candidates that have at least 1000 supportive reads in the sRNA-seq data. These can be found under the “snoRNA-like” category in the Supplementary File 1.

**Analysis of the expression profiles of known snoRNA genes and snoRNA-derived fragment based on ENCODE**

The expression level of a given snoRNA in a sample was calculated based on the total number of reads (uniquely and multi-mapping) from that sample that overlapped with the snoRNA locus. The normalization of read counts was done relative to the total number of reads obtained in the sample. The ENCODE project generated sRNA-seq samples from a range of cell types, both normal and malignant, as well as from distinct sub-cellular compartments (“Cell”, “Cytosol”, “Chromatin”, “Nucleus” and “Nucleolus”). Furthermore, to capture various types of small RNAs, the RNA was subjected to various treatments (tobacco acid phosphatase (“TAP”) to remove cap structures, calf intestinal phosphatase and
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TAP ("CIP-TAP") to further remove 5' and 3' phosphates, as well as left untreated “No treatment”). Based on the calculated expression values of each snoRNA in each sample we carried out hierarchical clustering of the snoRNAs expression profiles as well as the samples based on the similarity in their corresponding snoRNA expression profiles. The results are shown in Supplementary Figure S7 for C/D and H/ACA box snoRNAs. Because samples that were prepared similarly and were generated from the same cellular compartment tended to cluster together for the expression analysis across cell types we used samples that were obtained from the same cellular compartment ("cell") and with the same treatment ("TAP"), as these covered the largest variety of cell types. Furthermore, we normalized the reads relative to the total expression of snoRNAs in the given sample, excluding other types of molecules. Because snoRNAs tend to form families of closely related sequences, we also grouped snoRNAs that were more than 80% identical over their entire length. Supplementary File S4 contains the list of snoRNAs and their corresponding cluster representatives. The expression level of a cluster representative was defined as the average expression level of all snoRNAs associated with that cluster. When replicates were available, we further averaged expression over replicates as well. Given the normalized expression levels thus calculated, we evaluated the specificity of expression or of processing of individual snoRNAs as follows. To quantify the specificity of expression, we first computed the relative frequency of each snoRNA in a given sample. Then we calculated a specificity score defined as

\[ S(p_1, p_2, \ldots, p_n) = \log(n) - \sum_{i=1}^{n} p_i \log(p_i) \]

where \( p_i \) is the normalized frequency of the snoRNA in sample \( i \). The specificity score is maximal when the snoRNA is expressed in a single sample and minimal when the relative frequency of the snoRNA is the same across all samples.

snoRNAs dysregulated in cancer

To directly compare snoRNA expression between normal and malignant cells, we averaged the snoRNA expression separately over normal and malignant cell types. The ratio of these quantities gives us the fold-change of expression between normal and malignant cells.

Expression profiling of snoRNA-derived fragments

To determine whether processed fragments are generated in a cell type-specific manner, we first separated the reads into those that correspond to the mature snoRNA and to shorter processed products. Because the sRNA-seq samples should in principle contain only full-length RNAs and based on the length distribution of snoRNAs (Supplementary Figure S8), we chose a maximum length of 40 nt for a read to be considered as corresponding to a processed RNA. This is consistent with the length of snoRNA-derived fragments that was reported before \(^{21,23,56}\). Next, we calculated the proportion of processed reads among all reads associated with the snoRNA. Finally, we calculated a specificity score of snoRNA expression or of processing across tissues as described above for the specificity of snoRNA expression.
Table 2. Summary of snoRNAs with a highly cell type-specific expression (specificity score > 0.6). MFOCP stands for melanocytes, fibroblasts, osteoblasts, chondrocytes and placental tissue.

<table>
<thead>
<tr>
<th>SnoRNA name</th>
<th>Cells in which it is expressed</th>
<th>Associated samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>SNORD115 family, SNORD116 family, SNORD100, SNORD109, SNORD107, SNORD29</td>
<td>Neurons</td>
<td>H1_neurons</td>
</tr>
<tr>
<td>SNORD33, SNORD81, SNORD105, SNORD68, SNORD11, SNORD36A, SNORD102, SNORD111, SNORD12B, SNORD30, SNORD69, SNORD32A (2), SNORD12, SNORD22, SNORD50A, SNORD11B, SNORD55, SNORD105B</td>
<td>Neurons and lymphoblastoid cells</td>
<td>H1_neurons, GM12878</td>
</tr>
<tr>
<td>SNORD11B</td>
<td>Neurons and pericytes</td>
<td>H1_neurons, HPC_PL</td>
</tr>
<tr>
<td>SNORD112</td>
<td>MFOCP</td>
<td>HCH</td>
</tr>
<tr>
<td>SNORD113-8 (7)</td>
<td>MFOCP</td>
<td>hMSC-BM</td>
</tr>
<tr>
<td>SNORD114-22 (28)</td>
<td>MFOCP</td>
<td>HPIEpC</td>
</tr>
<tr>
<td>SNORD7</td>
<td>Neurons and Endothelial cells</td>
<td>H1_neurons, HAOEC</td>
</tr>
<tr>
<td>SNORD46, SNORD42A</td>
<td>Mammary gland and lymphoblastoid cells</td>
<td>HMEpC and GM12878</td>
</tr>
<tr>
<td>SNORD125, SNORD85, SNORD91A</td>
<td>hematopoietic, neurons and lymphoblastoid cells</td>
<td>CD34+, H1_neuron, GM12878</td>
</tr>
<tr>
<td>SNORA35, SNORA36B (3)</td>
<td>Neurons</td>
<td>H1_neurons</td>
</tr>
<tr>
<td>SNORA54, SNORA22, SNORA16A (2), SNORA48, SNORA63, SNORA14B(2), SNORA5A</td>
<td>Neurons and lymphoblastoid cells</td>
<td>H1_neurons, GM12878</td>
</tr>
<tr>
<td>SNORA47</td>
<td>Neurons, hematopoietic and lymphoblastoid cells</td>
<td>H1_neurons, CD34+, GM12878</td>
</tr>
</tbody>
</table>
Table 3. SnoRNAs whose expression differs substantially (more than 5-fold) and significantly (p-value < 0.0005 in the t-test) between malignant and normal cells.

<table>
<thead>
<tr>
<th>snoRNA name</th>
<th>Fold change (log2) (malignant vs normal cells)</th>
<th>p-value (two sample t-test)</th>
<th>Expression (total reads across the 114 samples)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SNORD10</td>
<td>-3.79</td>
<td>1e-14</td>
<td>29256584</td>
</tr>
<tr>
<td>SNORD105B</td>
<td>-3.60</td>
<td>1.5e-5</td>
<td>610940</td>
</tr>
<tr>
<td>SNORD76</td>
<td>-3.57</td>
<td>1.7e-10</td>
<td>85151249</td>
</tr>
<tr>
<td>SNORD79</td>
<td>-3.32</td>
<td>1.1e-6</td>
<td>53384564</td>
</tr>
<tr>
<td>SNORD65</td>
<td>-3.07</td>
<td>2.8e-13</td>
<td>175648163</td>
</tr>
<tr>
<td>SNORD123</td>
<td>-3.07</td>
<td>5e-4</td>
<td>73633</td>
</tr>
<tr>
<td>SNORD80</td>
<td>-3.05</td>
<td>2e-6</td>
<td>4859473</td>
</tr>
<tr>
<td>SNORD29</td>
<td>-2.96</td>
<td>7e-10</td>
<td>3519100</td>
</tr>
<tr>
<td>SNORD58A</td>
<td>-2.94</td>
<td>2e-6</td>
<td>1797396</td>
</tr>
<tr>
<td>SNORD21</td>
<td>-2.74</td>
<td>2e-8</td>
<td>21310926</td>
</tr>
<tr>
<td>SNORD107</td>
<td>-2.56</td>
<td>6e-5</td>
<td>32073</td>
</tr>
<tr>
<td>SNORD15B</td>
<td>-2.56</td>
<td>9e-9</td>
<td>7858324</td>
</tr>
<tr>
<td>SNORD119</td>
<td>-2.32</td>
<td>6e-7</td>
<td>18167463</td>
</tr>
<tr>
<td>SNORA68</td>
<td>-4.10</td>
<td>2e-12</td>
<td>8591178</td>
</tr>
<tr>
<td>SNORA8</td>
<td>-3.51</td>
<td>1.3e-6</td>
<td>1674927</td>
</tr>
<tr>
<td>SNORA34</td>
<td>-3.42</td>
<td>4.7e-9</td>
<td>3559104</td>
</tr>
<tr>
<td>SNORA62</td>
<td>-3.36</td>
<td>8e-9</td>
<td>17837817</td>
</tr>
<tr>
<td>SNORA44</td>
<td>-3.10</td>
<td>5e-12</td>
<td>10314585</td>
</tr>
</tbody>
</table>
Table 4. snoRNAs dysregulated in different cancer types based on their expression profiles in cancerous versus normal cell lines (references are cited in case the snoRNA is found dysregulated in recent cancer studies)

<table>
<thead>
<tr>
<th>snoRNA</th>
<th>Regulation</th>
<th>Comment</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>SNORA47</td>
<td>Strongly downregulated</td>
<td>All cancer types</td>
<td>53</td>
</tr>
<tr>
<td>SNORA78</td>
<td>Strongly downregulated</td>
<td>Brain Cancer</td>
<td>53</td>
</tr>
<tr>
<td>SNORA59A</td>
<td>Strongly downregulated</td>
<td>Brain and Breast Cancer</td>
<td>66</td>
</tr>
<tr>
<td>SNORA22</td>
<td>Extremely downregulated</td>
<td>Lung Cancer</td>
<td></td>
</tr>
<tr>
<td>SNORA55</td>
<td>Extremely downregulated</td>
<td>Brain Cancer</td>
<td></td>
</tr>
<tr>
<td>SNORA68</td>
<td>Extremely downregulated</td>
<td>All cancer types</td>
<td>53</td>
</tr>
<tr>
<td>SNORA60 (SNORA71 cluster)</td>
<td>downregulated</td>
<td>All cancer types</td>
<td>53</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>snoRNA</th>
<th>Regulation</th>
<th>Comment</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>SNORA20</td>
<td>-2.68</td>
<td>3e-5</td>
<td>1280339</td>
</tr>
<tr>
<td>SNORA57</td>
<td>-2.66</td>
<td>2e-10</td>
<td>1857248</td>
</tr>
<tr>
<td>SNORA23</td>
<td>-2.63</td>
<td>2e-8</td>
<td>1262349</td>
</tr>
<tr>
<td>SNORA43</td>
<td>-2.54</td>
<td>1e-9</td>
<td>3794469</td>
</tr>
<tr>
<td>SNORA49</td>
<td>-2.49</td>
<td>8e-6</td>
<td>1770801</td>
</tr>
<tr>
<td>SNORA14B</td>
<td>-2.41</td>
<td>1e-5</td>
<td>398365</td>
</tr>
<tr>
<td>SNORA74B</td>
<td>-2.38</td>
<td>5e-5</td>
<td>6202921</td>
</tr>
<tr>
<td>SNORA60</td>
<td>-2.35</td>
<td>1e-7</td>
<td>77417</td>
</tr>
</tbody>
</table>
### SNORA44, SNORA61
- Downregulated
- All cancer types

### SNORA62, SNORA12, SNORA52, SNORA14B, SNORA38B, SNORA84, SNORA17
- Downregulated
- Lung Cancer

### SNORA25
- Downregulated
- Breast Cancer

### SNORA70 cluster
- Downregulated
- All cancer types

### SNORA57, SNORA34, SNORA8, SNORA43, SNORA67
- Downregulated
- All cancer types

### SNORA76
- Downregulated
- Lung Cancer

### SNORA49
- Extremely downregulated
- Lung Cancer

### SNORA20, SNORA24, SNORA23, SNORA77, SNORA39, SNORA11
- Downregulated
- Breast Cancer

### SNORA18, SNORA53, SNORA74B
- Downregulated
- Brain Cancer

### SNORA50, SNORA32, SNORA36B, SNORA69, SNORA41
- Over-expressed
- All cancer types

### SNORA21, SNORA64
- Over-expressed
- All cancer types

### SNORA74A, SNORA73, SNORA19, SNORA4
- Over-expressed
- Lung Cancer

### SNORD58A, SNORD107, SNORD109A, SNORD116-26 (4), SNORD116-3 (23), SNORD64, SNORD69
- Extremely downregulated
- Breast cancer
<table>
<thead>
<tr>
<th>snoRNA</th>
<th>Regulation</th>
<th>Cancer Type</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>SNORD29</td>
<td>extremely downregulated</td>
<td>Brain cancer</td>
<td></td>
</tr>
<tr>
<td>SNORD28, SNORD80, SNORD10</td>
<td>downregulated</td>
<td>All cancer types (SNORD10 resides on ELF4A1 intron)</td>
<td>53</td>
</tr>
<tr>
<td>SNORD112, SNORD113-8 (7), SNORD114-22 (28), SNORD123</td>
<td>extremely downregulated</td>
<td>All cancer types (MEG3 harbors a couple of snoRNAs, including SNORD112, SNORD113, and SNORD114 and tumor suppressor miRNAs)</td>
<td>53, 67, 68, 69, 71</td>
</tr>
<tr>
<td>SNORD76, SNORD83B, SNORD65</td>
<td>downregulated</td>
<td>All cancer types</td>
<td></td>
</tr>
<tr>
<td>SNORD127, SNORD119, SNORD21, snord49B, SNORD9, SNORD126, SNORD105B, SNORD65 SNORD87, SNORD58C, SNORD15B, SNORD12C, SNORD79, SNORD44</td>
<td>downregulated</td>
<td>All cancer types</td>
<td></td>
</tr>
<tr>
<td>SNORD110</td>
<td>downregulated</td>
<td>Lung cancer</td>
<td></td>
</tr>
<tr>
<td>SNORD117, SNORD103, SNORD46, SNORD42A, SNORD71</td>
<td>downregulated</td>
<td>Lung cancer</td>
<td></td>
</tr>
<tr>
<td>snoRNA</td>
<td>Over-expressed</td>
<td>Cancer Type</td>
<td>References</td>
</tr>
<tr>
<td>---------</td>
<td>----------------</td>
<td>---------------</td>
<td>------------</td>
</tr>
<tr>
<td>SNORD33</td>
<td></td>
<td>Lung Cancer</td>
<td>70</td>
</tr>
<tr>
<td>SNORD66, SNORD32A (2), SNORD18B (3), SNORD38A, SNORD50B, SNORD96A (2), SNORD74, SNORD36B, SNORD24, SNORD104</td>
<td>Over-expressed</td>
<td>All cancer types</td>
<td>51, 70, 71, 51, 72-74, 51, 51, 75, 75</td>
</tr>
<tr>
<td>SNORD111B, SNORD85, SNORD62A(2), SNORD14E, SNORD18B (3), SNORD121B, SNORD14A(2), SNORD4A, SNORD15A, SNORD1B, SNORD77, SNORD101, SNORD63 SNORD91B, SNORD2, SNORD25, SNORD75</td>
<td>Over-expressed</td>
<td>All cancer types</td>
<td></td>
</tr>
<tr>
<td>SNORD90, SNORD36A</td>
<td>Over-expressed</td>
<td>Brain cancer</td>
<td></td>
</tr>
<tr>
<td>SNORD32A (2), SNORD27, SNORD30, SNORD59B, SNORD91A, SNORD86, SNORD1A, SNORD1C, SNORD93, SNORD55, SNORD72, SNORD22, SNORD100, SNORD4B, SNORD92, SNORD49A, SNORD118</td>
<td>Over-expressed</td>
<td>Lung cancer</td>
<td></td>
</tr>
<tr>
<td>SNORD38B, SNORD104, SNORD24</td>
<td>Over-expressed</td>
<td>Breast Cancer</td>
<td></td>
</tr>
</tbody>
</table>
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Discussion
High-throughput sequencing has revolutionized the field of molecular biology. The number of applications as well as the efficiency of the technology in terms of accuracy, cost and speed is rapidly increasing. Among these applications, RNA-seq revealed evidence of pervasive transcription across the genome [69] which prompted a revision of the previously held belief that the human genome consists to a large extent of junk DNA [120]. Whether these resulting transcripts are functional or simply result from stochasticity in the activity of the transcriptional machinery (i.e. they represent transcriptional noise) is still an open question.

Over the past decade various classes of non-coding RNAs have been identified and their functions have been elucidated to a great extent [110]. It has been shown that many non-protein coding transcripts play important roles in diverse set of cellular processes[39, 111, 169]. Thus, many groups started to combine computational and experimental methods in an effort of to uncover functionally important non-coding RNAs. These studies have considered different criteria such as transcription regulatory sequence motifs, secondary structure, conservation across species and any evidence of expression (from RNA-seq, CAGE, SAGE, EST, etc) [64, 63, 125, 167, 153, 52, 53, 51, 148]. Finding non-coding RNAs is more challenging compared to protein-coding genes as they do not have an extended informative coding regions, their function being rather determined mostly by their structure. This makes the development of de novo non-coding RNA prediction algorithms more challenging. Nonetheless, the great interest that non-coding RNAs raised in the past few years resulted in a great improvement in the approaches for their identification. Next generation sequencing technologies enabled generation of vast volumes of sequences, including the genomes and transcriptomes of multiple species [148], thereby providing the material for comparative genomics approaches that could be used towards non-coding RNA identification as well.

In this work we used the NGS data to identify primary transcripts in prokaryotes and to identify novel snoRNAs in the human genome [72, 80]. In a first study we developed a mathematical model for the analysis of dRNA-seq data for identification of TSSs in bacterial genomes. Evidence from NGS has shown that the genome of prokaryotes is more complex than initially thought. Our proposed model quantifies the enrichment of a putative start site in TEX+ versus TEX- samples as well as the dominance in expression of that site relative to nearby genomic positions. The enrichment is modeled using a Bayesian probabilistic framework based on calculating the posterior probability of the underlying read count distribution. We have implemented this model using python and bash scripts as a pipeline which is publicly available and in principle can be applied to any dRNA-seq data to identify putative TSSs genome wide. Based on a set of high confidence TSSs that we derived with the above-mentioned method we trained a hidden markov model representing the consensus motifs as well as the sequence content of promoters in the species that we analyzed. We then applied this model to find additional TSSs that our TSSer model did not initially identify because their expression in the analyzed samples was too low. Alternatively, the issue of sensitivity could be addressed experimentally, by generating dRNA-seq from multiple conditions. An improved annotation of TSSs has consequences for the identification of transcription regulatory motifs and of gene expression regulatory networks, identification of 5'UTRs and characterization of translation regulatory elements therein, finding novel regulatory RNAs. Quantification of expression driven
by individual TSSs has additional application such as general analysis of gene expression and
identification of transcription factors that drive gene expression in specific conditions.
The HMM that we developed is only a first step towards prediction of bacterial promoters.
An improved de novo predictor may take into account the binding motifs of different sigma
factors that help recruit the polymerase at transcription start sites in specific conditions, activ-
ator and repressor elements, spacing between the conserved motifs, AT richness of the given
genome, distance to start codon as well as other factors that are characteristic to prokaryotic
gene promoters. These models can be trained and tested based on the initial set of high
confidence TSSs generated by TSSer. DRNA-seq is able to capture the 5’ ends of transcripts.
However, to determine the full-length bacterial transcripts, a method for mapping transcript
3’ ends in prokaryotic systems is still needed. In eukaryotic systems, 3’ end sequencing is
a method of choice to identify 3’ ends of transcripts but a counterpart method in prokary-
otes is missing [140, 32]. In the second contribution, PAR-CLIP data was utilized to identify
RNAs that associate with snoRNP core proteins. This study aimed to characterize in depth
the processing of snoRNAs and snoRNA-derived fragments as well as finding their potential
targets. We identified novel snoRNAs which could reproducibly be detected in PAR-CLIP data
from different snoRNP associated proteins. We also demonstrated that stem-loops in C/D
box snoRNAs undergo precise processing that leaves 4-5 nt upstream of the C box and up to
5 nt downstream of the D box. We later confirmed this processing pattern in the ENCODE
data as well. We additionally found short C/D box snoRNAs (up to 28 nt) which lack C’ and
D’ motifs but can still be incorporated into snoRNP complexes. Finally, we observed that
snoRNA-derived fragments were mostly produced from snoRNA ends.
Although PAR-CLIP method has been successfully applied in several genome scale studies
(such as genome-wide identification of miRNA targets [55, 56]) to investigate the RNA-protein
interaction, this method suffers from some drawbacks which must be improved in future.
One is that the method is complex and thereby susceptible to various biases. For example,
the RNase treatment that is applied during sample preparation can bias the set of identified
RNAs. To identify the snoRNA targets, in this contribution we trained a biophysical model
similar to one that was developed in our group for the prediction of miRNA-target interactions
[78], on known snoRNA-rRNA interactions. Because the training data was very limited, we
think that there is much room left for improving this model. One possible direction that
could be pursued in the future is to use instead of a limited number of known snoRNA-rRNA
interactions data from crosslinking and sequencing of hybrids (CLASH) experiments [60, 61].
These experiments aim to generate and capture chimeric reads that result from the ligation
of hybrids that form between snoRNAs and their corresponding targets. Such methods have
been used successfully to identify microRNA targets and there is great potential in applying
them to finally determine the targets of the so-called orphan snoRNAs, which so far do not
have any identified target.
In the third contribution we screened ENCODE expressed regions to find snoRNA genes in the
human genome, hence expanding the current catalogue of known snoRNAs. The extensive
amount of data provided by ENCODE project created the opportunity to validate the genomic
elements (e.g. coding and non-coding transcripts) which were predicted by de novo algo-
rithms. These algorithms usually have high false positive rate, hence the need for curation and experimental validation. In our contribution, small RNA sequencing data obtained by the ENCODE consortium from different cell types and tissues were used to identify novel snoRNAs and subsequently curating the coordinates of currently annotated snoRNAs as well as of novel ones. In this study the previous observation (based on PAR-CLIP-data) that C/D box mature snoRNAs undergo precise processing pattern was replicated using ENCODE data. Expression profiling of snoRNAs across a range of different tissues led to finding sample specific snoRNAs and also snoRNAs whose expression is dysregulated in cancer. snoRNA expression also exhibits apparent separation between normal and malignant cell types which emphasizes the potential role of snoRNAs as novel cancer biomarkers. We further investigated the expression pattern of snoRNA-derived fragment and found no evidence of tissue specificity in their processing across different cell types. But the functional role of this fragments compared to long form snoRNA remains to be investigated. As in this study the distinction between snoRNA expression profiles across different tissues (especially in neurons) was observed, it propounds the question that what would be the role of this snoRNAs in developmental stages and differentiation. This is an interesting question which remains to be answered in future studies. Identification of the targets of orphan snoRNAs as well as the novel ones is also a challenge which must be elucidated in future. In summary this work can serve as a reference resource for future research in snoRNA and cancer studies.
Appendices
Supplementary Figure S1. (A) Distribution of the distance of most frequent processing site to C and D boxes for C/D box snoRNAs. (B) 2D histogram of mutual distances of processing sites to C and D boxes.
Supplementary Figure S2 (A). Barplot of specificity score of C/D box snoRNAs expression along with the total expression values across samples.
Supplementary Figure S2 (B). Barplot of specificity score of H/ACA box snoRNAs expression along with the total expression values across samples.
Supplementary Figure S3 (A). Hierarchical clustering of a subset of sRNA-seq samples that have been generated from decapped (tobacco acid phosphatase (TAP)-treated) RNAs isolated from whole cells. The snoRNA clusters which are dysregulated in cancer are highlighted.
Supplementary Figure S3 (B). Hierarchical clustering of a subset of sRNA-seq samples that have been generated from decapped (tobacco acid phosphatase (TAP)-treated) RNAs isolated from whole cells. The snoRNA clusters which are dysregulated in cancer are highlighted.
Supplementary Figure S4. Hierarchical clustering of snoRNA expression profiles based on tissue types (excluding cancerous cell types). MFOCP stands for melanocytes, fibroblasts, osteoblasts, chondrocytes and placental tissue.
Supplementary Figure S5. Cumulative distribution of fraction of C/D box snoRNAs at different processing ratios (total ratio of processed reads to the reads which cover the majority of snoRNA gene).

Supplementary Figure S6. Barplot of specificity score for the processing ratio of snoRNAs (ratio of processed to long form) across samples along with the ratio of total processed reads to total long from reads for each snoRNA.
Supplementary Figure S7 (A). Hierarchical clustering of all sRNA-seq samples that have been used in this study based on their C/D box snoRNAs expression profiles. Separation of normal and malignant cell types as well as different compartments of the cell and different tissues can be observed specially for C/D box class of snoRNAs.
Supplementary Figure S7 (B). Hierarchical clustering of all sRNA-seq samples that have been used in this study based on their H/ACA box snoRNAs expression profiles.
Supplementary Figure S8. Read length distribution for the reads which mapped to snoRNAs loci.
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