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Abstract: The interpretation of physico-chemical observables in terms of atomic motions is one of the primary objectives of atomistic simulations. Trajectories from a molecular simulation contain much valuable information about the relationship between motion of the atoms and physical observables related to them, provided that the interactions used to generate the trajectories are of sufficiently high quality. On the other hand, many experimental observables are averages over a large number of physical realizations of the system. Thus, a statistically large number of trajectories needs to be generated and analyzed in order to provide a meaningful basis for comparison with and interpretation of experiments. The preferred computational approach which allows such extensive averaging while retaining the quantitative aspects of the intermolecular interactions are accurate force field-based molecular dynamics simulations. This contribution provides an overview of our group’s current technological improvements in force field technology and its application to fundamental physico-chemical questions.
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In the physical sciences simulations provide a third approach – next to experiment and theory – to characterize and understand a wide range of phenomena. For chemistry and chemical physics in particular, atomistic simulations are paramount in providing insights into the energetics and dynamics of complex systems, such as proteins, chemical reactivity, solvation dynamics or spectroscopy.

The use of atomistic simulations in reaction dynamics has been established for almost 50 years when molecular dynamics (MD) simulations were used to better understand the H₂ + H reaction dynamics.[1] Since then, MD simulations have become an important complement to investigate complex systems at atomic resolution. The major driving forces behind this development are i) the increase in computational power, ii) the improvement of algorithms and energy functions and iii) the more direct interaction between experiment and simulation. It is the latter that will eventually let this field mature to a degree which allows quantitative and ideally predictive work to be carried out which must be the ultimate goal of atomistic simulations.

In the present contribution I will summarize our efforts to item ii) above. More specifically, our group is concerned with improved and widely applicable energy functions for spectroscopic and thermodynamic applications and the development of computational methods to follow chemical reactions in the gas phase and in solution.

Quantitative Intermolecular Interactions

Within the framework of atomistic simulations, intermolecular interactions are described by an empirical energy function (‘force field’) which is based on a ball-and-spring model for the bonded interactions (such as bonds, valence angles, dihedrals) and Coulomb and van der Waals interactions for the nonbonded interactions.[2] This is in contrast to explicit solutions of the electronic Schrödinger equation for fixed nuclear positions which provides – depending on the quantum chemical method and basis set used – accurate energetics. However, for repeated evaluations (10⁶ to 10⁸ times for a typical MD simulation) such methods cannot be routinely and efficiently used. A typical force field is written in parametrized form as

\[ V_{\text{tot}} = V_{\text{bond}} + V_{\text{valence}} + V_{\text{dihedral}} + V_{\text{electron}} + V_{\text{vdW}} \]

where each of the terms is separately parametrized:

- **Bonded interactions**
  - **Bond energy**
  - **Valence energy**
  - **Dihedral energy**
- **Electrostatic interactions**
- **Van der Waals interactions**

The first three terms comprise ‘bonded’ interactions while the latter two describe the ‘non-bonded’ ones. In these expressions, \( K \) are force constants associated with the particular type of interaction, \( r \) and \( \theta \) are equilibrium geometries, \( n \) is the periodicity of the dihedral and \( \delta \) is the phase which determines the location of the maximum. The sums for the bonded terms are carried out over all atoms involved. The parameters in the bonded interactions are typically fitted to reproduce experimental data from structural work (X-ray, NMR, microwave) or spectroscopy (IR, Raman).[3]

Nonbonded interactions include electrostatic and van der Waals terms where the sums include all nonbonded atom pairs. \( q_i \) and \( q_j \) are the partial charges of the atoms \( i \) and \( j \) involved and \( \epsilon_0 \) is the vacuum dielectric constant. For the van der Waals terms, the potential energy is expressed as a Lennard-Jones potential with well depth \( \epsilon_{ij} \) and range \( R_{\text{min}} \), \( R_{\text{max}} \) and \( R_{\text{min}} \) = \((R_{\text{min}} + R_{\text{max}}) / 2 \) at the Lennard-Jones minimum. This interaction captures long range dispersion \((\propto r^{-6})\) and exchange repulsion \((\propto r^{-12})\) where the power of the latter is chosen for convenience.

\[ V_{\text{vdW}} = 
\begin{align*}
V_{\text{bond}} &= \sum K_i (r - r_e)^2 \\
V_{\text{valence}} &= \sum K_i (\theta - \theta_e)^2 \\
V_{\text{dihedral}} &= \sum K_i (1 - \cos(n\phi - \delta)) \\
V_{\text{electrostatic}} &= \frac{1}{4\pi\epsilon_0} \sum q_i q_j \frac{r_{\text{ij}}}{r_{\text{ij}}} \\
V_{\text{vdW}} &= \sum \left( \frac{R_{\text{min},ij}}{r_{\text{ij}}} \right)^{12} - \left( \frac{R_{\text{min},ij}}{r_{\text{ij}}} \right)^{6} 
\end{align*} \]
Over the past few years, our group has been primarily involved in providing more physically motivated treatments of the electrostatics. This includes specifically multipolar (MTP) interactions which are capable of capturing finer details related to lone-pairs (e.g. nitric oxide), π-systems, or the σ-hole.[4–8] Originally, the use of MTPs was motivated by the desire to correctly describe the spectroscopy of small ligands in electrostatically demanding environments, such as proteins or water ices.[4,9,10] For this, fluctuating MTPs were employed for which the atom-centered multipoles vary as a function of the bond length of the diatomic. Such an approach was found to quantitatively describe the splitting, red shift and line shape for infrared spectra.[4,9,11] A signature application for such a MTP force field was the investigation of the 1d- and 2d-spectroscopy of CN– in water. Using a force field optimized for the vibrational relaxation of cyanide in water, the spectroscopic properties could be faithfully reproduced.[15] This has been successfully done for a number of topical mechanistically while using a parametrized potential energy surface (PES). This has been achieved in water using the same parame-

trization.[15] Hence, vibrational relaxation, 1d-, 2d-spectroscopy and solvation free energy of an anion in solution can be quantitatively described by using a refined MTP model in atomistic simulations.

Reactive Molecular Dynamics

Following the energetics and dynamics of chemical reactions is of fundamental importance in all branches of chemistry and biology. Experimentally, reaction mechanisms often need to be inferred from phenomenological models because simultaneous determination of the physical trajectories of the atoms involved and their energetics is typically not possible. Hence, computational methods play an essential role in elucidating, at atomic resolution, the possible reaction pathways. The most rigorous computational treatment of such processes uses quantum methods for the electronic structure and nuclear dynamics. As this is usually impractical due to the computational effort involved, the nuclear motion (often of a subset of the atoms involved) is sometimes treated quantum mechanically while using a parametrized potential energy surface (PES). This has been successfully done for a number of topical systems.[16–21] As a thermal rate constant is an ensemble average over a large number of initial conditions, a statistically significant number of trajectories needs to be run and analyzed. Therefore, approaches which treat the nuclear dynamics at the classical level have become an attractive and often meaningful alternative. Such simulations can, under favorable circumstances, be run by resorting to quantum mechanical (QM)[22–24] or mixed quantum/molecular mechanics (QM/MM) treatments.[25–27] Alternatively, if empirical and fully-dimensional force fields of sufficient accuracy can be parametrized, they offer a viable means to exhaustively sample phase space from which meaningful rate parameters can be determined.[28–33]

One of the methods developed by us is adiabatic reactive MD (ARMD). Two variants exist for this: a time-based[29,34] and an energy-based switching scheme.[35] In both approaches, multiple force fields are parametrized, one for each ‘state’ involved. In the simplest case, one force field describes the reactant and a second one the product state.[32,36–38] However, additional physically meaningful states (e.g. intermediates) can be included in order to more completely describe the physical situation. Within time-based switching, the different force fields are joined through time-dependent switching functions during crossing. The occurrence of a crossing is found by continuously comparing the energies of the different states for the momentary configuration.[29] As the resulting Hamiltonian is time-dependent, rigorous (NVE) simulations are not possible. This is usually not a limitation for reactions in the condensed phase.[19,30] However, for gas-phase reactions, final state analysis becomes meaningless.[32,35]

Multi-Surface-ARMD (MS-ARMD) is an energy-based switching method which yields energy-conserving trajectories.[35] It is particularly suited for situations in which details of the barrier crossing are of interest and has so far been applied to gas-phase reactions.[35,39,40] The mixing of the asymptotic PESs involves coordinate-dependent weights

\[ w_i(x) = \exp \left( -\frac{V_i(x) - V_{\min}(x)}{\Delta V} \right) \]

in which \( V_i(x) \) is any of the i PESs, \( V_{\min}(x) \) is the lowest of the i PESs for the given conformation \( x \) and \( \Delta V \) is a characteristic energy scale which determines how smoothly the switching between the PESs occurs. \( \Delta V \) plays an analogous role as the switching time in time-based switching, see Fig. 2.

![Fig. 1. Comparison of tilt angles for CN– in water as a function of mixing time \( t_2 \), determined from the raw data. Black, cyan, green, red, and blue traces are from different MTP models. Results from PC simulations are in magenta. For comparison tilt angles from experiment[16] are shown in gray in both panels. Figure adapted from ref. [11].](image-url)
As an example, the results from MS-ARMD simulations on the rotational excitation of N$_2^+$ in collisions with N$_2$ are briefly summarized.\textsuperscript{[39]} Experimentally, fully quantum cooled N$_2^+$ ions in their ground vibrational and rotational state were collided with N$_2$ molecules from a cold beam at 8 K. After the collision, fragment N$_2$: ions with rotational angular momentum up to N=2 were observed. Consequently, translation-to-rotation excitation took place during the charge-transfer reaction. A microscopic understanding from the experiments alone was not possible. Atomistic simulations on a fully-dimensional, permutation-invariant PES were carried out to this end. The relevant states involved the N$_2^+$+N$_2$ entrance channel, the N$_2^+$ bound state (=1.3 eV stabilized relative to the asymptote) and the N$_2^+$+N$_2$ exit channel. As no third body is present, the N$_2^+$ ion must decay after a finite lifetime which was on average 100 ps from the simulations. The quality of the PES for the bound state compared to the reference UCCSD/cc-pVTZ calculations was 0.06 eV and 0.013 eV for the unbound state. Averaging several hundred reactive trajectories yielded an average probability for CT of 50% which is what is statistically expected. The second-order rate coefficient as determined from the scattering cross section $\sigma_m = 243 \pm 19 \text{ a}_0^2$ and the relative velocity of 787 m/s was $k = (5.36 \pm 0.42) \times 10^{-10} \text{ cm s}^{-1}$ which compares favorably with previous experimental results of $k = 4.24 \times 10^{-10}$, $k = 6.6 \times 10^{-10}$, and $k = 5.0 \times 10^{-10}$ cm$^3$ s$^{-1}$.\textsuperscript{[41–43]} Such validation simulations are essential to determine how meaningful the computational model is. 

Armed with this insight, detailed analysis of the trajectories showed that the origin of the rotational excitation in the product channel originates from intensive bending vibrations in the bound N$_2^+$ state which, upon dissociation, imprints on the leaving fragments. It is noteworthy that even for such a highly quantum system classical molecular dynamics simulations can provide a realistic computational framework which allows interpretation of complex experimental data.

**Linear and Multidimensional Spectroscopy**

Computational spectroscopy is another field in which atomistic simulations can a) be meaningful complements to and b) provide invaluable insights into experimentally characterized systems. For linear, one-dimensional spectroscopies the Fourier-Transform of the dipole moment autocorrelation function provides a direct link to the experimentally measured spectrum. Typically, simulations on the nanosecond time scale are sufficient to converge the spectra.\textsuperscript{[42,44–47]} For multidimensional spectroscopies, considerably more sampling is required to converge the underlying frequency-frequency correlation function $C(t) = \langle \delta \omega(0) \delta \omega(t) \rangle$, where $\delta \omega(t) = \omega(t) - \omega(t)$ is the instantaneous deviation of the transition frequency $\omega(t)$ from the mean $\langle \omega \rangle$.\textsuperscript{[11]} This naturally precludes the use of mixed quantum mechanical/molecular mechanics (QM/MM) approaches. For CN$^-$ in water a direct comparison of the tilt angle, which is one of the direct experimental observables, determined from simulations with PC and MTP charge models establishes that more physics-based force fields are required for realistically following the solvation dynamics.\textsuperscript{[11,13]}

**Solvation Dynamics**

Atomistic simulations are also valuable to characterize the rapid dynamics of the solvent around a solute. One situation in which this is of fundamental importance is the relaxation of vibrational energy of an excited chromophore. For cyanide solvated in H$_2$O and D$_2$O experiment found CN$^-$ vibrational relaxation times to differ by a factor 3 in heavy water compared to regular water.\textsuperscript{[48]} Based on a resonance model, the decay of energy into the solvent was related to inter- and intramolecular degrees of freedom. However, direct proof of this mechanism, involving the water bending vibration and the $z$-libration was only given by simulations.\textsuperscript{[49]} Using an MTP force field it was established that the vibrational energy of the cyanide relaxes into these two degrees of freedom whereas all other vibrations remain thermalized after excitation.

In another study, photexcitation of a Ru-tris-bipyridine complex was found to lead to restructuring of the water shell surrounding the metal-complex on the picosecond time scale.\textsuperscript{[49]} This agrees with recent time-resolved X-ray experiments on Fe(bpy)$_3$ complexes in which it was found that upon excitation the number of water molecules reduces by two on the picosecond time scale.\textsuperscript{[50]} Corresponding simulations for the Fe-complex, also using the VALBOND-Trans (VBT) force field, confirm this finding.\textsuperscript{[51]} The simulations employ the VBT force field\textsuperscript{[52]} which is an extension of the VALBOND force field. VALBOND, developed by Landis and coworkers,\textsuperscript{[53–55]} is based on valence bond theory, where hybrid orbital strength functions are used for the molecular mechanics. Following foundations laid by Pauling\textsuperscript{[56,57]} who examined chemical bonding from the perspective of valence bond theory, VALBOND aimed at correctly capturing bonding potentials over a wide range of angular distortions which primarily determine the shape of molecules. Together with molecular mechanics for proton transfer (MMPT),\textsuperscript{[58]} VBT was also successfully used to follow the structural dynamics and associated time scales around platinum complexes relevant to hydroformylation reactions.\textsuperscript{[59,60]} Specifically, all experimentally observed time scales for the reorganization involving the Pt-complex could be quantitatively interpreted based on the simulation results. This highlights the prominent role of atomistic dynamics in solvation dynamics.
simulations in understanding and providing the necessary complementary information to experiment.

Summary and Outlook

The research described in the present contribution summarizes our efforts in generalizing and improving molecular simulation technology for better characterizing the spatio-temporal evolution of complex molecular systems. The two main focal areas of particular interest are: a) the improvement of molecular mechanics force fields (MTF, VALBOND, MMPT) and b) following chemical reactions with empirical force fields (ARMD, MS-ARMD, MMPT). All these methods are implemented in the most recent versions of CHARMM.[61]

Atomistic simulations have extended the toolbox of computational and physical chemists over the past 40 years. This was recognized by the award of the 2013 Nobel Prize to Karplus, Levitt and Warshel. One essential step the field has to take now is to become predictive. For this, three major aims need to be accomplished — some of which have achieved to a remarkable degree. First, sampling needs to be further improved. This is not so much of an issue anymore for processes on the sub-nano-second time scale, for which hundreds and thousands of independent trajectories can be run and provide statistically meaningful averages. Second, the quality of the force fields needs to be continuously improved. Third, analysis of large amounts of simulation data needs to be automatized and robust ways for data management, analysis and interpretation are required. Finally, the tools available need to be improved such that experimentalists are in a position to confidently and successfully employ the tools described here. This requires in particular automated interfaces for fitting tasks[62] and easy-to-use graphical platforms for simulation tasks.
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