Neural Evidence for Adaptive Strategy Selection in Value-Based Decision-Making

Sebastian Gluth1, Jörg Rieskamp2 and Christian Büchel1

1Department of Systems Neuroscience, University Medical Center Hamburg-Eppendorf, Hamburg D-20246, Germany and 2Department of Psychology, University of Basel, Basel CH-4055, Switzerland

Address correspondence to S. Gluth, Department of Systems Neuroscience, University Medical Center Hamburg-Eppendorf, Martinistr. 52, D-20246 Hamburg, Germany. Email: sgluth@uke.de

In everyday life, humans often encounter complex environments in which multiple sources of information can influence their decisions. We propose that in such situations, people select and apply different strategies representing different cognitive models of the decision problem. Learning advances by evaluating the success of using a strategy and eventually by switching between strategies. To test our strategy selection model, we investigated how humans solve a dynamic learning task with complex auditory and visual information, and assessed the underlying neural mechanisms with functional magnetic resonance imaging. Using the model, we were able to capture participants’ choices and to successfully attribute expected values and reward prediction errors to activations in the dopaminergic system (e.g., ventral striatum [VS]) as well as decision conflict to signals in the anterior cingulate cortex. The model outperformed an alternative approach that did not update decision strategies, but the relevance of information itself. Activation of sensory areas depended on whether the selected strategy made use of the respective source of information. Selection of a strategy also determined how value-related information influenced effective connectivity between sensory systems and the VS. Our results suggest that humans can structure their search for and use of relevant information by adaptively selecting between decision strategies.
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Introduction

In the past decade, the understanding of the neural mechanisms that guide human learning and decision-making has been strongly promoted by the combination of brain imaging and computational modeling of cognition and behavior (Daw and Doya 2006; O’Doherty et al. 2007; Rangel et al. 2008; Glimcher et al. 2009). The rationale is that mathematical models provide researchers with precise trial-by-trial predictions of internal states of the cognitive system, which can be regressed against functional magnetic resonance imaging (fMRI) data to track their neural correlates (O’Doherty et al. 2007). Initially, fMRI studies applied traditional reinforcement learning (RL) models, such as the Rescorla–Wagner model (Rescorla and Wagner 1972) or temporal difference (TD) learning models (Sutton and Barto 1998), to unravel the neural mechanisms of elementary learning processes, such as classical and instrumental conditioning (O’Doherty et al. 2003, 2004; Gläscher and Büchel 2005). O’Doherty et al. (2003), for instance, were able to associate reward expectations and reward prediction errors (RPEs) with changes in the blood oxygen level-dependent (BOLD) fMRI signal in the ventral striatum (VS) and the orbitofrontal cortex using a TD model.

However, recent work suggests that in more complex decision-making scenarios, human learning behavior can be better described by more sophisticated, so-called “model-based” learning approaches (Hampton et al. 2006; Behrens et al. 2007; Gläscher et al. 2010; Daw et al. 2011). These learning models assume humans to create an internal representation of the decision environment, which allows speeding up the learning process and facilitating the adaptation to changing environments (Sutton and Barto 1998; Daw et al. 2005; Gershman and Niv 2010). Critically, the advantage of using an internal model to guide decisions depends on whether this model sufficiently matches the environment. Therefore, the decision maker has to learn about the adequacy of different internal models and to select an appropriate one for making accurate inferences. In this vein, a “model” is represented by a decision strategy. The strategy prescribes which sources of information should be taken into account and how this information should be processed to arrive at a final decision (Hutchinson and Gigerenzer 2005). Moreover, by being equipped with a repertoire of strategies (i.e., multiple models of the environment), the decision maker can learn to select the strategy that represents the environment best. In the decision sciences, the concept of a “repertoire” of decision strategies is very prominent (e.g., Tversky and Kahneman 1974; Payne et al. 1988, 1993; Gigerenzer et al. 1999).

Rieskamp and Otto (2006) introduced a computational model of adaptive strategy selection, the strategy selection learning (SSL) theory, and demonstrated its capability to account for human choice behavior and learning in complex decision-making situations (see also Rieskamp 2006, 2008; Mata et al. 2007, 2010; Rieskamp and Höffrge 2008). SSL assumes that people possess a repertoire of decision strategies that have been proved successful in the past. To solve a new decision problem, a particular strategy is selected based on the subjective expectation that using this strategy is suitable for making decisions. SSL represents an RL approach, because the learning process is solely based on feedback from the environment and does not require a teaching signal about the optimal decision (unlike supervised learning).

The purpose of the present study was to test whether SSL can describe human learning and decision-making behavior and unravel its neural correlates in a complex scenario with multiple sources of information. Furthermore, we were interested in how the selection between strategies influences the attention to and use of sensory information that might or might not be relevant to the decision (Khader et al. 2011). To investigate this, we designed a learning task (Fig. 1), in which participants decided between buying or rejecting fictitious
Figure 1. Task design. In each trial, participants were offered a stock of unknown value. In the decision phase, a single auditory and 4 visual cues provided information about the stock. Subsequently, participants had 2 s to respond (buy or reject the offering), and feedback was given after a variable delay to separate BOLD signals for decision and outcome phases.

The visual system as an effect of shifted attention (O’Craven et al. 1997; Büchel et al. 1998; Shomstein and Yantis 2004). Using dynamic causal modeling (DCM; Friston et al. 2005), we then looked at the modulation of effective connectivity between sensory and reward structures by (sensory-specific) value information and tested whether the strength of this modulation depended on the selected strategy.

Experimental Design and Task

Each trial began with the decision phase (5 s) during which a frame appeared on the screen enclosing the heading ‘offering’ and the names of 4 rating companies together with their ratings (Fig. 1). The order of the companies from top to bottom was fixed. Ratings could be a ‘++’, ‘+’, ‘−’, or a ‘−−’. Simultaneously, a female voice announced “the current stock trend” via MR-compatible headphones (auditory stimulation lasted approximately 2.2 s). In analogy to the ratings, the stock trend could be “very positive,” “slightly positive,” “slightly negative,” or “very negative.” The participants were told that stocks and rating companies were fictitious and that they would not benefit from any expertise in the field of stock markets. Following the decision phase, labels for “buy” and “reject” appeared below the frame on the left and right sides in a randomized order so that participants would not know in advance which option would occur on which side. They had 2 s to press the respective button (left/right) after appearance of the labels and were asked to already establish the selection before response. As soon as a response was given, the message was framed and the offer disappeared. The time between response and outcome phases was jittered (0–6 s plus the rest of the 2 s for responding) to separate BOLD signals, indicative of deciding and evaluating feedback. During the outcome phase (2 s), feedback was provided visually (“you get: [no. points won]” colored green for positive values, red for negative values, and white for 0 points). Trials were separated by an inter-trial interval of 2–8 s, showing a white cross. The experiment (160 trials) lasted approximately 45 min. Before the experiment, the participants were instructed on the paradigm: They were told that they would play a stock-buying game in which they could use several pieces of information to decide whether to buy or to reject a stock offer in every trial. They were introduced to the different cues, the potential stock trends and ratings, and the general workflow of a trial. They were also told that taking cues into account could help them improving their decisions. However, they
were not informed about the cues’ relevance, the existence (and switching) of 2 environments, or that stock values are a weighted linear combination of cue values (see below). Furthermore, the expression “decision strategy” was strictly avoided in the instructions. For example, instructions did not contain meaningful cues or feedback (i.e., they were set to “unknown”) to prevent subjects from establishing strategies before the actual experiment. Stimulus presentation was realized using the Presentation Software package (Neurobehavioral Systems).

**Reward Contingencies**

The relationship between ratings and stock values was manipulated by 2 consecutive environmental conditions. In the compensatory environment, all cues contributed equally to the determination of the stock values; in the noncompensatory environment, only the stock trend (i.e., the auditory cue) predicted its value. Gaussian noise was added to these payoff functions, making the task probabilistic. Each environment consisted of 80 trials, and the order of environments was counterbalanced across participants. In the compensatory environment, the value of a stock (\(V_t\)) at trial \(t\) was a linear combination of cue values (see below); Gaussian noise \(\epsilon\) with \(\mu = 0\) and \(\sigma = 7.5\):

\[
V_t = 10a_1 + 10v_1 + 10v_2 + 10v_3 + 10v_4 + \epsilon, \tag{1}
\]

\(a_1 = 2, 1, -1, \) or \(-2\) for “very positive,” “slightly positive,” “slightly negative,” or “very negative” stock trends; \(v_1\) to \(v_4\) = visual cues) plus Gaussian noise \(\epsilon\) with \(\mu = 0\) and \(\sigma = 7.5\):

\[
V_t = 10a_1 + \epsilon. \tag{2}
\]

The first cue (as any other cue) can adopt 4 different values (2, 1, -1, and -2), but the sum of all the 5 cues can adopt 21 different values (from 10 to -10). Hence, the range of possible \(V_t\) is less restricted in the compensatory environment. To overcome this imbalance, we restricted possible stock offers to those with values of 20, 10, -10, or -20 plus noise for both environments (this restriction induced a small negative correlation between cue values of \(-0.2\)). From the remaining pool of 430 stocks, 80 stocks were randomly selected for each participant with the further restriction that the 2 strategies ALL and AUD (see below) made different suggestions to buy or to reject the stocks in exactly 50% of the trials (this was done to compare the SSL model predictions with participants’ choices, see Results; without this restriction, the strategies would have made different suggestions in \(-1\%\) of the trials). The 80 stocks were offered in both environments, but in differently randomized orders. Thus, stimulus material was kept identical between environments and offers only differed in terms of reward contingencies. The noise \(\epsilon\) was added in a discrete manner, such that stock values were always a multiple of 5. For instance, if \(a_1 = 1\) in the noncompensatory environment, the value \(V_t\) could be -10, -5, 0, 5, 10, 15, 20, 25, or 30 points with a probability of 0.01, 0.04, 0.10, 0.21, 0.28, 0.21, 0.10, 0.04, or 0.01, respectively.

**SSL Model**

We modeled participants’ behavior using a variant of the original SSL model (Rieskamp and Otto 2006). SSL assumes that people have a set of strategies from which they select. For the sake of simplicity, we restricted the set to those 2 strategies that provide an accurate representation of the 2 environments: 1) ALL is a multiple-cue strategy that sums over all cue values treating them as equally important; this strategy is equivalent to the established decision strategy “Equal weight” (Dawes 1979; Payne et al. 1988), also known as “Tallying” (Todd and Gigerenzer 2007). 2) AUD is a single-cue strategy that focuses exclusively on the auditory cue; this strategy is similar to the established lexicographic decision strategy “Take-the-best” (Gigerenzer and Goldstein 1996). Assuming the existence of only these 2 strategies is certainly a simplification of the actual repertoire of human decision strategies. However, for the present decision problem, this simplification appears justifiable as the 2 strategies provide an accurate model of the 2 environments. Furthermore, the 2 strategies have successfully described behavior in many inference problems in the past (e.g., Payne et al. 1988; Gigerenzer et al. 1999; Rieskamp 2006; Rieskamp and Otto 2006) and they do not represent arbitrary strategies applicable to the decision problem. However, we also tested an alternative SSL model that included a third strategy (see below).

Each strategy \(i\) has its expectancy \(Q(i)\), representing the participant’s degree of belief that using the strategy in the current context is appropriate (or in other words that it represents an accurate model of the environment). The probability of selecting a strategy at trial \(t\) is a function of its expectancy and the expectancies of all other strategies:

\[
P(i_t) = \frac{Q(i_t)}{\sum_{j=1}^{J} Q(j)}, \tag{3}
\]

where \(J\) = number of strategies = 2 (note that in our case \(P(\text{AUD})_t = 1 - P(\text{ALL})_t\)). At \(t = 1\), we assume that \(Q(\text{ALL})_{t=1} = Q(\text{AUD})_{t=1} = 1\), so that \(P(\text{ALL})_{t=1} = P(\text{AUD})_{t=1} = 0.5\). Because a strategy is selected with a certain probability in a particular trial, we simulated which strategy was actually selected randomly according to the specified probabilities (i.e., the simulation selected strategy \(i\) at trial \(t\) with probability \(P(i_t)\)). According to the 2 strategies, each stock offer can be assigned a strategy value (SV) representing the values of the cues:

\[
\text{SV(ALL)}_t = a_1 + v_1 + v_2 + v_3 + v_4, \tag{4}
\]

\[
\text{SV(AUD)}_t = a_1, \tag{5}
\]

where the strategy value of ALL depends on all cues and the strategy value of AUD depends only on the auditory cue. To determine the EV of the stock offer, the strategy value of the selected strategy \(i\) needs to be multiplied by the subjective value of that strategy, that is:

\[
\text{EV(buy)}|i_t = \text{SV}(i_t) \times Q(i_t), \tag{6}
\]

Due to learning, the \(Q\)-value for the appropriate strategy in an environment should converge to a value of 10, so that the EV of stock offers will approximate the actual reward structure of the environments (i.e., eq. 6 will represent the actual EV of a stock according to eqs 1 or 2, respectively). Likewise, the \(Q\)-values of the inappropriate strategy should converge to 0, since using this strategy would lead to an average payoff of 0. The probability of buying the current offer is determined by the softmax choice rule (Sutton and Barto 1998) comparing the EVs of buying the stock versus rejecting it (equivalent to receiving 0):

\[
P(\text{buy})_t = \frac{1}{1 + e^{-\gamma(\text{EV(buy)}|i_t - \text{EV.reject})}}, \tag{7}
\]

where \(\gamma\) is the sensitivity parameter (or inverse “temperature”) estimated for each subject. The RPE is defined as the outcome \(R\) minus the EV (Sutton and Barto 1998):

\[
\text{RPE}_t = I_t \times [R_t - \text{EV(buy)}|i_t], \tag{8}
\]

where \(I_t\) is an indicator function indicating whether the participant has actually bought \(I_t = 1\) or rejected \(I_t = 0\) the offer at trial \(t\) (this is introduced to set RPE to 0 in the case of rejecting the offer). Finally, SSL updates the \(Q\)-value of the selected strategy \(i\) for the next trial as follows:

\[
Q(i|t+1) = Q(i|t) + \alpha \times \text{RPE}_t \times \text{SV}(i|t), \tag{9}
\]

where \(\alpha\) is the learning rate estimated for each participant. Note that strategy values need to be included so that the \(Q\)-values are updated according to the predictions of the strategy (e.g., if a person chooses the option opposite to a strategy’s prediction, the RPE should influence the corresponding \(Q\)-value inversely).
SSL Variations

In addition to the described SSL model, we tested 3 variants of SSL. For the first alternative, the repertoire of strategies was extended by a third strategy VIS, which takes only visual cues into account. This strategy appears reasonable, because participants might have contrasted auditory against visual information. The strategy value for VIS in every trial is:

\[ SV(\text{VIS}) = v_{1,t} + v_{2,t} + v_{3,t} + v_{4,t}. \] (10)

Note that although adding more strategies to SSL does not increase the number of free parameters, the model’s complexity can increase because the model can potentially account for more choice patterns (Pitt and Myung 2002). The second SSL variation does not assume that only one strategy is taken at a time, but that the EV is a combination of all strategy values weighted by their probabilities (see, for instance, Wunderlich et al. 2011). The EV for this “probabilistic” SSL version thus becomes:

\[ \text{EV (buy)}_t = \sum_{j=1}^{J} SV(f)_t \times Q(f)_t \times P(f)_t. \] (11)

In accordance, the updating rule is changed such that all \( J \) strategies are updated in every trial weighted by the respective strategy selection probabilities:

\[ Q(f)_{t+1} = Q(f)_t + \alpha \times \text{RPE}_t \times SV(f)_t \times P(f)_t. \] (12)

The third variation combines these changes, that is, it is a probabilistic SSL model with 3 strategies.

ALM Model

We tested the predictions of SSL against an alternative learning model that assumes stock values to be predictable by a weighted linear combination of cues. This model has been shown to account for human behavior in multiple-cue inference tasks and is known as the ALM (Kelley and Busemeyer 2008) or adaptive network model (Gluck and Bower 1988; Rieskamp 2006). ALM compares the relationship between predictions and outcomes for each cue directly and independently. In more detail, ALM integrates all cues and cue weights into a linear additive function to generate the EV:

\[ \text{EV (buy)}_t = \sum_{m=1}^{M} w_{m,t} \times \epsilon_{m,t}. \] (13)

where \( w_{m,t} \) is the cue weight of cue \( m \) (\( M \) = number of cues = 5) at trial \( t \) and \( \epsilon_{m,t} \), the prediction (stock trend or rating) of cue \( m \) at trial \( t \) (i.e., \( \epsilon_{1,t} = d_t, \epsilon_{2,t} = v_{1,t} \), \( \epsilon_{3,t} = v_{2,t} \), etc.). The cue weights thus determine the direction and magnitude of the impact of a cue’s prediction on the overall EV. Initially, all weights are set to 1, assuming that at the beginning, participants have a weak belief in the positive validities of all cues (we ensured that the setting of initial weights and strategy expectations did not have a substantial effect on our results and conclusions). The softmax choice rule and the calculation of RPEs are equivalent to SSL (see eqs 7 and 8). ALM updates each cue weight independently taking the RPE and cue predictions into account (thus and similar to SSL, updating a cue against its own prediction is prevented) so that,

\[ w_{m,t+1} = w_{m,t} + \alpha \times \text{RPE}_t \times \epsilon_{m,t}. \] (14)

ALM and SSL share the same number and type of free parameters: A learning rate and a sensitivity parameter.

Model Fitting and Model Comparison

We used maximum likelihood techniques to estimate the parameters of our models for each individual separately. As a goodness-of-fit measure, we calculated the log-likelihood of the data for all trials, given the model

\[ \text{LL}_{\text{model}} = \sum_{t=1}^{N} \ln \left( f_{\theta}(y_{t}) \right) \]. (15)

where \( N \) = number of trials = 160. \( f_{\theta}(y_{t}) \) represents the probability with which the model predicts the choice \( y \) of the participant in trial \( t \) given the models’ parameter set \( \theta \). For each participant and model, we estimated the parameters that maximized the likelihood of the data by means of the “fminsearch” algorithm as implemented in Matlab (MathWorks). Because the selected strategies for a trial were simulated according to probabilities specified by equation (3), the actual learning process depended considerably on the strategies selected. Therefore, we simulated the learning process for each participant repeatedly for 10,000 simulations per model and used the average model fit for model comparison and the average model variables (such as EV[buy] or \( P(\text{ALL}) \)) for the fMRI analysis (see below).

For model comparison, we determined the models’ deviances (see Lewandowsky and Farrell 2011):

\[ \text{deviance}_{\text{model}} = -2 \times \text{LL}_{\text{model}}. \] (16)

We tested each model against the deviance of a Baseline model that predicted all the 160 choices with a pure chance probability of 0.50:

\[ \text{deviance}_{\text{baseline}} = -2 \times N \times \ln(0.5). \] (17)

A log-likelihood ratio test (with a \( \chi^2 \)-distributed test variable with 2 degrees of freedom for the 2 free parameters in the different SSL models and the ALM model, respectively) was used to test whether a particular model predicted choices above chance level for a particular participant (Table 1). SSL and ALM were also tested against each other using the deviances (note that using the Bayesian Information Criterion for comparing SSL with ALM would lead to the same conclusions as SSL and ALM have the same number of free parameters).

fMRI Data Acquisition and Preprocessing

Whole-brain fMRI data were collected on a 3-T Siemens Trio scanner using a 12-channel head coil. Echo-planar \( T_2 \)-weighted images were acquired using 40 axial slices and a voxel size of \( 2 \times 2 \times 2 \) mm plus a 1-mm gap between slices (further parameters included: Repetition time 2380 ms, echo time 25 ms, field of view 208 \( \times \) 208, flip angle 90°). Slice orientation was tilted –50° to the anterior–posterior commissure axis to reduce signal drop in regions of the orbitofrontal cortex (Deichmann et al. 2003). Additionally, a high-resolution \( T_1 \)-weighted image (voxel size 1 \( \times \) 1 \( \times \) 1 mm) was acquired for each subject to improve spatial preprocessing. Preprocessing of fMRI data was performed using SPM8 (Wellcome Trust Center for Neuroimaging, University College London). Preprocessing commenced with slice timing correction to the middle slice of each volume followed by

Table 1

<table>
<thead>
<tr>
<th>Model</th>
<th>SSL3 determ.</th>
<th>SSL3 probab.</th>
<th>SSL2 probab.</th>
<th>SSL4 probab.</th>
<th>ALM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deviance</td>
<td>118.19 (43.42)</td>
<td>116.02 (41.90)</td>
<td>119.90 (44.05)</td>
<td>115.27 (44.34)</td>
<td>140.83 (34.35)</td>
</tr>
<tr>
<td>( n ) (best)</td>
<td>7</td>
<td>8</td>
<td>5</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>% correct</td>
<td>82.9 (9.4)</td>
<td>83.0 (9.5)</td>
<td>82.9 (9.4)</td>
<td>82.9 (9.4)</td>
<td>79.1 (8.5)</td>
</tr>
</tbody>
</table>

Note: Values in parentheses represent standard deviations. SSL: strategy selection learning model (subscripts = the number of strategies and strategy selection rule); ALM: additive linear model; \( n \) (best): the number of participants for which the respective model performed best; \( n \) (baseline): the number of participants for which the respective model performed significantly better than the baseline model; \% correct: the average percentage of trials in which the respective model correctly predicted the decision (if buy/reject predictions were assigned according to \( P(\text{buy}) > 0.5 \) or \( < 0.5 \)).
spatial realignment and unwarping to account for movement artifacts. The individual T1-weighted image was coregistered to the mean functional image generated during realignment and then segmented into gray matter, white matter, and cerebrospinal fluid. Spatial normalization of functional images to the MNI space was achieved using the normalization parameters from the segmentation. Finally, images were smoothed by a Gaussian kernel of 8-mm full-width at half-maximum.

**fMRI Data Analysis**

The conventional statistical analysis of fMRI data was based on the general linear model (GLM) approach as implemented in SPM8. The GLM was set up to test the predictions of SSL with respect to the modulation of the fMRI BOLD signal at the time when the decision was made by 1) EV, 2) strategy selection, and 3) decision conflict, and at the time when feedback was provided by RPEs. Subject-specific design matrices were thus generated including an onset vector for estimating the average BOLD response during the decision phase. This onset vector was accompanied by 3 parametric modulators (Büchel et al. 1996) encoding the SSL-based trial-by-trial estimates of 1) the expected value EV(buy | fl), 2) the probability of selecting strategy ALL (P(ALL)), and 3) the conflict elicited by each decision, which we quantified based on P(buy), as

\[
\text{conflict} = -P(\text{buy}|fl) > 0.5, \tag{18}
\]

such that conflict was low when P(buy) was close to 0 or 1 and high when P(buy) was close to 0.5. Correlations between parametric modulators were very low in general (still, we omitted the automatic, step-wise orthogonalization of parametric modulators in SPM). The GLM further comprised an onset vector for the time point of the button press together with a parametric modulator encoding the specific response (buy or reject) and an onset vector for the outcome phase together with a parametric modulator encoding the reward prediction error, RPE, (for an illustration of all GLM regressors, see Supplementary Fig. 1). At group level, we used the full factorial design as implemented in SPM8 (controlling for nonsphericity of the error term) to test for effects related to the parametric modulators EV, strategy selection, decision conflict, and RPE. This analysis was repeated for the SSL model with 3 strategies using the sum of probabilities for strategies ALL and VIS (i.e., P(ALL) + P(VIS)) as parametric modulator for strategy selection (since both strategies rely on visual information in contrast to AUD; see Supplementary Figs 2 and 4). The statistical threshold for the imaging results was set to \( P < 0.05 \), family-wise error (FWE) rate corrected for spherical search volumes (sphere radius: 10 mm) based on previous studies that tested for comparable effects of interest (EV and/or prediction error, decision conflict, visual attention). Center coordinates of spheres were [x = ±4, y = ±42, z = ±6] for vmPFC (Chib et al. 2009), [±14, 10, −10] for VS (O’Doherty et al. 2004), [−6, 24, 38] for ACC (Venkatraman et al. 2009), and [±44, −75, −10] for lateral occipital complex (LOC; Rose et al. 2005). Regions beyond those for which we had a priori hypotheses were reported if they survived a threshold of \( P < 0.05 \), FWE-corrected for the whole brain. For display purposes, we used a threshold of \( P < 0.001 \) (uncorrected) with 10 contiguous voxels unless stated otherwise. Activations are depicted on an overlay of the mean structural T1-weighted image from all participants. Images are presented in neurological convention.

**fMRI Model Comparison**

In addition to the behavioral model comparison, we tested SSL against ALM on the basis of fMRI data. Since both models make trial-by-trial predictions on EV, decision conflict, and RPE, we tested which of the 2 models better accounts for fMRI signals in the hypothesized brain areas that are predicted by both learning models (i.e., SSL and ALM). Secondly, the GLMs for the 2 learning models are re-run using the Bayesian estimation procedure as described in Penny et al. (2005). This analysis is restricted to the voxels specified by the conjunction analysis. Thirdly, the resulting exceedance probability maps are compared using the random-effects Bayesian model selection (BMS) approach as described in Stephan et al. (2009). We replicated the fMRI model comparison for the SSL model with 3 strategies (Supplementary Fig. 3).

**Dynamic Causal Modeling**

We expected participants to learn the right model representing the compensatory or the noncompensatory environment, that is, they should learn selecting ALL in the compensatory and AUD in the noncompensatory environment. Importantly, in our task, ALL makes use of both auditory and visual information to generate the EV, but AUD solely relies on the auditory cue. We used DCM (Friston et al. 2003) to test whether the selection of a particular strategy is also reflected in the interaction of sensory and reward systems in the brain. Briefly, DCM models the neural dynamics between regions of interest (ROIs) by 3 different sets of parameters: 1) direct inputs of external variables on ROIs, 2) context-independent effective connectivity between ROIs, and 3) context-dependent modulations of this connectivity. In our experiment, we expected the effective connectivity from a sensory anterior to a reward area to be positively modulated by the value information that is conveyed from the sensory area. For instance, the connectivity between auditory and reward regions should be more positive (negative) if the auditory cue is positive (negative). If, however, the sensory information is not used to generate the value representation (as a consequence of the selected strategy), this context-dependent modulation should not be present. Therefore, we predicted a reduced modulation of the coupling between the visual and reward regions when the strategy AUD was selected.

To test this hypothesis, we first set up a new GLM to separate 1) trials where the strategy ALL was used from those where AUD was used and 2) modulations by value information conveyed by the 2 different sensory systems (auditory and visual). The first separation was realized by splitting trials into ALL and AUD trials based on \( P(\text{ALL}) \), (i.e., split at \( P(\text{ALL}) = 0.5 \)), for which 2 onset vectors of the decision phase were generated. The second separation was realized by accompanying these onset vectors by 2 parametric modulators coding for the sensory-specific value information:

\[
\text{Value(visual)} = v_1 + v_2 + v_3 + v_4, \tag{19}
\]

\[
\text{Value(auditory)} = a, \tag{20}
\]

Note that Value(visual) and Value(auditory) are equivalent to the strategy values for VIS and AUD, respectively (eqs 10 and 5). In the next step, we extracted fMRI BOLD time series from visual, auditory, and reward areas. For anatomical plausibility, we first restricted our search for relevant brain areas: For the primary visual and auditory input systems, we created masks including only the primary visual (V1) to primary auditory cortices (A1), respectively, as defined by an anatomical atlas (Tzourio-Mazoyer et al. 2002), for the reward system, bilateral 10-mm spheres were placed at the VS coordinates as defined above (we selected the VS as reward structure as we obtained the strongest effects related to EV here). Secondly, within each of these ROIs, we identified the peak activations of specific effects (i.e., main effect of decision phase for visual and auditory regions; effect of EV for reward region) separately for each participant. Thirdly, we extracted fMRI time series from 4-mm spheres placed around the individual peak coordinates.

We then defined a set of candidate DCM models to test them against each other (using BMS) to identify the model that provided the Bayesian optimal balance between goodness of fit to the data and model parsimony (Penny et al. 2004; Stephan et al. 2009, 2010). The 8 identified models shared the following features: All the models consisted of 3 ROIs (V1, A1, and VS); V1 and A1 received the external...
driving input (onset vector of the decision phase) and had directed intrinsic connections toward the VS; these connections were modulated by their sensory-specific value information (i.e., Value(visual) on V1–VS; Value(auditory) on A1–VS). The models differed in terms of 3 variations: 1) whether bidirectional intrinsic connections between V1 and A1 were included or not, 2) whether backward intrinsic connections from VS to V1 and A1 were included or not, and 3) whether Value(visual)/Value(auditory) could also modulate the connections A1–VS/V1–VS or not (see Fig. 6A and Supplementary Table 1). We identified the optimal model using the BMS approach (Stephan et al. 2009) (see Fig. 6B for the optimal model and Supplementary Fig. 6 for the model comparison). In the final step, we compared the best model’s estimated parameters of the modulation of V1–VS and A1–VS connections by Value(visual) and Value(auditory), respectively, for ALL trials against AUD trials (Fig. 6C). We replicated the DCM analysis for the SSL model with 3 strategies, comparing AUD trials with ALL and VIS trials together (Supplementary Fig. 5).

Results

Behavioral Results

The participants played 160 rounds of the stock-buying task (Fig. 1) while lying in the MR scanner, 80 trials in the compensatory and 80 trials in the noncompensatory conditions. The order of environments was counterbalanced across participants. To test for learning within each environment, the trials were separated into 16 consecutive blocks of 10 trials, and the average accuracy (i.e., buying good and rejecting poor stocks) per block was introduced into an $8 \times 2 \times 2$ analysis of variance with 8 trial blocks and 2 environments as within-subject factors and 2 environment orders as a between-subjects factor. This analysis revealed a main effect of trial blocks indicating a strong learning effect within each environment ($F_{7,154} = 14.70, P < 0.001$).

Figure 2A shows that participants increased their performance in the initial 30 trials before reaching a plateau. In the ninth trial block, performance broke down due to the change in the environment, followed by an increase in performance comparable with the first half. A significant interaction of environment $\times$ environment order was also found, suggesting a higher average performance in both groups in the first phase of the experiment compared with the second phase ($F_{1,22} = 5.30, P = 0.031$). This effect appears to be driven by the severe drop in accuracy in the ninth block. Finally, the interaction of trial block $\times$ environment was significant ($F_{7,154} = 2.34, P = 0.027$), indicating a somewhat stronger learning effect in the noncompensatory environment. Importantly, the main effects of environment and environment order were not significant, which implies equivalent performance in both environments and for both groups.

Behavioral Model Fit and Comparison

The strategy-based learning model SSL, as it is specified for the current study (see Materials and Methods), assumes participants to select from among 2 strategies: ALL, which sums the current strategy $\times$ environment weights. Accordingly, ALM predicted choices above chance level in 22 of 24 participants, indicating a somewhat stronger learning effect in the noncompensatory environment. Importantly, the main effects of environment and environment order were not significant, which implies equivalent performance in both environments and for both groups.

compensatory and AUD in the noncompensatory environments. Note that the 2 strategies made different predictions in 50% of all trials. This allowed us to compare behavior with predictions from the SSL model as follows: We approximated the frequency of selecting a strategy $i$ per block as the ratio between the number of trials in which the actual behavior matched exclusively the prediction of strategy $i$ and the total number of trials with diverging strategy predictions. As shown in Figure 2B, SSL-based strategy selection probabilities closely matched these frequencies in both environments and groups (average correlation per participant was 0.79). Furthermore, by comparing SSL with a Baseline model, we found that SSL predicted behavior significantly better than chance level in all the 24 participants (Table 1).

We also tested a variation of SSL that included a third decision strategy, VIS, which takes only visual information into account. Given the distinction between visual and auditory information, it appears reasonable to assume that participants might have considered this strategy as well. Furthermore, VIS can perform well in the compensatory environment (as it considers 4 of the 5 relevant cues), although it is inferior to ALL. Inspection of the strategy selection probabilities of this 3-strategy SSL version suggests that participants might have alternated between ALL and VIS in the first blocks of the compensatory environment, but then learned to select the more accurate strategy ALL (Fig. 2C; note, however, that this suggestion is based on the 3-strategy SSL version due to the high overlap of choice predictions for ALL and VIS). In line with this, no participant reported having only considered visual information at the end of the compensatory environment (Supplementary Table 2). When comparing this model with the 2-strategy model by means of their deviances, the 3-strategy version appears to perform slightly (but not significantly) better (Table 1). Note, however, that this model is also more complex, given the inclusion of a third strategy. We further tested 2 probabilistic SSL variations (1 with 2 strategies and 1 with 3 strategies) that assumed the EV to be influenced by all strategies at the same time, weighted by their selection probabilities. These models made very similar predictions compared with the “deterministic” SSL models, but performed slightly (not significantly) worse (Table 1).

Finally, we tested an alternative learning approach (ALM). This model does not assume a strategy selection process, but relies on assigning weights to each cue depending on how well each cue predicted the outcome in the past. These cue weights determine the impact of each cue on the EV of the stock and are updated after feedback. Figure 2D illustrates the development of the 5 cue weights during the experiment and it is evident that the model captured the coarse pattern of choice behavior: In the compensatory environment, all weights were approximately equal; in the noncompensatory environment, the auditory cue’s weight was much higher than the visual cues’ weights. Accordingly, ALM predicted choices above chance level in 22 of 24 participants. When comparing ALM with SSL by means of their deviances, however, the strategy-based learning model proved to be clearly superior (Table 1; all paired $t$-tests between ALM and SSL variants, $P < 0.001$). Furthermore, SSL made significantly better predictions of participants’ choices (Table 1; all paired $t$-tests between ALM and SSL variants, $P < 0.001$).
fMRI Results: Expected Value, Prediction Error, and Decision Conflict

SSL makes trial-by-trial predictions for the EV of each stock offering and for the RPE of each reward obtained. We tested whether the neural correlates of these model variables can be linked to the dopaminergic reward system of the brain as has been shown for other RL scenarios (O’Doherty et al. 2003, 2004; Hampton et al. 2006; Pessiglione et al. 2008; Gläscher et al. 2009; Daw et al. 2011). For the fMRI analysis, we thus included EV and RPE as parametric modulators of the decision and outcome phases, respectively. Note that we report fMRI results for the original 2-strategy SSL model in the main text, but replicated all results for the 3-strategy version (Supplementary Figs 2–5). We found significant BOLD signals associated with both EV and RPE in the bilateral VS and vmPFC (Fig. 3A, B; Table 2 provides statistics for all conventional fMRI analyses). The posterior cingulate cortex (PCC) were also activated, which is in line with previous neuroimaging studies (Hampton et al. 2006; Kable and Glimcher 2007; Gläscher et al. 2009; Peters and Büchel 2009).

SSL further allows quantification of the degree of decision conflict based on the model-based probability \( P(\text{buy}) \) that the current stock offer is bought or not: If \( P(\text{buy}) \) is either very high or very low, the decision is comparatively easy, since the stock is either bought or rejected with high probability (i.e., high confidence); if, however, \( P(\text{buy}) \) is at an intermediate level, the decision is comparatively difficult (see eq. 18). We implemented decision conflict as a parametric modulator at the decision phase in our fMRI analysis and obtained significant activation in the ACC (Fig. 3C) replicating previous research (Botvinick et al. 2004; Pochon et al. 2008; Pine et al. 2009; Venkatraman et al. 2009). Note that this effect cannot be explained by potential differences in reaction times, since responses were only possible after 5 s of the decision phase (Pochon et al. 2008; Grinband et al. 2011). A second cluster of activation was located in the VS (more dorsal and anterior than the clusters linked to EV and RPE). This additional finding might be related to outcome uncertainty: Decisions are complicated by uncertainty about the value of a stock offer, and this uncertainty has been linked to tonic activity in...
the dopaminergic system (Fiorillo et al. 2003; Preuschoff et al. 2006; Bach and Dolan 2012).

**fMRI Results: Model Comparison**

Next, we compared the learning models, SSL and ALM, in terms of how well they account for the fMRI signals in reward-based (vmPFC and VS) and conflict-related (ACC) brain regions. For reward-based effects, we used a Bayesian model estimation and selection approach (Penny et al. 2005; Stephan et al. 2009) that determines the models’ exceedance probabilities for conjointly activated voxels within the vmPFC and VS. The conjunction analysis for SSL- and ALM-based EV and prediction error showed that both models accounted for reward-related fMRI signals in the VS (Fig. 4A). The BMS analysis, however, suggested a higher exceedance probability for SSL (78.8%) when compared with the ALM (21.2%) in this region (Fig. 4B). For conflict-related effects in the ACC, we could not implement this approach, simply because the ALM-based regressor for decision conflict did not account for fMRI signals in the ACC even at a very liberal threshold of $P < 0.01$ (uncorrected; Fig. 4C). Together, these results indicate that SSL better explained the fMRI signals in the proposed brain areas.

**fMRI Results: Strategy Selection**

The behavioral modeling results suggest that participants learned to use a single-cue strategy (AUD) in the noncompensatory environment, in which visual cues were irrelevant for estimating stock values. We propose that using ALL as the decision strategy requires a greater allocation of attention to visual information than using AUD, which should be linked to higher activation in the visual system (O’Craven et al. 1997; Büchel et al. 1998; Shomstein and Yantis 2004). In fact, we do not know which strategy was applied in a single trial, but SSL makes probabilistic predictions for how likely ALL was used in every trial. We implemented this probability, $P(ALL)_t$, in

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Peak coordinates and statistics of fMRI analyses</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contrast</td>
<td>Name of region</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Expected value</td>
<td>Left ventral striatum</td>
</tr>
<tr>
<td></td>
<td>Right ventral striatum</td>
</tr>
<tr>
<td></td>
<td>vmPFC</td>
</tr>
<tr>
<td></td>
<td>Left PCC</td>
</tr>
<tr>
<td></td>
<td>Right PCC</td>
</tr>
<tr>
<td></td>
<td>Precuneus</td>
</tr>
<tr>
<td></td>
<td>Angular gyrus</td>
</tr>
<tr>
<td>Reward prediction error</td>
<td>Left ventral striatum</td>
</tr>
<tr>
<td></td>
<td>Right ventral striatum</td>
</tr>
<tr>
<td></td>
<td>vmPFC</td>
</tr>
<tr>
<td></td>
<td>PCC</td>
</tr>
<tr>
<td></td>
<td>Medial temporal gyrus</td>
</tr>
<tr>
<td></td>
<td>Fusiform gyrus</td>
</tr>
<tr>
<td></td>
<td>Left occipital gyrus</td>
</tr>
<tr>
<td></td>
<td>Right occipital gyrus</td>
</tr>
<tr>
<td>Decision conflict</td>
<td>ACC</td>
</tr>
<tr>
<td></td>
<td>Left ventral striatum</td>
</tr>
<tr>
<td></td>
<td>Right ventral striatum</td>
</tr>
<tr>
<td>Probability of selecting AUD</td>
<td>Left LOC</td>
</tr>
<tr>
<td></td>
<td>Right LOC</td>
</tr>
</tbody>
</table>

Note: Small-volume-corrected regions (ventral striatum, vmPFC, ACC, and LOC) are listed first followed by other regions that survived a threshold of $P < 0.05$ FWE-corrected at the whole brain.

Figure 4. fMRI model comparison. (A) The conjunction analysis of SSL- and ALM-based EV and prediction error regressors showed that both models accounted for reward-related fMRI signals in VS. (B) A Bayesian model selection suggested, however, that SSL provided a more accurate fit to the data (shown in A) than the ALM. (C) The ALM-based regressor for decision conflict did not correlate with activity in the ACC even at the very liberal threshold of $P < 0.01$ (uncorrected) shown here.
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The selection of a particular strategy should not only influence the allocation of attention to different sources of information, but also how this information is utilized to generate value expectations. Therefore, we investigated how the selection of strategies influences the neural coupling between sensory and reward systems in the brain. We employed DCM, which among other features allows making inferences on how the intrinsic connectivity between brain regions changes in relationship to experimental manipulations. We expected that the connectivity between cue-specific sensory and reward areas is enhanced when the (sensory-specific) value information is positive: This is because signals from sensory systems should always inform the reward system, but only in the case of positive information, the signal increase in sensory areas (due to stimulus presentation) should be followed by a signal increase in reward areas (due to a positive EV). If the reward system does not make use of the sensory information, however, we hypothesized that this modulation would break down. In our design, such a break down should occur for the coupling of visual and reward areas when strategy AUD is used (as here the EV is solely based on the auditory cue).

To test this prediction, we set up a DCM model that included primary visual (V1) and primary auditory cortex (A1) as sensory and VS as reward brain structure for which time series were extracted (see Materials and Methods for details). V1 and A1 received the driving input and had directed connections to VS. These connections were modulated by value information conveyed by the respective sensory system, that is, the V1–VS connection was modulated by Value(visual) and the A1–VS connection by Value(auditory) (see eqs 19 and 20). Importantly, we analyzed 2 separate sets of models for ALL and AUD trials to compare the estimated DCM parameters of the 2 strategies. Before looking at the DCM model parameters, we identified an optimal model among 8 candidates (Supplementary Table 1) by testing them against each other using BMS (Stephan et al. 2009). Figure 6A illustrates which connections were included in all models (continuous lines) and which were variable (dashed lines). Figure 6B shows the best model according to BMS (across both trial types as well as for ALL and AUD trials independently; see Supplementary Fig. 6) together with the average connection weights separated for ALL (left panel) and AUD trials (right panel). We used the parameters from the best model to test our hypothesis regarding the difference between ALL and AUD trials in connectivity modulation. We found a strong positive modulation of the V1–VS connection by Value(visual) for ALL trials ($t_{(23)} = 4.82; P < 0.001$) that was absent in AUD trials ($P = 0.813$; Fig. 6C). The direct comparison of parameters between different trial types was also significant ($t_{(23)} = 4.21; P < 0.001$). On the contrary, the A1–VS connection was positively modulated by Value (auditory) for both trial types (ALL trials: $t_{(23)} = 3.11; P = 0.005$; AUD trials: $t_{(23)} = 3.27; P = 0.003$), and the comparison of parameters did not reveal significant differences ($P = 0.161$). There was only one further connection weight that slightly differed between ALL and AUD trials: The intrinsic connection from V1 to A1 was less negative in ALL trials ($t_{(23)} = 2.12; P = 0.045$). DCM model #2, which was very similar to the best model but did not include backwards projections from VS to the sensory areas (Supplementary Table 1), also performed well in terms of BMS (Supplementary Fig. 6) and actually was the preferred model in 9 of the 24 participants. Therefore, we repeated our DCM comparison between ALL and AUD trials using model #2 and again found a difference in the value-related modulation of the V1–VS connection ($P < 0.001$), but not of the A1–VS connection ($P = 0.131$).

Discussion
We have shown that a computational model of adaptive strategy selection is appropriate to describe the cognitive processes of learning and decision-making in a complex, multiple-cue learning context as well as to reveal the underlying neural mechanisms. Activation in the VS and the vmPFC were correlated with the SSL-based regressors of EV and RPE and ACC activity reflected decision conflict. By providing cues in separate sensory domains and changing the reward contingencies of these cues, we could show that the selection of a
particular strategy influences the reliance on different sources of information for generating value expectations.

In general, models of RL have been successfully applied to account for human learning behavior and to track its neural correlates. Whereas rather simple model-free RL approaches might be sufficient to understand elemental learning phenomena such as classical and instrumental conditioning (O’Doherty et al. 2003, 2004; Gläscher and Büchel 2005; Pessiglione et al. 2008), model-based RL seems to better explain human performance in more complex settings (Hampton et al. 2006; Behrens et al. 2007; Gläscher et al. 2010; Daw et al. 2011). Model-based RL assumes people to acquire a “model” representation of the environment, which allows them to infer the best action. An important question is how the acquisition of an accurate internal model takes place, that is, how people learn to use relevant and to ignore irrelevant information in complex environments. One solution to this task is to assign weights to each piece of information and to adjust these weights according to feedback. An alternative solution is to generate decision strategies that appear adequate for solving the problem. Here, learning takes place by selecting a particular strategy and evaluating its adequacy based on the outcome. We compared these 2 cognitive models (ALM and SSL) and found that SSL described behavioral and neuronal responses better in the context of our paradigm. An explanation for this result could be that ALM requires the decision maker to keep each of the 5 cue predictions in mind until the outcome is revealed in order to update each cue weight separately. In contrast to this cognitively very demanding approach, SSL only requires remembering the prediction of a single (selected) strategy. Hence, a strategy-based learning approach might be particularly useful to predict human decisions when the amount of potentially relevant information is very large. The SSL approach becomes, however, problematic if the contingency rules between cues and outcomes are more difficult than in our task (e.g., if cue

Figure 6. DCM model and results. (A) Overview of the variables, regions of interests, and connections used for the DCM analyses. Continuous lines refer to connections included in all 8 models and dashed lines refer to model-specific connections (Supplementary Table 1). (B) Illustration of the best performing model with connection weights for ALL (left panel) and AUD trials (right panel). Significant differences between the 2 trial types are indicated by dashed boxes around the respective coefficient. (C) Parameter estimates for the modulation of the connection between V1–VS and A1–VS by Value(visual) and Value(auditory), respectively, for the DCM models shown in B (*P < 0.05; **P < 0.01; ***P < 0.001).
validities are graded). Here, the limited set of strategies we assumed would not be sufficient. This raises the questions of how many strategies people possess and how new strategies are acquired. SSL does not make explicit predictions about the number of strategies. The theory is imbedded in the “bounded rationality” research framework, in which the existence of simple decision strategies that reflect adaptations to our decision environments has been proposed repeatedly (Simon 1956; Tversky and Kahneman 1974; Payne et al. 1988; Gigerenzer et al. 1999). The strategies used in the present study are similar to the strategies already tested in this framework and are also obvious, given the dissociation between auditory and visual information in our design. Nevertheless, future studies should directly investigate how many strategies people consider in common decision scenarios and whether strategies are refined or new strategies are acquired if the standard repertoire of strategies fails to provide sufficient results (cf. Scheibehenne et al. 2013).

The probability of using the multiple-cue strategy ALL was associated with the fMRI BOLD signal in bilateral LOC. We assume this to be an effect of shifted attention (O’Craven et al. 1997; Büchel et al. 1998; Shomstein and Yantis 2004): As people learned to use AUD in the noncompensatory environment, their attention was focused on the auditory cue and visual information was disregarded. This finding is consistent with a recent fMRI study, which demonstrated that in memory-based decisions, the reactivation of a specific sensory region depends on the relevance of the sensory-specific cues (Khader et al. 2011). Note, however, that in the study by Khader and colleagues, the use of the decision strategy was instructed, and the relevance of information did not have to be learned via feedback. In addition, our data show that the value-related modulation of the connectivity between sensory and reward areas disappears if the selected decision strategy does not require the respective sensory information to generate value expectations: When participants used strategy AUD (as indicated by SSL), the value information conveyed in the visual cues did not modulate the connectivity between V1 and the VS anymore. On the contrary, auditory information was relevant to the AI–VS coupling across both strategies just as both strategies required taking auditory information into account. These results promote our understanding of how humans extract the relevant from the large amount of available information in the environment to motivate their decisions. The data agree with recent literature toward a critical impact of attention on the neural circuitry of value computation (Hare et al. 2009, 2010; Krajbich et al. 2011; Lim et al. 2011).

Beside the model-based RL approaches we considered (SSL and ALM), there are many other learning theories that might account for the effects in our experiment. One attractive alternative could be learning models that are inspired by Bayesian probability theory, as these models would allow formulating and testing hypotheses on the relevance of auditory and visual information (Dayan et al. 2000; Yu and Dayan 2005; Gershman and Niv 2010). If the Bayesian learner thus discovers the irrelevance of visual information in the noncompensatory environment, he/she can save cognitive capacity by drawing attention to the auditory cue.

To conclude, our data suggest that by means of adaptive strategy selection, humans structure their environment when there are multiple sources of information available. Attention is focused on the putatively relevant information as reflected by neural activity in the respective sensory systems. Similarly, effective connectivity between sensory- and reward-related brain structures is positively affected by value as long as the specific sensory information is considered relevant to the decision.
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Supplementary material can be found at: http://www.cercor.oxfordjournals.org/.
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