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Abstract

The brain with its neurons is a complex organ which is not yet fully decoded. Many
diseases and human behavior are affected by the brain. Therefore, neurobiological
experiments are conducted. In neurobiological experiments, the imaging of neurons is
a key technology. Thanks to 2-Photon Microscopy (2PM) it is feasible to image the
volume of labeled, living, pyramidal neurons. Moreover, in a second channel a different
marker can label specific structures or proteins. Small structures like synapses are
not visible in 2PM. However, the size of spines has a relation to the strength of
synapses. Therefore, the focus lies on the study of dendritic spines. Imaging over time
is possible and generates multiple fluorescence images. The analysis of fluorescence
images is difficult, time consuming and error-prone even for experts. Furthermore,
the reproducibility of manual analysis is not guaranteed. Therefore, the automatic
detection, segmentation and tracking of dendritic spines in 2PM data is required.

We will introduce a full pipeline to detect, segment and track spines in time se-
ries from 2PM data. We train a statistical dendrite intensity and spine probability
model trained with 2-Dimensional (2D) data from Digitally Reconstructed Fluores-
cence Images (DRFIs). DRFIs are synthetic images which can be computed from
geometrical shapes of dendrites and their spines. Electron Microscopy (EM) recon-
structions contain the shape of dendrites and spines. Automatic EM reconstructions
are a difficult task. However, due to specially prepared samples manual reconstruction
becomes feasible. The computation of DRFIs using Serial Block-Face Scanning Elec-
tron Microscopy (SBFS-EM) data is a novelty. This concept enables us to overcome
the issue of expert labeled spines in fluorescence images. In many image analysis ap-
proaches the backbone of dendrites is the central part of the approach. However, the
backbone only exists by definition and it is difficult to place it in fluorescence images.
The dendrite intensity model is based on 2D slices which are orthogonal to the back-
bone. Therefore, it is feasible to optimize the backbone of any dendrite such that it
is optimally located with respect to the backbone definition and for the model at the
same time. We are able to predict the spine probability for 2D slices at every pixel.
This is enabled by the information transfer from the SBFS-EM domain to the fluores-
cence image domain. In combination with further features, which are computed over
multiple slices, a robust spine prediction is feasible. This prediction can be projected
back to the original 3-Dimensional (3D) space of the image. Thus, a prediction and
segmentation of spines in 3D is possible.

Imaging time series of dendrite pieces is a challenging task. The same structure
(region of interest) must be imaged using the same parameters at each time point.
Due to handling of the sample (e.g. storing the samples in an incubator) between
different imaging steps, the corresponding region of interest must be located at each
time point. Accordingly any movement of the region of interest must be compensated
in translation and rotation with respect to a coordinate system established at a specific
time point. Rotations around the optical axis of the microscope (z-axis) are more
probable than rotations around the x- and y-axis because of the solid glass plate (Petri
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dish) on which the sample is arranged. In contrast, translations are feasible in all
directions. Furthermore, the imaged dendrites are alive. It is therefore possible that
their shape and orientation in space changes over time. This introduces transformations
which are non-rigid. The estimation of such changes is not tractable as only dendrite
changes should be compensated, but not spine changes. Therefore, we will use a rigid
registration which enables translation and rotation. Additionally, tracking of the spine
candidates over the registered time points is required because some movement of spines
is possible. Successful tracking of spines enables to trace intensity changes of spines.
The tracing of intensity changes is feasible for multiple image channels and opens the
possibility of manifold applications.

Based on the detection and segmentation of spines we will finally demonstrate the
successful solution of image analysis for fluorescence time series in its whole complex-
ity in some practical applications. In one experiment we show the ability of detecting
spines which have a presynaptic bouton. For this detection and classification single
time point images with multiple image channels are used. In a second part we demon-
strate the successful detection and segmentation of spines in time series. Furthermore,
we demonstrate in time series the possibility to detect spines having an Endoplasmic
Reticulum (ER). In experiments like this, the whole complexity of image analysis for
fluorescence time series must be solved.

In summary, our contribution is the introduction of a concept to compute DRFIs
using SBFS-EM data. This enables the information transfer between image domains.
Related to the computation of DRFIs we introduce statistical models of dendrite in-
tensity and spine probability maps. The statistical models are central to detect and
segment spines. Furthermore, the challenge of analyzing fluorescence image series is
solved by the spine prediction followed by registration and tracking of spine candidates.
Finally, the application on real biological experiments demonstrates the practical use of
automatic image analysis for fluorescence images in single time points and time series.
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Notation

A Matrix
a Vector
�v 2D and 3D Vector
p or p(. . . ) 2D and 3D Point
P (. . . ) Probability of, 0 ≤ P (. . . ) ≤ 1
ti Time point i of time series
I Image
sd or sd,i 2D dendrite intensity slice
ss or ss,i 2D spine probability map
Md or Md,k Dendrite intensity model
Ms or Ms,k Spine probability model
‖ · ‖ Euclidean Norm
| · | L1 Norm
∗ Convolution
a · b Multiplication of a and b
A ◦B Element-wise multiplication of matrix A and B (Hadamard product)
a ◦ b Element-wise multiplication of vector a and b (Hadamard product)
F Fourier transformation
F−1 Inverse Fourier transformation
#(. . . ) Number of elements
≈ Approximation
a or μa Average of a where a is a list or a vector
DRFI(. . . ) Digitally Reconstructed Fluorescence Image
kB KiloByte (103 byte)
MB MegaByte (106 byte)
GB MegaByte (109 byte)
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1. Introduction

Image analysis of biological data is a growing field. This is mainly driven by the
fact that health and biology are very important topics for humans and the technical
evolution of the last century linked to research opens a wide range of new possibilities.
However, these new possibilities require in turn new technical solutions and, therefore,
a link back to technical research (and image analysis) is given.

We will introduce the problem and the motivation to solve it in Section 1.1. In
Section 1.2 we will give a view on the prior work of the field. The field is not very old,
but different approaches were tried to solve the problem though. Finally, in Section 1.3
we will introduce our contribution. We will also discuss how our approach is different
from prior work and how it solves partially different problems.

1.1. Motivation

Health is of great importance for people. The Latin sentence “Mens sana in corpore
sano” (“A healthy mind in a healthy body”) from the poet Juvenal is often cited
even in our modern society. It shows that the most important asset is health. In
2010 the worldwide health market had a volume of about US$856 billion [13]. This
corresponds to about 1.4% of the worldwide gross domestic product (GDP). This shows
that people are aware of the health problem and are also keen to promote research. This
is underlined by the fact that in 2010 the pharmaceutical industry has invested more
than US$70 billion in research and development. For more details about further facts
of the health industry we refer the interested reader to [13]. Health is central in the
human life and a lot of effort is made to improve health and to fight diseases. Different
genetic diseases as well as diseases which are more likely by genetic predisposition (e.g.
Alzheimer disease) exist. These diseases and the care and therapy of them cost a lot of
money. Moreover, the burden for the affected patient and his family can be incredibly
large. Many diseases affect the brain or are related to it. However, the human brain
is the most complex organ and we do not know exactly how it works. Therefore, a
lot of basic research tries to decode the human brain. This decoding of the brain is
needed to understand the healthy brain and its difference to the brains of sick people.
Furthermore, the difference between healthy and ill organs and their interaction with
the diseases is central. Therefore, research that examines the impact of diseases on the
brain and neurons is of great importance. In biological experiments with neurons, it is
feasible to study the difference between neurons of healthy and ill persons and animals
respectively. This opens the possibility to have various technical requirements at the
same time, which advances the technical research.

In recent years, the imaging of neurons using optical microscopy has almost become
the standard approach. Microscopy like Laser-Scanning Confocal Microscopy (LSCM)
and 2-Photon Microscopy (2PM) is available in many laboratories. Imaging became
easier. Image quality and preparations were improved. All these facts make imaging
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1. Introduction

attractive and popular. Furthermore, the concepts of preparation and imaging are
almost standardized. Therefore, the production of data is less time and resource inten-
sive than it was in the past. The concept of imaging living neurons enables to make
time series. This strongly increases the amount of data to be analyzed. However, the
analysis of fluorescence images is in general a very time consuming and error-prone
task. Moreover, the result of analysis is of interest for biologists rather than the time
consuming segmentation process itself. However, the motivation to use computer sci-
ence and image analysis has increased. The need of automatic image analysis to detect
and to segment neuronal structures and to compute different statistical values requires
algorithms which are specially adapted to the problem. Fluorescence images are very
characteristic images. Image processing and analysis of fluorescence images cannot be
compared directly to the image analysis of photos from cameras (photography). Fur-
thermore, image analysis of fluorescence images is not well studied compared to other
subjects. Beside all the traditional, well established algorithms in image analysis, there
is a high demand for algorithms to analyze fluorescence images.

In summary we can say that the combination of a rather new research field, i.e. image
analysis of fluorescence data, combined with biological basic research related to human
health is a very important, interesting research area which is in demand.

From a biological point of view it is interesting to study the changes of dendritic
spines in living neurons over time. This very specific requirement is an interesting
application to demonstrate the power of image analysis and our concepts. We can
paraphrase our task to enable to detect, segment and track spines of living, pyramidal
cells of rats over time in fluorescence images from 2PM.

1.2. Prior Work

Prior to this work, different approaches for spine segmentation and image analysis of
fluorescence as well as 2PM data were tried. In many respects, most of these are similar
to classical methods of image analysis. However, the combination of such approaches
and their application to the problem can be very unique. We will introduce here the
most important prior work which is applied to spine detection and/or segmentation in
fluorescence images from 2PM or LSCM.

Most approaches for spine detection, segmentation or just neuron tracing use a skele-
ton or backbone of the dendrite [10,11,32,34,37,44,45,45,50,58,60–62]. The huge num-
ber of approaches using the backbone or skeleton in some way shows the importance
of the backbone. It demonstrates that the backbone can be a central key for dendrite
representation and spine detection. However, approaches which focus on backbones
have some disadvantages as most of them produce a high rate of False Positive (FP)
and False Negative (FN) results if the backbone is not found correctly.

The detection of the spine tip followed by a segmentation (mostly region growing)
is another method which is used by different approaches [24, 35, 50, 62]. The tip of the
spine is very characteristic because it has a high curvature and the largest distance
to the backbone. However, the difficulty is to exclude false spine tips (FP) which are
mainly generated by background noise.

Since 2008 almost all approaches mainly use 3-Dimensional (3D) information or the
3D fluorescence image. The approaches based on Maximum Intensity Projection (MIP)
are being phased out. The reasons for this change are mainly the evolution of hardware
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1. Introduction

and the information loss by MIP. Since about 4-6 years powerful computers have
enough main memory to load and process even larger, 3D fluorescence images. As the
computational power has also increased, hardware is not a bottleneck anymore.

Spines can appear detached in fluorescence images because of photo bleaching and
image noise. In reality there is always a connection to the dendrite. Because of de-
tached spines, many approaches have a dual spine detection or segmentation method
for attached and detached spines [3, 10, 11, 34, 61, 62]. Many of these approaches use
the side branches of the skeleton to detect spines. Most approaches with dual spine
detection use data from LSCM and not from 2PM. This is reasonable because in LSCM
images the structures appear slightly sharper and the probability of detached spines is
higher.

Fluorescence images are strongly smoothed by the Point Spread Function (PSF).
Therefore, the idea of deconvolution is very interesting but also complex. About half
of the approaches (see also Table A.1 in Appendix A) use deconvolution. This ranges
from the integration of simple deconvolution concepts up to the use of some advanced
third party software to do deconvolution before applying the image analysis pipeline.
The fact that mainly third party deconvolution software is used shows its difficulty.
Deconvolution is another research field. Based on the detection quality of the differ-
ent approaches it is impossible to conclude if deconvolution is required or not to get
best spine detection and segmentation results. It shows more that the algorithms are
optimized to work on the corresponding data. Optimization on data is also under-
lined by the fact that almost all approaches use LSCM or 2PM data but not both.
Some approaches mention the use of both data types, but in general results are only
demonstrated using one type.

In Appendix A in Section A.1 we present an overview of most prior work in Table
A.1. We list the most important properties of each spine detection and segmentation
approach to give an overview of the different directions of research.

1.3. Contribution

On the one hand, our contribution to the problem of spine detection and segmentation
is very specific, but on the other hand, it yields also some more generally applicable
ideas and concepts. Our main contributions are divided into the three parts Digitally
Reconstructed Fluorescence Image (DRFI), model computation and practical applica-
tion. An overview of the whole approach is shown in Appendix A in Section A.2. In
Chapter 3 we introduce as a novelty the method of computing synthetic fluorescence im-
ages, called DRFIs, from Electron Microscopy (EM) reconstructions. We introduce the
full pipeline of computing synthetic fluorescence images from real geometrical shapes.
Furthermore, the use of the Correlative Light Electron Microscopy (CLEM) offers new
validation possibilities. The computation of DRFIs enables us to introduce in Chapter
5 a statistical dendrite intensity and spine probability model based on a larger amount
of training data which is not expert labeled. In Chapter 6 we introduce the applica-
tion of the new model to the problem of spine detection and segmentation and extend
the approach to time series in Chapter 7. Additionally, in Chapter 8 we discuss the
distribution of spines in space and the impact of the distribution in space to spine
detection and segmentation algorithms. To sum up we can say that beside our con-
tribution to the detection and segmentation of spines in 4-Dimensional (3-Dimensional
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1. Introduction

plus time) (4D) fluorescence data we also introduced new concepts. These new concepts
can be summarized as statistical models based on CLEM data.

In difference to prior work our approach is based on a statistical model of intensities
and probabilities. Furthermore, we demonstrate the use of spine detection and seg-
mentation on time series and multi-channel fluorescence images. Even a combination
of both applications to five dimensional data (4D + multi-channel yielding 5D(x, y, z, t,
λ)) is feasible. We present results of time series analysis which enable to track changes
of spines over time in Section 7.3. These results are fully based on automatic analysis.
Moreover, we demonstrate the success of a two channel analysis to detect spines with
special properties in Section 6.6.2 (single time point) and Section 7.3.2 (time series).
The demonstration of these two applications shows the practical importance of auto-
matic spine analysis and the overall value of our approach. Additionally, we are not
aware that anyone has ever before demonstrated the automatic analysis of spines over
time and with fluorescence images with multiple channels.
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2. Background

This thesis covers a field which connects computer science to biology and neurobiology.
It is a typical interdisciplinary work. There exist basic theories and technologies in
both fields. In this background chapter we give an overview on the most important
topics. The background chapter describes topics from both disciplines and some that
are relevant for both fields. We describe the biological background (neurons) and
experimental setups in Section 2.1 and Section 2.2 respectively. In Section 2.3 we will
discuss fluorescence images, their generation and related issues. Section 2.4 introduces
Electron Microscopy (EM) and in more detail Serial Block-Face Scanning Electron
Microscopy (SBFS-EM). Finally, we will move to background knowledge of image
analysis and will introduce ideas and concepts of statistical models in Section 2.5. The
background of statistical models will be very general because an applied introduction
of statistical models is given in Chapter 5, Section 5.3.

2.1. Neurons

Neurons are one of the most important cell types of any living structure. Multiple
neurons build the brain. It permits individuals to process the input coming from the
environment. Furthermore, the brain (at least the human one) makes it possible to
have thoughts and to plan abstract processes. The key numbers of the human brain
are very impressive. They underline why it is so difficult to understand the way the
brain works. The human brain is composed of 1011 neurons. Every neuron has on
average about 7000 synapses. The total number of synapses of a human, adult brain
is estimated to be in the range of 1014 to 5× 1014 synapses. In Table 2.1 we introduce
the most important structures of neurons with focus on this work.

The basic structure of neurons is well known since the 20th century. Figure 2.1 shows
a schematic diagram of a neuron. Current research tries to study and understand how
multiple cells work together. This should help to answer the question how a brain
works. For studies like this neither dead nor single cells are of interest. It is tried
to understand how multiple, living cells work together as a system. Moreover, the
relation of neurons to diseases with all their aspects is tried to understand. Therefore,
the research of living networks of neurons contributes to the field of system biology.

Basic communication from cell to cell is already well understood. The signal travels
from cell to cell by releasing vesicles from the first cell (presynaptic) via axon to a second
cell (postsynaptic). At the second cell the dendrite receives most of these signals at
spines. If a transport of vesicles takes place, then a synapse is built between the axon
and dendrite. The release of vesicles is triggered by an action potential. The synapse
is a very interesting structure of neurons because it connects two cells. We refer the
interested reader to the corresponding literature, e.g. [16], for a deeper understanding
of neurons and their signal processing.
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Structure Description

Action Potential (AP) An action potential is a short change (1ms to 2ms)
of the electrical membrane potential. The membrane
potential deviates from the rest potential. Action
potentials are binary signals. No strong or weak
action potentials exist. However, the frequency of
action potentials corresponds to the signal strength.

Axon Axons are like dendrites long tubular structures.
However, at axons the signal is emitted and is trans-
mitted by synapses from one cell to the next.

Dendrite Dendrites are long tubular shaped structures which
build a large tree-like construct. Most signal input
to the cell arrives over dendrites, more exactly at
synapses which are frequently located at spines.

Endoplasmic Reticulum The Endoplasmic Reticulum (ER) is a dynamic
structure of membrane [51]. Spines containing ER
have enhanced synaptic strength and are preferen-
tial sites for a particular type of synaptic plasticity
called mGluR-dependent depression [28].

Membrane The membrane builds the surface of the cell. Under
certain situations ion and vesicle can pass trough the
membrane.

Mitochondrion Mitochondria deliver most of the energy for the
cell. Therefore, mitochondria are also called “cel-
lular power plants”.

Nucleus The core of the cell. Contains most of the cell’s
genetic material.

Soma A cell is structured into soma (cell body), axons
and dendrites. Many important structures like mi-
tochondria and Endoplasmic Reticulum are enclosed
by the soma.

Spine Spines are the protrusions located at dendrites.
Most synaptic connections between cells take place
at spines. Spines can be very densely distributed
along dendrites. A cell has about 200 000 spines.

Synapse The communication point between two cells is called
synapse. A signal from one cell to the next travels
over a synapse.

Vesicle Vesicles are containers for different transmitters.
Vesicles can be transported and released from cell
to cell. Multiple vesicles together form a so called
bouton in the presynaptic axon.

Table 2.1.: Most important structures of a neuron with focus on this thesis.
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2.2. Biological Experiments with Neurons

In the previous section we introduced basic knowledge about neurons. In this section
we will introduce how neurons can be used for biological experiments to get new in-
sights on reasons of disease (e.g. Alzheimer disease) or the functionality of the brain.
Most experiments with living and/or stimulated neurons have the goal to compare the
reactions of healthy and sick cells or how the cells react in general on a stimulation.
Imaging of living neurons results in worse image quality than imaging fixed neurons.
However, living neurons can be stimulated and also time series imaging is possible.
For experiments with living neurons fluorescence imaging and imaging approaches like
2-Photon Microscopy (2PM) (see Section 2.3.2) become crucial. Many studies are con-
ducted with cells from animals like mouse or rat. These animals serve as object of study
because their brain is simpler. Nevertheless they possess the ability to learn. Often
the cells are cultured and not directly studied in the animal. Neither to culture human
cells nor direct imaging of human neurons in the brain would be feasible or generally
allowed.

The overall goal of all (biological) experiments is to gather data and observations
under a controlled environment to validate theories, test new theories or even conclude
new theories. This means that experiments are a tool for scientists to carry out their
work and research.

In principle most experiments have a similar concept and structure. The goal is
to conduct experiments in which living cells under eventually special situations can
react and during and after the reaction measurements (imaging) takes place. In some
experiments also a single time point is used to get a measurement and make conclusions.
Roughly described the following steps are conducted:

• Culture of cells.
• Insertion of fluorescence into some cells.
• Imaging of a baseline.
• Recording of images during and after the stimulation or treatment.
• Measurement of statistical values at interesting locations (e.g. spines) and track-

ing of changes over time.

Culture of Cells

Culture of cells, called cell culture, is the complex process of breeding, growth and
storing of cells in a controlled environment. The history of cell culture is quite old and
goes back to the 19th century. Cells are cultured in a controlled environment in a (cell)
incubator with fixed parameters like temperature, humidity and gas environment. An
incubator is basically a storing location for the cells with heating and is attached to a
controlled gas mixture. The cells can grow directly in their tissue or also in an alter-
native cell growth material. Cells are fed by media mostly derived from animal blood.
Therefore, it can happen that the cells are contaminated with viruses. It is difficult
to maintain healthy cell cultures. Another danger is cell line cross-contamination. By
cross-contamination from one cell line to another cell line a contamination takes place.
In summary, cell cultures make it possible to work with controlled cells but also require
an experienced and faithful scientist or technician.
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Insertion of Fluorescence

Neurons are not fluorescent themselves. Therefore, it is required to insert the fluo-
rescence in any way. There exist different concepts. Basically fluorescence can be
inserted by a dye or using fluorescent proteins. The protein can be transferred by
Deoxyribonucleic acid (DNA) using a gene gun or viruses. We refer the reader for
further details about fluorescence to Section 2.3 and Section 2.3.2.

Baseline Imaging

The study of measured values requires a baseline. Cells are living structures and each
preparation is individual (even though same parameters can be used). Therefore, im-
ages and results cannot be compared directly. Furthermore, microscopy has many
parameters and most probably some are changed, e.g. imaging depth. Therefore, for
each experiment a baseline is imaged when the neuron is under a so called relaxed
situation. Then a comparison between different images, cultures and experiments is
possible by normalizing by the baseline. In our application it is possible to use the
average dendrite intensity as baseline and to normalize by it.

Imaging During Experiments

Imaging is not part of the experiment. However, is the essential technique to measure
the state of the cell. Imaging can be seen as taking measurements of different parame-
ters. Imaging maps the state of the neuron or parts of it to a number which then can
be compared. Images can be taken before, during and after a stimulation of the neu-
ron. The difficulty of imaging neurons multiple times is given by the following reasons.
The danger of photobleaching (see Section 2.3.2) is much higher if cells are repeatedly
imaged. Additionally, the risk that the cells die or are contaminated is much higher
because of the multiple interactions with the cells.

Statistical Values of Interesting Structures

Imaging of neurons does not deliver a single number. It is a measurement at different
locations (sampling) which are uniformly distributed over the dimensions and space.
These measurements are the basis for all conclusions. However, it is required to cal-
culate measurements for certain structures. Processing or comparing the whole image
at once does not allow to conclude anything. After imaging the huge work of data
analysis starts and automatic image analysis has a central role. It is tried to calculate
an intensity value for known structures like spines. These statistical values of struc-
tures can then be normalized with the baseline and a comparison between the different
measurements (images) becomes possible.

2.3. Fluorescence Image

Fluorescence images are well accepted in the neurobiological field. Imaging of cells
using fluorescence imaging is often done. Basically, fluorescence images are structured
like all classical 3-Dimensional (3D) images. However, they have a very specific and
characteristic Point Spread Function (PSF). In principle also fluorescence imaging is
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a light microscopy approach. In contrast to normal images from photography or light
microscopy, in fluorescence imaging the properties of objects are differently mapped
to the image. There does not exist a direct mapping function. We will introduce the
properties of fluorescence images in Section 2.3.1. In Section 2.3.2 2PM in particular
and Multi-Photon Microscopy (MPM) in general will be introduced. The important
issue of the PSF will be discussed in Section 2.3.3, followed by the ideas of deconvolution
in Section 2.3.4.

2.3.1. Fluorescence Image Properties

Fluorescence images are structured like common 3D images. They have three dimen-
sions (x, y and z) and are composed of pixels or voxels. In fluorescence image no
edges are visible in difference to images constructed from photographies. With this as-
pect fluorescence images are more similar to medical images like Magnet Resonance
Imaging (MRI) (also called Magnet Resonance Tomography (MRT)) or Computer
Tomography (CT) images. However, the issues of fluorescence images are still different
from medical images. In addition to the lack of any edge information in the images,
also the z-resolution is much worse than the x- and y-resolution in high-resolution flu-
orescence images. It can be seen as a smoothing of the image and no high-frequency
information is part of the image. Unluckily, the PSF is also elongated in the z-direction.
Therefore, the application of real 3D image analysis approaches and algorithms is quite
difficult and requires mostly to care in detail about the issues with the z-resolution. In
Figure 2.2 we show a xy-, xz- and yz-slice of a 3D fluorescence image. In this image the
issue of the differences between horizontal (x, y) and axial (z) resolution and sampling
is well visible. In z-direction the intensity changes are not continuous anymore. There
exist also intensity changes along the object which are caused by the object (neuron)
properties as well as the distribution of fluorescent dye or protein. This is best visible
in the image showing the xz-slice. Furthermore, the object (dendrite) only has very few
pixels in the axial direction. This is highlighted by the typical image resolution (image
spacing) of fluorescence images. Typically the z-spacing is about 0.5 �m while the x-
and y-spacing are in the range of less than 0.1 �m. This effect is not only a sampling is-
sue but also a limitation of the maximal resolution possible using 2-Photon Microscopy
(see Section 2.3.2). Furthermore, the intensity in the image does not correspond to
light reflected from the object (not like in classical photography). It is the detected flu-
orescence that is emitted from the object because of the excitation introduced by light.
As further issue the image is taken from a living object. Depending on the preparation
and microscope settings huge differences in image intensities can arise in the image
(and over multiple images). This means that even for the same structure depending
on the image location, imaging settings or preparation different image intensities can
be measured. The dynamic of the image intensity depending on the image location is
given by the location dependent PSF.

We can summarize the most important properties and issues in image analysis of
fluorescence images by the following list:

• No direct mapping of object to the image.
• Imaging resolution limits are different for x-/y- and z-axis.
• Different sampling in z-axis because of different resolution limits.
• No edge information (high-frequency) is in the images.

10





2. Background

part of. Alternatively the dye can be inserted directly using patch pipettes. If the
fluorescence should bind to special proteins the gene gun approach is used. Due to
binding to specific proteins labeling of different structures is feasible.

Excitation of Fluorescence

The enclosed proteins are not self-emission. The protein must be transferred into an
excitation state. Additional energy (light) is required to reach an excited state and
fluorescence is emitted. A pulsed laser is focused into the cell by using an adapted light
microscope. Photons from the laser hit the fluorescent protein, bring it in to an excited
state and the fluorescence is emitted. The excited state is only reached if the laser
has the correct wavelength. The required wavelength depends on the used fluorescent
protein.

Detection of Fluorescence

The emitted fluorescence must be detected to compose an image from it. Detectors
(Photon Multiplier Tube (PMT)) are located at different places and the emitted fluo-
rescence is transformed into a electronic signal and then an intensity value of the image.
The measured value is stored in the image. The difficulty of signal detection is to detect
as much of the fluorescent emission as possible but only from the focused point. There
exist different approaches to ignore fluorescence which does not come from the focused
point depending on the imaging system.

Scanning of Sample

To produce an image the sample is scanned (rasterized) by the laser. At each location
the emission process is started and fluorescence emission takes place. Additionally,
the focus enables to measure at different depths of the sample and to construct from
that a 3D image. The name Laser-Scanning Microscopy (LSM) is used for this kind
of microscopy because of the scanning process of the laser. More in detail, the laser
beam is moved over the horizontal plane which is the scanning or rasterizing. The laser
beam is deviated using controllable mirrors to achieve the horizontal movement. For
the third dimension the focal point is changed. This changes the depth in which the
fluorescence is excited and emitted.

2-Photon Microscopy in a Nutshell

The core principle of fluorescence imaging is introduced in the previous paragraphs.
Here we will discuss in detail how the process of imaging works for 2-Photon Microscopy.
Figure 2.3 shows all important parts of 2PM and the differences to other approaches.
In Figure 2.3, a, the concept of getting from the ground state to an excited state is
illustrated. Two photons hit within short time (about 0.5× 10−15 s = 0.5 fs) a molecule
in the 2 Photon Absorption (2PA). Together they have the energy to bring the molecule
in the excited state. This happens during the laser pulse which takes about 10−13 s and
is repeated every 10−8 s. After reaching the excited state, the normal fluorescence
emission takes place. The fluorescence decay lasts for about 10−9 s. The concept of
two hitting photons enables to take a laser with higher wavelength (less energy) and
nevertheless to have in sum of the two photons the required energy to reach the excited
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state. In the schema additionally the effects of Second Harmonic Generation (SHG)
and Coherent Anti-stokes Raman Scattering (CARS) are shown which we will not
discuss in more detail. In Figure 2.3, b, the difference between single-photon (linear)
and multi-photon (non-linear) excitation is shown. In single-photon excitation blue
light is used. In contrast, 2-Photon Microscopy uses near-infrared, red light. Red light
has with 630 nm to 790 nm a larger wavelength than blue light with 420 nm to 480 nm.
With increasing wavelength of the light the energy of a single photon decreases. In the
single-photon approach a large region is fluorescent, also outside the focal plane. In
2PM only in the focused region fluorescence is emitted. This is because the probability
that within the required short time two photon hit the same molecule is only given
at the point in focus. The schema of the 2-Photon Microscopy is displayed in Figure
2.3, c. A pulsed, Near Infrared (NIR) laser is the energy source. The laser beam is
passing different lenses. A mirror changes the xy-position which is the scanning (xy-
scanner). After a semi-transparent mirror the laser is focused into a single point in the
specimen. At this focused location the 2-Photon Excitation Fluorescence (2PEF) takes
place. The fluorescence is emitted isotropically. Second Harmonic Generation (SHG)
takes also place in forward direction of the laser beam. The emitted fluorescence is
coupled out from the laser beam with mirrors or the semi-transparent mirror and
focused using collection lenses. Finally, the fluorescence arrives at the Photon Multiplier
Tube (PMT). The PMT converts the fluorescence into a signal. This signal is saved as
a pixel value of the fluorescence image.

Photobleaching

The number of times a molecule can emit fluorescence is limited (depending on the pro-
tein). If this number is reached the fluorescence emission does not occur anymore. This
is then called photobleaching. Photobleaching motivates only to excite the molecule
if the fluorescence emission is detected and collected. The multi-photon approach has
the advantage that a focused point is emitting fluorescence. This is because in short
time two photons must hit one molecule what only happens at the focal point. All the
emitted fluorescence is wanted and collected. This reduces the danger of photobleach-
ing compared to LSCM. In the single-photon approach also outside of the focal plane
fluorescence is emitted. The unwanted fluorescence from out of focus is removed by a
pinhole. This means that some molecule reach an excited state and emit fluorescence
which is not collected. The number of emission of these molecules is reduced without
any use. This increases the danger of photobleaching for LSCM compared to 2PM.

2-Photon Microscopy vs. Laser-Scanning Confocal Microscopy

In Table 2.2 we compare some properties of 2-Photon Microscopy and Laser-Scanning
Confocal Microscopy. These are the most important properties by which 2PM outper-
forms LSCM in many applications. The main advantages are the focused excitation
instead of the pinhole and the possibility to image deeper in the tissue.

For a further, deeper, technical background about 2-Photon Microscopy we refer the
interested reader to [26] and for Laser-Scanning Confocal Microscopy to [40].
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Figure 2.4.: Effect of the PSF on a binary imaging showing a circle and square. All
the edges are smoothed out. Left: Binary input image. Middle: Arbitrary
PSF (Gaussian). Right: Resulting image of applying the PSF.

2.3.3. Point Spread Function

Each imaging system has a PSF. The PSF is the function that describes how an ideal
single point is mapped to the image by the imaging system. Different formulated, the
PSF is the response of the imaging system to a point. The geometrical shape and
texture of the real object and the PSF composed together as an image I ′ are described
by a convolution:

I ′ = KPSF ∗ I (2.1)

where KPSF is the PSF as kernel and I the image with the original information and
structure (before imaging). Figure 2.4 shows the effect of the PSF on a binary image
showing a circle and a square. As main effect we can see how the high frequencies
(edges) are smoothed out. The effect of how the image is changed depends on the PSF.
If the PSF is a Gaussian distribution it is identical to filter the image with a Gaussian
kernel.

The PSF of each imaging system is very specific and individual. This is true for any
camera system but also for imaging systems like 2PM. In the case of 2PM the PSF is
very large. It influences the resulting images heavily. For image analysis, in difference
to other systems, deconvolution or to keep the process of imaging with the PSF in mind
is important.

The theory of PSF for 2PM and LSM in general is well studied. We will introduce
the most important terms and their relation to the PSF.

Numerical Aperture

The Numerical Aperture (NA) is one of the characteristic numbers of a microscope.
The NA is described by the refractive index and the half angle of the cone of light. The
cone of light is built by the diameter of the lense and the focal distance (see Figure 2.5
for visualization). The NA is a dimensionless number. It is given by:

NA = η sin θ (2.2)

where η is the refractive index and θ is half of the angle of the cone of light. The NA
can be approximated by using directly the focal length and lense diameter:
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Figure 2.6.: Airy disks describe how a perfect imaging system would represent a light
point. The airy disk is shown in one dimension.

This theoretical limit is not reached. We introduced the Rayleigh Criterion which de-
scribes this situation with the airy disk. The overlap defined by the Rayleigh Criterion
corresponds to the first minimum circle and its distance is defined by:

dairy =
1.22λ

2η sin θ
=

1.22λ

2NA
=

0.61λ

NA
(2.6)

where λ is the wavelength.
The resolution limit of LSCM is reduced by a factor of about 30% because of the

narrower intensity PSF. We are concluding the reduced radius which is given by:

d′airy =
0.427λ

NA
(2.7)

The reason for this effect is that the pinhole can be closed up to the first airy disk
or also less (about 0.25 airy units). However, in practice this is often not achievable.
Generally the signal to noise ratio becomes too worse. Especially for weakly fluorescent
samples it is not possible to close the pinhole too much [15]. In theory the diffraction
limit of 2PM would be about twice of that of LSCM. In practice it shows that the limits
of LSCM are not reachable, but in contrast the one for 2PM are feasible. Therefore,
both microscopy approaches have similar resolution limits [15]. Feasible limits for both
approaches are estimated to be about 250 nm for commercial systems like mentioned
by [15].

The measured PSF is computed different. The measured Full Width Half Maximum
(FWHM) for 2PM is the squared illumination PSF in contrast to the non-squared for
LSCM, see [63]. This holds also for the diffraction limit.

The z-resolution (axial) is computed different as the xy-resolution. Typically the
axial resolution is about half of the xy-resolution. The typical values for the 1

e -radius
ω of 2PM are computed by the following formula as introduced in [63]:
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ωxy =

{
0.320λ√
2NA

NA ≤ 0.7
0.325λ√
2NA0.91 NA > 0.7

(2.8)

ωz =
0.532λ√

2

[
1

η −
√
η2 −NA2

]
(2.9)

The FWHM is computed by multiplying the 1
e -radius ω with 2

√
ln 2.

Estimation of the Point Spread Function

The PSF can be estimated analytical with all the knowledge about the imaging system
and physical laws or experimental by measuring in images. The important properties of
the PSF were introduced above. Additionally, it is worth to mention the scattering and
the fact that deeper in tissue not the same amount of light (from the laser) arrives. With
all this knowledge an analytical PSF can be computed (what also is done in practice).
However, the experience showed that experimentally measured PSF are more accurate
and represent better the characteristic of each imaging system. We will introduce how
both approaches work and discuss the advantages and disadvantages of both.

The theoretical PSF can be computed using the above described properties of the airy
disk and other knowledge about the system and be approximated. It is common and
validated that the PSF can be approximated quite accurate by a Gaussian distribution
[59, 63]. Therefore, it is feasible to just model the PSF of 2PM by a 3D Gaussian
distribution. From the FWHM directly the standard deviation σ of the Gaussian
distribution can be computed for the xy- and z-direction. The mean value is μ = 0.
This approximation is simple and requires no complex computation. As extension to
this it is also shown that for LSCM the theoretical PSF can be computed even more
accurate by using e.g. information about the imaging location [38].

The experimentally estimated PSF has implicitly all the properties of the imaging
system integrated. However, the result is depending on the imaging parameters and
the way the experiment is conducted. The idea is to image an object smaller than the
theoretical diffraction limit and thus to get from it the PSF. In practice this is made
by using small latex beads which are then imaged. Each imaged bead results in its
individual PSF. From all the imaged beads an averaged PSF is computed.

Both approaches have their advantages and disadvantages. The theoretical approach
is much simpler because no imaging is required and the Gaussian distribution is easily
computed. Furthermore, if the PSF is used under different environmental parameters
afterwards, then it is not possible to have the correct experimentally estimated one.
Therefore, it often makes sense to use the theoretical one for image analysis approaches.

In Section 3.4 Figure 3.3 shows a synthetic PSF approximated using a Gaussian
distribution. In Figure 2.7 we show an example of an experimentally measured PSF by
imaging beads. Different beads are visible in the volume rendering (Figure 2.7, left).
In Figure 2.7, middle, the central xy-plane is shown and right we present the central
slice through xz. The intensity distribution looks similar to a Gaussian distribution.
However, it is much less smooth. Furthermore, the maximal intensity is not centered
and the symmetry properties are not fulfilled. However, the figure shows slices through
a single bead and not an averaging of multiple beads. Some of these artifacts could be
removed by averaging. Then the estimated PSF is more like a Gaussian distribution.
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integrable in individual software and/or expensive. Also the quality of the deconvolved
image must be controlled. Not always successful results are given. In cases like this a
further analysis would not be possible or the image analysis approach must be working
on deconvolved an non-deconvolved images. However, if the system is working on both
kind of images it is probably not required to try to deconvolve the images at all. These
disadvantages and the fact that deconvolution is a field at its own are also the main
reason not to use deconvolution in our approach and this thesis.

Tools for 2-Photon Microscopy Deconvolution

The deconvolution of fluorescence images taken by different microscopes is quite com-
plex. Furthermore, the effective implementation is time consuming. Therefore, there
exist well known tools like Huygens Software 1. Also most microscope manufacture
have their own software for deconvolution. The advantage of software like Huygens is
that it works independent from any microscope type. To outperform or perform simi-
lar well as well established deconvolution tools is not very feasible without investing a
lot of time and to have a very good knowledge about deconvolution. Therefore, most
projects having image analysis as main goal do no deconvolution or use one of these
(professional) tools.

Conclusion

Most deconvolution approaches are optimized for LSCM data and do not perform as
well on 2PM data. Furthermore, the PSF of 2PM smooths a bit more the data. There-
fore, the deconvolution is more difficult in general. To process deconvolved and not
deconvolved information is not feasible. It is required that all information in a pipeline
is used in one or the other state but not mixed. Deconvolved data is not identical to
data which has not applied a PSF at all. The deconvolution improves the image quality
but does not find the ground truth before imaging. Otherwise the deconvolution would
be able to find in fluorescence data the geometrical correct reconstruction (similar to
reconstructions from EM data). All these different aspects are to be considered if one
decides to use deconvolution or not. Just to apply any deconvolution approach with-
out thinking about the effects for the planned pipeline is a dangerous idea. As stated
in Equation (2.10), in addition to the convolution with the PSF also a noise term N
changes the image [17]. In Equation (2.10) I is the final image and G the geometry
respective image prior to imaging and its effect of the PSF. Even if the real PSF is
known, a deconvolution is not straightforward because of the noise. Also the noise
would have to be removed.

I = N [PSF ∗G] (2.10)

We do not use any deconvolution in our pipeline because of all these aspects of the
deconvolution. The idea of deconvolution would not fit to our concept of using data
from multiple modalities.

1Huygens Software, Scientific Volume Imaging (SVI) - http://www.svi.nl/HuygensSoftware
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2.4. Serial Block-Face Scanning Electron Microscopy

Fluorescence images from 2PM and similar imaging techniques do not provide real in-
formation about the geometry or shape of the imaged object. There exists no algorithm
(even independent of the cost) which would be able to reconstruct from fluorescence
image a shape identical to the real geometry in all details. In difference to this, EM data
is very high resolved in all axis. Detailed structures of the imaged object are visible.
The drawback is, that EM is a (financial) expensive and time consuming technique.
Furthermore, EM only can image dead samples. However, exactly these differences
between fluorescence images and EM data makes it interesting to use both information
together. If from the same structure both images are available, this is called correlative
data or Correlative Light Electron Microscopy (CLEM). We will use the advantages
of both imaging approaches as well as CLEM. Therefore, we introduce fundamental
knowledge about EM and SBFS-EM in particular.

2.4.1. Electron Microscopy and Data

EM data are high resolved intensity images. Biological structures like neurons are
fixed and prepared for EM. It is feasible to generate isotropic images with a higher
resolution than in fluorescence imaging (e.g. 2PM). In current EM resolutions up to
about 10 nm are feasible. In high resolved images it is feasible to see the real geometry
from tiny structures like spines. A typical approach for imaging biological structures
is to use Transmission Electron Microscopy (TEM). In approaches like TEM one 2D
slice after the other one is generated (using a microtome) and imaged. These slices
are independent each one from the others. The slices cannot directly be composed
together as a 3D image (slice by slice). It is required that the slices are aligned to their
neighboring slices and also corrected for distortion effects. Furthermore, stitching is
required if larger regions are imaged. This is quite difficult and requires a larger effort
(see e.g. [33]). However, EM is able to resolve the required structural information of
dendrite and spines. To overcome the issue of distortion and stitching the use of SBFS-
EM is recommended. SBFS-EM will generate similar data like TEM. Moreover, the
issues of alignment, distortion and so on are already solved.

2.4.2. Serial Block-Face Scanning Electron Microscopy - Technology

The preparation of tissues for SBFS-EM is similar to the preparation for other EM
techniques (e.g. TEM). The tissue is fixed and does not live anymore. Time series
imaging is not possible because of the fixation. The fixed tissue sample is cropped
and inserted to the microscope. The surface of the block is sampled with an electron
beam and an image generated. This image is the first slice. Then an ultrathin slice
(50 nm or less) of the fixed tissue block is planed down with a diamond knife. The new
surface is again sampled with the electron beam and generates the next image. All the
2D images together are the slices of the final resulting 3D image. Figure 2.8 shows a
schematic diagram of the imaging process and the mechanical design (Computer Aided
Design (CAD)) of the in-chamber microtome.
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2.4.3. Advantages of SBFS-EM

In principle SBFS-EM generates images in a similar way like other EM techniques.
However, the processing of the generated slice images to build a 3D volume is much
simpler or not required at all. Depending on the size of the imaged region no stitching,
registration nor alignment is required. Generally the registration from the SBFS-EM
is better than the resolution [19]. The 2D image slices just can be composed together
to a 3D image. This makes the use of SBFS-EM simple and fast. It becomes feasible
to analyze the 3D volume without additional image correction. Therefore, SBFS-EM
allows to focus on image analysis. Image correction like distortion correction and
alignment are not required. The lack of distortion correction and alignment is clearly
one of the most important advantages of SBFS-EM over TEM which requires these
steps (see e.g. [33] about the importance of distortion correction of TEM data).

2.5. Statistical Models

A basic concept of current image analysis is to learn from data. It is tried to learn the
properties (or features) of an image directly from training data. Then for a test image a
prediction or classification is made. The idea is that due to enough representative data
a system is capable to classify if something is similar (and how similar) to the learned
class. Centrally important for approaches like this are statistical models. They try
to model the object class. However, instead to manually build a model describing the
object class the model is composed from data and compresses the learned information
thanks to statistical methods into a statistical model. A statistical model spans the
space of samples in which then can be worked.

The essential properties of statistical models and differences to other models are
introduced in Section 2.5.1. In Section 2.5.2 we will introduce fields in which statistical
models are used. Finally, we introduce the basics from Principal Component Analysis
(PCA) and well known approaches using PCA in Section 2.5.3. In contrast to the theory
the application of the PCA to compute our models and integration in our pipeline is
introduced in Section 5.3.

2.5.1. Basics

Here we discuss the basics of statistical models with respect to image analysis. However,
many of the discussed subjects can be directly or indirectly applied to other subjects
too.

Every image can be seen as a number of measurements (pixels). Therefore, the work
with images, vertices or any other kind of measurement can be identically traded with
respect to statistical models. The basic idea behind statistical models is that given an
example some properties of this example are important and descriptive for the object
class and other ones are not or less. If all the variables of the examples are imagined in
a high dimensional space every sample has its individual location. They span together a
space (like a dense cloud). It is feasible to move inside this spanned space and staying
within the object class. Moving outside the point cloud corresponds to move away
from the class. The effect how examples are distributed within space is schematically
visualized in Figure 2.9. Every red dot symbolizes an example in the high dimensional
space. For visualization purpose only a schematic diagram in two dimensions is shown.
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further support. Current research takes also place in the field of building models of
individual body parts or bones, e.g. [1]. Models like this clearly enable to detect abnor-
malities of body parts or to predict the original shape of broken bones. Moreover, even
during operations it is feasible to use information from models for diagnosis. A step
further go automated or semi-automated surgeries. They use for instance augmented
reality [18] or even surgery robots. In surgeries objects must be recognized reliably
under different illumination, orientation and individuals. Furthermore, also within an
object class the shape can change because of breathing, heart beat or muscular con-
traction. Therefore, approaches without the flexibility of a statistical model are less
suitable and have most likely worse performance. In the field of entertainment appli-
cations like games, social media, movies and similar things are to be mentioned. In all
these entertainment fields it is tried to integrate the human in some aspects. This is
done by enabling persons to interact in a natural way or by integrating the appearance
of people for different uses (e.g. facial avatars). In both situations working systems
for any human or human part (e.g. arm and legs) in a unknown and most probably
dynamic environment (individual room/location and illumination) are required. Sta-
tistical models have a very good performance in solving problems like this because they
generalize very well and are easily adapted to the individual person.

Statistical models serve in all these fields for tasks like detection, segmentation, track-
ing, abnormality prediction, augmentation and others. In all these tasks the power of a
statistical model is to overcome errors which are caused e.g. by noise or occlusion. This
is because the models learned what kind of data is representative and the knowledge is
integrated into the model.

2.5.3. Principal Component Analysis

The key for statistical (shape) models is to represent a large and normally high dimen-
sional data space (the training data) in a compact representation. This means that
the information in the data is reduced to the most important information. Statistical
shape models share properties with dimensionality reduction approaches. The most
often used approach for statistical models and dimensionality reduction is the PCA.
The 3DMM [5] and also older approaches like Eigenfaces [53] are based on PCA. The
approach of PCA is a mathematical procedure to transform the high dimensional in-
formation into an orthogonal space with linear uncorrelated variables. These variables
are the so called Principal Components (PCs). The PCs are sorted by their importance
and the first PC has the largest statistical variance. We will introduce here the basics
of the PCA and some background. In Section 5.3 the idea of the PCA is then used to
compute a dendrite intensity and spine probability model.

A given set of training data si (with dimension m) can be written in a matrix of size
m × n. The mean example μ from every example si is subtracted. In the matrix the
rows are the different variables and the columns the examples. The matrix X is then
given by:

X =
[
s1 − μ . . . sn − μ

]
(2.11)

The mean μ is computed by:
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μ =
1

n

n∑
i=1

si (2.12)

By using the Singular Value Decomposition (SVD) we can decompose matrix X into

X = UDV T (2.13)

Matrix U is the matrix with the eigenvectors of the covariance matrix Σ = 1
nXXT . D

is a diagonal matrix with the so called singular values which are the standard deviation
captured by the corresponding eigenvectors in U . The columns of matrix U and V T are
unitary and build each of them an orthonormal vector which build the basis vectors.
Furthermore, it holds that UUT = I and V V T = I where I is the identity matrix.
Because of that it holds that U−1 = UT and (V T )−1 = V . Now the inverted matrix
X−1 can be written thanks to the SVD by:

X−1 = (UDV T )−1 = (V T )−1D−1U−1 = V D−1UT (2.14)

The inverted diagonal matrix D−1 is given by the diagonal matrix with values 1
di

on
the diagonal where di are the diagonal elements from D.

A sample s is written as

s = μ+ Uα (2.15)

where α are the so called PCA coefficients. Instead of using all dimensionality a
reduction to the k-th first PCs is feasible and in practice done. This reduction corre-
sponds also to the dimensionality reduction which is used in compression approaches.
A new sample can be projected into the PCA space. The PCA coefficients are found
by:

α = UT (s− μ) (2.16)

The probability of observing a sample s can be written as

P (α|s) = 1√
(2π)k |Σ|

exp

(
−1

2
(s− μ)TΣ−1(s− μ)

)
(2.17)

which is the density distribution of the multivariate normal distributionN (μ,Σ). The
probability P (α|s) is the posterior probability of the latent variable α. The fact that
the probability of observing an example can be computed is quite important. Thanks
to this property it becomes simple to compare samples and we can make conclusions
from statistical models by probabilistic reasoning.

In Equation (2.15) we showed how any sample of the class can be represented by
the PCs. In Equation (2.16) a set of coefficients α describes the sample in a compact
representation. This fact enables to represent samples from the training data and
other samples. If not all PCs (less than number of variables) are used a compression
takes place. If the number of training samples is less than number of variables this
compression (dimension reduction) is anyway given. This is mostly true for models
from images or 3D meshes because the number of variables is large (number of pixels)
in the range of hundreds or thousands. However, the number of examples is normally
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limited and smaller. For example the Basel Face Model (BFM) uses only 200 examples
for training, but the number of variables is given by the meshes with 53490 vertices
[41]. This shows how statistical (shape) models can represent very high dimensional
information in a compact way. The importance of the different PCs is well visualized
by showing how much variability each one holds. This is visualized by the variance or
the standard deviation they hold which is directly visible in the diagonal elements di
of matrix D. The diagonal elements are the standard deviation of each PC:

σi =
di√
n

(2.18)

The smaller the standard deviation σi of a PC is the less important it is and can be
skipped. We can clip the PCs after a desired value because the PCs are ordered by
their eigenvalues. This gives a compact representation. In Section 5.4, Figure 5.4, an
example of the decreasing standard deviations is shown. PCs with smaller standard
deviation start to hold more noise and less class information. This means that the
data can be described in a compacter way than using all the variables. Furthermore,
the faster the values σi decrease the better the model is trained and the model better
represents the information of the training data.

The decision of number of PCs is a difficult but important task. It is not a priori clear
how many components are required or useful. Furthermore, too many components can
mean to model noise. This is not wanted at all. In 1954 the original Kaiser-Guttmann
criteria was introduced [23] . This criteria requires the eigenvalues to be larger than
1. For different reasons this does not always hold (see [31]). Later the so called Scree
Test followed [8]. In the Scree Test the eigenvalues are plotted against the number
of components. Then the point where the curve has a sharp bend is localized. This
whole test is done manually (visually) by an expert. The test is very subjective because
multiple sharp bends are possible. Horn extended the Scree Test to plot a curve with
random data. The intersection between both lines (structured and unstructured data) is
the point to stop [30]. Another approach is to use components up to a proportion of the
total variance. E.g. use all components until 95% of the total variance is accumulated.
This method is supported by statisticians, but even some advise against it (see in [31]).
However, it is a simple and statistical based criteria. There exist even more stopping
criteria which are summarized in [31]. The number of components is a very important
decision while constructing statistical shape models. At least the visual interpretation
and decision with the Scree Test should be suggested. Normally, this gives for the
experienced user a good hint where to stop. However, also a comparison between the
different criteria and how the statistical model performs with the different number of
PCs is recommendable. In Section 5.4 we show an example of the proportion of total
variance in Figure 5.5. The function for plotting the proportion of total variance is

f(x) =

∑x
i=1 σ

2
i∑K

i=1 σ
2
i

(2.19)

where K is the total number of components and σi are the eigenvalues from the
diagonal matrix D.

In a short summary PCA can be described as a compression method and a dimen-
sionality reduction approach which enables the computation of statistical models and
builds a good basis for probabilistic modeling.
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3. Digitally Reconstructed Fluorescence
Images

Synthetic data and synthetic images are often used to train image analysis systems.
Synthetic data represents the original data but with known parameters of all parts of
the image generation. Therefore, ground truth data can be generated and all details
of the image generation process are under supervision. However, synthetic data only
approximates the real image generation process as well as modeled. Therefore, it is
not guaranteed that algorithms using synthetic data will have the same performance if
tested with real data. The use of synthetic data is often rated as misleading. In many
approaches manually labeled data is used instead of synthetic data. It is infeasible to
manually label all spines in fluorescence images of dendrite pieces. In many situations
even experts are not able to decide if spines are located or not at a certain location.
Furthermore, experts are only able to decide binary labels and cannot specify how
much intensity is from spines and from dendrite. Therefore, we take the advantage of
synthetic data that gives us full control on all information. It is feasible to compute per
pixel how much intensity is contributed from spines by using the concept of information
transfer. In Section 3.1 we discuss in more detail the usage of synthetic data in image
analysis. In Section 3.2 we introduce what assumptions and prerequisites are given to
compute synthetic fluorescence images of pieces of dendrite. The geometrical correct
shape and the Point Spread Function (PSF) are discussed in Section 3.3 and Section
3.4 respectively. The details about the computation are given in Section 3.5. Finally, in
Section 3.6 we present the information transfer between the electron and fluorescence
microscopy domain. We call our concept to compute synthetic fluorescence images
Digitally Reconstructed Fluorescence Images (DRFIs).

3.1. Synthetic Data in Image Analysis

Synthetic data has many advantages over real data. Therefore, many image analysis
systems use synthetic data. We will discuss the basic idea of synthetic data, advantages,
disadvantages and illustrate some examples which work with synthetic data.

Basics of Synthetic Data

Synthetic data enables computer scientists to work in a controlled environment. The
data is in some meaning simpler because it is a controlled approximation of the real
data. Furthermore, the approximation can be done on different levels. Basically, real
data is too complex (too high variability) and synthetic data should close this gap
to be able to experiment with the data in a controlled way. Synthetic data and its
generation can also help to understand the image generation process. This can be
helpful for scientists unexperienced with the data. Synthetic data are samples from a
model (which is an approximation). A model with parameters is used to generate data.
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Advantage Description

Simplification Synthetic data is only an approximation and thus a simpli-
fication. Therefore, the core issues can be studied better
and it is often easier to find a solution.

Known parameters Changes in data and analysis can be studied well because
the parameters to generate data are known. The relation
between parameters and results can be studied. It can be
evaluated for which parameters improvements are required.

Flexible resolution Many models enable flexible resolution and sampling of the
synthetic data. Often higher resolution than with the imag-
ing system in focus are possible.

Number of samples Depending on the kind of data, it is quite difficult to have
or get enough data (cost, privacy, time consuming imaging
or other reasons). Synthetic data can be generated most
likely in any required number of samples.

Known segmentation For synthetic data the foreground and background are
known. Even the segmentation of parts is known or can
be easily found by experts.

Table 3.1.: Overview of advantages to use synthetic data in image analysis. The focus
is on the generation and use of fluorescence images.

The number of parameters describes the complexity of the model. In some situations
it is even possible and/or helpful to hold some parameters (e.g. representing physical
properties of the microscope). Furthermore, the model has not all real parameters
integrated because it is an approximation. Synthetic image data can be computed in
any sampling rate in most cases. This enables to generate images with almost any
required sampling rate. However, the generation of synthetic data is often optimized to
a range of sampling rate in which the approximation of the reality works well. Related
to this the level of details that synthetic data provides can vary. Depending on the
application it makes sense to have different level of details. In summary a number of
parameters and algorithms generate synthetic data that is as similar as possible to real
data but with a fully known generation pipeline.

Advantages

Synthetic data provides different advantages for image analysis approaches. Therefore,
in many situations image analysis approaches are designed, trained, learned, tested
and/or evaluated with synthetic data. In Table 3.1 we list the most important ad-
vantages for the use of synthetic data in image analysis. Even further, not listed,
advantages are possible depending on the kind of data and application.

Disadvantages

Like every approach or technique also synthetic data has together with advantages some
disadvantages. In Table 3.2 we list the most important ones.
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Disadvantage Description

Simplification Simplification is an advantage and real disadvantage at
the same time. The real problem to be solved can be
much more difficult. This is because synthetic data is
an approximation of real data. Sometimes algorithms
or system developed with synthetic data perform very
well on synthetic data but fail with real data. There is
no guarantee that a system works robust on both data
types. The issue of simplification is also in general the
main criticism.

Time consuming design In most cases it is quite time consuming to design and
to develop a system that creates synthetic data which is
competitive to real data.

Table 3.2.: Overview of disadvantages to use synthetic data in image analysis. The
focus lies on the generation and use of fluorescence images.

The most often criticism is clearly that synthetic data is not representing reality
and that systems using synthetic data have a weak performance on real data. We also
believe that only testing with synthetic data is a bad idea. In most situations systems
trained with real data perform better than system using synthetic data. However, in
some situations not enough real data is available or the real data does not provide
directly all information required (e.g. segmentation). In the case of spine detection the
second issue is given which leads to the problem of expert labeling which is difficult.

Examples

The common reason to use synthetic data in different approaches is the complexity of
collecting and/or generating data. Examples using synthetic data during training are
e.g. in handwriting recognition system [54] or for face detection [25]. Both approaches
try to increase their amount of training data by using synthetic data. The need of
synthetic data is also given in biological data. E.g. in [22] a framework to simulate
biological cells for fluorescence imaging is presented. The goal is to have enough and
reliable data. Data like this can serve as ground truth data because no error-prone
expert labeling is required. Further fields to use synthetic data are e.g. registration
approaches. In registration methods, often artificial data is used to test and validate
the method. The known transformations motivate the use of synthetic data.

Synthetic data is used in many fields related to computer science and not just in image
analysis. E.g. business systems are tested using synthetic data. Signal processing
in general (which includes image analysis) uses synthetic data too. The power of
synthetic data is the unlimited amount of data that can be generated and all additional
information which is available with synthetic data that makes it usable as ground truth
data.
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3.2. Concept

The basic idea is to compute DRFIs from the real shape of the objects (pieces of
dendrites). This ensures to know what exactly is approximated in the DRFI. The real
shape of dendrites is available in Electron Microscopy (EM) data in a high resolution.
Current approaches (e.g. Serial Block-Face Scanning Electron Microscopy (SBFS-EM),
see Section 2.4) enable to image fixed tissue in high resolution as 3-Dimensional (3D)
images. However, the reconstruction of dendrite pieces in EM data is itself a difficult
task. Therefore, we use special prepared samples to retrieve the shape of dendrites
as described in Section 3.3. The geometrical shape is the basis to compute DRFIs.
Dendrites enclose many structures like mitochondria. It is important to take into
account where fluorescence in dendritic structures is present. Otherwise no correct
representation of the fluorescence in the synthetic data is given. In our approach we
expect the volume marking fluorescence to be everywhere within the space enclosed by
the membrane apart from enclosed organelles like mitochondria. Mitochondria can be
quite large (diameter up to 1.5 �m) and exist numerously in neurons and dendrites. It is
possible that mitochondria fill almost completely regions of the dendrite with respect to
the diameter. This has a huge impact on the fluorescence images because the intensity
in regions like these decreases almost to zero.

The distribution of fluorescent dye or protein is expected to be homogeneous within
the dendrite. We do not expect to have an accumulation of fluorescence in certain
regions like spines or spine necks. This assumption is quite important because local
accumulations of fluorescence would change the intensity distribution in fluorescence
images completely. It is expected that fluorescent dye filled dendrites and genetically
modified ones have both a homogeneous distribution of the fluorescence. It is not
known that some accumulation takes place. This enables us to model a homogeneous
distribution of fluorescence in dendrites (excluding enclosed organelles). This task is
quite straightforward and much simpler than modeling specific local accumulations.

3.3. Dendrite Shape from Serial Block-Face Scanning
Electron Microscopy

Dendrites have a quite complex and variable shape. The shape of dendrite is given
by a flexible border, the membrane. Moreover, the surrounding is not empty but also
heavily filled by other structures like dendrites, axons and cell bodies. Therefore, the
shape of dendrites can be deformed by surrounding structures. Furthermore, small
protrusions (spines) make it even more difficult to describe the shape of dendrites. It
is not feasible to model the real shape of dendrites without prior data. Therefore, we
take the real shape of dendrites as basis to compute DRFIs. The dendrite shape can
be reconstructed from SBFS-EM data.

In Section 2.4 we described the principles of SBFS-EM with its advantages. In SBFS-
EM images of neurons all structures are visible and encoded in intensities (see Figure
3.2, left). Therefore, it is quite difficult to automatically reconstruct dendrites from
SBFS-EM images (and also from other electron microscopy techniques). The manual
reconstruction of dendrites is very time consuming and also error-prone. The membrane
has the size of only some pixels and also experts happen to make errors in the manual
reconstruction. If not all dendrites are required to be reconstructed, then it is possible
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approximated one is used. Both version can be used as kernel.
The PSF describes for every image point or point source the response of the imaging

system. The reconstruction (binary image) of the dendrite are the (sampled) image
points of the object. This means that the computation of DRFIs is the PSF for every
image point (pixel) of the object. Therefore, the convolution of the binary image with
the PSF as kernel corresponds to the DRFI. It must be ensured that both images are
sampled at the same rate. If Ix,y,z is the binary image of the reconstruction and PSFi,k,l

is the point spread function the DRFI is computed by:

DRFI(Ix,y,z,PSFi,k,l) = Ix,y,z ∗ PSFi,k,l (3.1)

The approximated PSF can be sampled at any rate. The binary image of the recon-
struction is sampled at the rate of the SBFS-EM raw data (or less frequent). Because
of the very high sampling rate of SBFS-EM (about 0.02 �m in horizontal direction (x-,
y-axis) and 0.05 �m in vertical direction (z-axis)) large binary images are given. For
small pieces of dendrite (about 10 �m) and the given sampling rate images have a size of
about 500 x 500 x 200 voxels. Convolution is computationally expensive. Therefore, it
makes sense to compute the DRFI of large images in the Fourier domain using Discrete
Fourier Transformation (DFT) or Fast Fourier Transformation (FFT).

3.5.1. Fast Fourier Transformation and Convolution

The convolution of an image with a kernel is in the Fourier domain an element-wise
multiplication of the transformed image and the transformed kernel. There exist many
libraries which do a transformation into the Fourier domain by the DFT, e.g. 2FFTW
or the implementation in 3VNL which is part of 4VXL. Using the Fourier transformation
Equation (3.1) becomes the much less computationally expensive form in the Fourier
domain:

DRFI (Ix,y,z,PSFi,k,l) = F−1{F (Ix,y,z) ◦ F (PSFi,k,l)} (3.2)

However, it is required to do the Fourier transformation and the inverse Fourier
transformation after the multiplication.

Table 3.3 shows a comparison of computation time for the convolution in the space
domain versus the same result using FFT. The first 4 measurements are values from
[36]. The fifth measurement is for one typical piece of dendrite we use later on. The
image size was 900 × 900 × 200 and the kernel size 59 × 59 × 105. We canceled the
direct computation after 4 h. In our computation we used an Intel(R) Xeon(R) CPU
X5660 at 2.80GHz with 96GB memory and running Ubuntu 12.04 LTS. It clearly shows
the advantage of FFT based convolution over direct convolution. Further comparison
about the advantage of FFT based convolution over direct convolution can be found
in [36]. They show that with a kernel size larger than 20 pixels all compared FFT
based convolution approaches outperform the direct convolution. Therefore, the time
advantage of using FFT based convolution is huge.

For further information about FFT (and DFT and Fourier Transformation) we refer
the reader to the corresponding literature.

2FFTW, Fastest Fourier Transformation in the West, http://www.fftw.org
3VNL, Vision-Numerics-Library in VXL
4VXL, Vision-Something-Libraries, http://vxl.sourceforge.net
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Direct Conv. (s) FFT Conv. with FFTW (s)

[36], kernel=10 < 0.05 < 0.05
[36], kernel=20 ∼ 0.05 < 0.05
[36], kernel=30 ∼ 0.1 < 0.05
[36], kernel=40 > 0.25 < 0.05

Typical Dendrite Piece 	 4h 410

Table 3.3.: Comparison of computation time for doing a classical convolution or the
transformation into the Fourier domain followed by a multiplication and
the inverse Fourier transformation.

3.6. Information Transfer

The concept of DRFIs enables the information transfer from EM data or reconstruc-
tions from SBFS-EM data to the fluorescence image domain. Due to the information
transfer it is feasible to have similar information from one domain in the other do-
main. This transfer enables to integrate shape structure (given by reconstructions) and
the knowledge about the segmentation into fluorescence images. In the case of spines
the shape reconstruction in the SBFS-EM domain can be transferred to a representa-
tion (probability maps) in the fluorescence image domain. Due to the the information
transfer more knowledge than just a binary expert labeling becomes available in the
fluorescence image domain. Furthermore, it would not be possible to label information
like this (probabilities) directly in the fluorescence images. The transferred informa-
tion can be used for learning but also for validation. A validation of algorithms within
the fluorescence image domain is difficult to almost not possible while it is simple to
validate the labels in reconstructions from SBFS-EM data.

With the information transfer we transfer segmentations of EM reconstructions to
their corresponding representation in the fluorescence image domain. The following
steps need to be fulfilled for the information transfer:

• Object reconstruction (dendrite) from SBFS-EM data.
• Labeling of structure in interest (e.g. spines).
• DRFI of the full object (dendrite including spines).
• DRFI of the labeled objects (spines).
• Computation of the probability map.

Object Reconstruction

The reconstructed object is the basis for which later all the statistics (and probability
maps) are computed. It represents the full object. In other words it is the division
of the raw data into foreground and background. Depending on the information to be
transferred multiple objects can be reconstructed at once.

Labeling of Structure

The structure that is labeled (e.g. spines) is somehow the information that should be
transferred to the fluorescence image domain. As input the reconstruction or the binary
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image of the reconstruction is used. Even non-expert users are able to label this data
because all the structures are easily recognizable.

DRFI of the Reconstruction

The DRFI of the reconstruction is computed as described above. For every voxel under
a controlled environment the intensity is known. This enables to compute probability
maps with DRFIs of only subparts from the reconstructions.

DRFI of the Labeled Structures

Instead of the whole structure, only from the labeled structures (spines) a DRFI is
computed. This DRFI then shows how much intensity from spines is present at which
locations in a fluorescence image. This DRFI is computed with the same parameters
(e.g. sampling rate) like the DRFI of the whole object. This enables to compute
probability maps.

Computation of the Probability Map

The DRFI of the labeled structure describes the intensity distribution for a subpart of
the whole reconstruction. The same is valid for the DRFI of the whole object. It is
feasible to compute how much intensity of every voxel has as source the labeled objects
because the same parameters are used for both DRFIs. Given DRFI(Id) as DRFI of
the complete reconstruction Id as binary image and DRFI(Is) as DRFI of the spine
label map Is the probability of a voxel that the intensity is from spine is computed by:

P (v(x, y, z) = spine|Id, Is) = DRFIx,y,z(Is,PSF)

DRFIx,y,z(Id,PSF)
(3.3)

The complete spine intensity probability map SPM is computed by the element-wise
division:

SPM(Id, Is,PSF) =
DRFI(Is,PSF)

DRFI(Id,PSF)
(3.4)

The further use of the probability maps for the statistical model computation is
described in all details in Section 5.2.5.

3.6.1. Information Loss

The information transfer from EM data to the fluorescence image domain is a huge gain
because a new kind of information (labels) is available in fluorescence images. However,
it is not possible to keep the labels in their original structure like in EM data. In the
original domain binary label maps of EM reconstruction are available. The result
are probability maps of spine probability per voxel. The same information must be
represented as probabilities. Also the shape of the binary label maps is changed by the
information transfer. All the effects have as reason the PSF. The information transfer
cannot overcome the influence of the PSF. This would only be feasible (by a certain
degree) by using deconvolved fluorescence images. The information transfer enables an
information transfer which has a kind of information loss. It is not obvious to have
probability maps instead of binary segmentations of objects (e.g. spines). However, in
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4. Backbone of Dendrite

The backbone is an important structure for image analysis of dendrites. In this chapter
we will introduce what it is in Section 4.1. Furthermore, we will introduce some fields
using the backbone in Section 4.2. In Section 4.3 we will discuss the most simple
approach to find the backbone. Our advanced approach to find the optimal backbone
is introduced in Section 4.4.

4.1. Definition

Backbone is a common term for an artificial line in dendrites (and axons). The backbone
does not exist in reality. It is only a description. The main motivation for a description
like this is the modeling of dendrites as tubes. The centerline of the tube corresponds
to the backbone. Therefore, the backbone describes different properties. It describes
where in the space the dendrite passes through and its curvature. Furthermore, it
enables to model dendrites imaged by different systems with a simple model. Figure
4.1 shows how the backbone is defined in an Electron Microscopy (EM) reconstruction.
In blue the manual clicked backbone is visualized. In red spines are marked and in yellow
enclosed mitochondria. The backbone is placed in the center of the volume of dendrite
without spines (but including mitochondria). It can also intersect mitochondria.

In some fields the term skeleton is used as synonym for the backbone. However, in
computer science the skeleton for dendrites including spines would result in a backbone
(graph) with small side branches entering (representing) the spines. Moreover, there
exists the term centerline. This term is often used as synonym for skeleton. In this
thesis the term backbone is used and means the backbone visualized in Figure 4.1. The
term skeleton is used for the backbone with additional side branches for the spines.

4.1.1. Meaning

Backbone is a frequently used term. However, the meaning can slightly vary depending
on the field of research. We introduced how we define the backbone. For our needs
the backbone is not more than a (data) structure that holds some properties of the
dendrite geometry. Here we introduce what meaning the term backbone has in other
fields. Furthermore, we discuss the biological background of the backbone.

Meaning in Biology

The backbone has no explicit meaning in biology. There does not exist a neuronal
structure which corresponds to the defined backbone. Therefore, also in images of
neurons the backbone is not visible. It is an artificial defined structure of neurons
which is used in analysis. This can be in analysis of data from optical imaging (e.g.
2-Photon Microscopy (2PM)), EM or another imaging approach or representation of
neurons.
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4.2.2. Neurite Tracing and Reconstruction in Electron Microscopy
Images

The importance of the backbone and skeleton is very well illustrated by the research
to reconstruct and find the connectome of the brain. In [27], for example, it is tried to
reconstruct the brain and find the connectome based on the skeleton. In this research
area many approaches try to use knowledge from the skeleton to find the reconstruc-
tion (see also [12]). The task to manually find the backbone is very time consuming.
Therefore, it is tried to distribute this work and even to structure it as a game 5.
Furthermore, there exists special software to simplify the tracing of neurons 6.

4.2.3. Spine Detection based on the Backbone

The approaches [10, 11, 32, 34, 37, 50, 58, 61, 62] use in images (2-Dimensional (2D) or
3-Dimensional (3D)) the backbone to detect and segment spines. Some years ago the
computational power limited the 3D processing. Therefore, some older approaches com-
pute the backbone and segment the spines in 2D, most of them in Maximum Intensity
Projection (MIP). In current research most approaches compute all steps fully in 3D.
For an overview we refer the reader also to Table A.1 in Section A.1. In the approach
of [60] the principle of backbone is used to represent some information. However, the
approach is not fully based on the backbone.

4.2.4. Backbone Used to Compute Statistical Values

Many properties of dendrites and their spines can be computed with the use of back-
bone. In [50] the backbone is used to estimate distances and lengths of spines. The
computation of diffusion models often uses tubes similar to the backbone and addition-
ally a radius, e.g. in [7].

4.3. Backbone by Thinning

In image analysis the approach to skeletonize objects is no novelty. Many approaches
of dendrite reconstruction and spine detection in optical microscopy images use the
skeleton and then remove small side branches that represent noise or spines. How
to build skeletons from objects is well studied. There exist many approaches for 2D,
e.g. [4,46], and 3D, e.g. [2,6,29]. The thinning approach is the most often used approach
to find the backbone or an initialization of it.

Many thinning and skeletonizing approaches use binary input images. The binary
structure of the object is reduced to a skeleton which also consists of side branches
depending on the shape structure. For a skeleton of a dendrite there exist small side
branches for all spines but also for irregularities of the dendrite. The skeleton is a very
irregular shape compared to a spline. The skeleton often drifts to spines (in addition
to have side branches for spines). Therefore, all approaches using thinning to produce
the backbone require to remove all (short) side branches and some smoothing of the
skeleton. Fluorescence images have a irregular intensity distribution over the whole
image but also locally within the dendrite, e.g. because of enclosed mitochondria. This

5Brainflight - http://www.brainfligt.org
6Knossos - http://www.knossostool.org
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Figure 4.2.: Result of backbone after 3D thinning and removal of side branches. The
backbone is visualized by the pink voxels.

makes it difficult to get a binary representation of the dendrite which is required for
any thinning algorithm.

Figure 4.2 shows a fluorescence image and a backbone computed by thinning in 3D.
The fluorescence image was binarized by a threshold. Then the 3D thinning algorithm
of Insight Segmentation & Registration Toolkit - http://www.itk.org (ITK) [29] was
applied. The skeleton was trimmed in a recursive manner to remove all side branches
as described in [10]. The resulting backbone is very bumpy and has a strong curvature
towards to spine regions where the side branches were located. Furthermore, this
approach often fails for larger dendrite pieces where the intensity distribution along
the dendrite has large differences. This is because it is not feasible to find a global
valid threshold to binarize the image.

In images of larger regions branch points of dendrites exist and also other structures
like axons can be present. This makes a simple thinning approach without further
knowledge about structures like this useless for spine detection. All these drawbacks
and the bad result of the backbone without postprocessing are good arguments not
to use thinning. In most datasets only certain dendrite branches or regions should be
analyzed. This motivates to let the user pick which regions to analyze and, therefore,
makes the use of manually clicked backbones as initialization feasible.

4.4. Clicked and Optimized Backbone by Dendrite
Intensity Models

For humans it is a simple task to recognize the interesting pieces of dendrite in fluo-
rescence images. They can click along the interesting pieces more or less precise some
points. Branch points, axons and intensity changes are no challenges for humans to
solve this task. By manually clicking the dendrite the user has the full control which
regions in the image are analyzed. We expect the user only to click more or less accu-
rate along the backbone. The following optimization tries to find the optimal backbone
for the use with the statistical models given this rough initialization.

The following steps are required to initialize the backbone and then optimize it by a
dendrite intensity model:
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• Clicking of dendrite points by the user.
• B-spline approximation of clicked points.
• Computation of normals for all sampled B-spline points.
• Computation of axes of planes orthogonal to the normal at each B-spline point.
• Extraction of planes with center at backbone points and at points shifted parallel

to the central plane.
• Computation of the scaling parameters for all extracted planes.
• Computation of the dendrite intensity model probability for all extracted planes.
• Computation of new backbone points from shifted planes and model probabilities.
• Initialization of a new B-spline by positions with locally highest probabilities.
• Iteration over optimization with new backbone points and normals (optional).

4.4.1. Backbone Point Initialization by User

The user clicks points in a volume rendering viewed parallel to the laser axis (z-axis).
In this view the dendrite is less elongated by the Point Spread Function (PSF) and
more intuitive for the user because it looks similar to the MIP. A depth estimation is
done for each clicked point. The z-value corresponds to the location with the highest
intensity in the ray clicked by the user.

Given a list P = {p0 . . . pn} of 2D points clicked by the user where pi =
[
xi yi

]T
the 3D point pi =

[
xi yi zi

]T
is estimated by:

zi = argmax
zj

{I(xi, yi, zj)} (4.1)

The estimation of the depth is robust under the assumption that the user clicks
points where no other structures are passing in different z-levels (crossing below or
above). The maximum along the clicked rays is clearly inside the dendrite. Often it
is even identical or nearby the expected backbone. Therefore, the simple approach of
using the z-position of the position with the maximal value along the ray gives a robust
initialized backbone.

4.4.2. B-Spline Through Seed Points

The list of points clicked by the user is given ordered along the dendrite. The user clicks
the points along the backbone in order that they can be connected one to the next as
backbone. Furthermore, the user can specify different backbone parts for each branch.
Each clicked line is then individually approximated by a B-spline. To approximate
the B-spline the class itkBSplineScatteredDataPointSetToImageFilter from ITK can
be used. The cumulative euclidean distance from point to point is used to distribute
the points on the basis. The B-spline line is then finally sampled to a list of points with
constant euclidean distance from one point to the next.

4.4.3. Computation of Normals at Sampled B-Spline Points

At each sampled backbone point a vector in direction of the backbone can be com-
puted. We call this vector normal because it will be the normal orthogonal to the plane
extracted afterwards. The normal is computed by:
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�ni =
pi+d − pi−d

‖pi+d − pi−d‖ (4.2)

where d > 0 is the distance of points used to compute the normal. The normals can
also be smoothed for each backbone line. The smoothing ensures a more continuous
change of the plane orientations in space. Smoothing is mostly motivated by the larger
changes of the z-position along the backbone which can introduce some flickering of the
normals. The larger change in z-position is given because of the elongated PSF.

4.4.4. Extraction of Planes Orthogonal to Backbone

For the given backbone points pi and normals �ni the axis of the plane are computed in
such a way that the projection of the z-axis �z onto plane sd,i gives vector �v2i. Vector
�v2i is the y-axis in the image. Vector �v1i is orthogonal to �ni and �v2i. As a remark:
the three vectors �ni, − �v1i (negative direction) and �v2i build a right hand system. The
vectors are computed as follows. The z-axis �z is projected on the plane sd,i which is

orthogonal to �ni and gives projsd,i�z. The vector �v2i is the normalized version
projsd,i�z

‖projsd,i�z‖
.

The projection projsd,i�z is computed by:

projsd,i�z = �z − 〈z, n〉n (4.3)

The vector �v1i is computed by rotating �v2i by −90◦ around normal �ni. Finally, the
shifted 2D images can be sampled from bottom left edge point pi,BL = pi − δ �v1i − δ �v2i
to top right edge pi,TR = pi+ δ �v1i+ δ �v2i where δ is the extraction radius. As a remark
it is to mention that if the normal gets close to the z-axis some flipping can happen.
This has the effect that the continuity of the slices would be broken. However, we
normally do not expect to have dendrites like this or that the user clicks points on such
dendrites.

In the next step we optimize the backbone. Therefore, not only at the given backbone
positions pi slices are extracted but also shifted along �v1i as well as �v2i. The number and
region of useful shifted points of pi is restricted by the dendrite itself. This is because
the center (backbone) should be within the dendrite. It is enough to search about half of
the dendrite diameter as maximum because the user clicks points on the dendrite. This
can also be reduced by doing an iterative search. For all the extracted slices sd,i and
their shifted versions sd,i,j the probability of having found the correct backbone location
is computed. This probability enables the optimization of the backbone position.
Figure 4.3, left, visualizes how the evaluated points are located on the backbone.

Furthermore, it shows the exact orientation in space with the z-axis and the plane
vectors �v1i and �v2i. The shifted extraction positions and the corresponding dendrite
slices are visualized in Figure 4.3, right.

The optimized backbone will then be optimally located for the given dendrite in-
tensity models. Noise of the points clicked by the user is removed and the backbone
location is depending on the model. Therefore, the rough initialization of the user is
enough accurate.
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Figure 4.3.: Left: Overview of the backbone, the backbone-orthogonal planes and the
situation in 3D. Right: Parallel shifted points pi,j and the extracted den-
drite slices sd,i,j .

4.4.5. Scaling and Intensity Normalization of Extracted Planes

For the use with a statistical model the planes must be aligned and scaled to the
reference. The alignment corresponds to the different positions parallel to one plane
extracted. Therefore, we do not align the extracted planes. The scaling resizes the
extracted dendrite cross sections to the same size. This is described in more detail in
Section 5.2.4. The intensity normalization is required because of the possible intensity
changes over the whole 3D volume. We do a simple normalization that is described in
Section 5.2.3.

4.4.6. Probability of Extracted Planes

The probability P (sd,i,j ,Md) describes how probable the given image (or extracted
slice) and model Md are. The probability is computed by:

P (sd,i,j ,Md) = P (sd,i,j |Md)P (Md) (4.4)

The model probability P (Md) is 1 if one model is used. By using multiple models it
can be computed directly from the data by the distribution of the samples. The best
location of the backbone is defined by the probability P (sd,i,j ,Md). How the posterior
probability P (sd,i,j |Md) is computed is described by Equation (5.17) in Section 5.3.
As extension the probability is computed for multiple models Mk

d which are composed
for different oriented spines and training data without spine. The best location given
all shifted planes and models is found. Furthermore, over all backbone points also the
best locations are used as new seeds. Finally, a new B-spline can be approximated
through all the computed seed points. For further details about computation of the
model probability we refer the reader again to Section 5.3.

45



4. Backbone of Dendrite

4.4.7. Backbone Position Interpolation within Shifted Planes

The optimal backbone position is estimated for the computed probabilities. The loca-
tion with highest probability is selected from all shifted positions. At the given location
a new location is computed using the neighbors (8-neighborhood) and its probabilities
as weighting. Finally, the new found positions over all backbone points are sampled
ordered by the probability distribution of all the interpolated backbone positions. After
each sampled point the other interpolated backbone points within a given radius are
removed from the sampling pool. This ensures that the seed points are not to dense
and the B-spline has some flexibility and smoothness. The approximated B-spline has
a smooth shape which is well adapted to the natural shape of dendrites.

4.4.8. Initialization of B-Spline by Interpolated Locations

B-Splines are a flexible and smooth representation of the backbone. We approximate
the seed points by a B-spline. The seed points are the points clicked by the user or
later on computed during the backbone optimization. Instead of using all optimized
backbone points the use of the B-spline ensures the natural shape of the backbone.
Finally, the backbone and thus the backbone points are the B-spline or sampled points
from it.

4.4.9. Recomputation of Plane Parameters

As last step the plane parameters must be updated. The normals �ni and the cor-
responding vectors �v1i and �v2i of the new backbone are updated. The optimization
can be repeated or the found backbone be used for spine prediction depending on the
expected precision of the points clicked by the user.

4.5. Probability Distribution of Shifted Planes

The probability distribution P (sd,i,j ,M
k
d ) of the shifted planes for the models Mk

d de-
scribe the optimal location of the backbone. Figure 4.4 shows the probability distri-
butions for all the models with k = {1, . . . , 9} where k = 9 is the model without spine
and the other ones encode different spine orientations. The x- and y-shift are com-
puted for seven positions with a shift delta of 0.1 �m in x- and 0.3 �m in y-direction
where the x- and y-direction correspond to �v1i and �v2i respectively. The number of
shifted locations and shift delta was estimated manually. Figure 4.4 shows for all the
models how the probability distributions are smooth and direct to zero at the borders.
Furthermore, the elongation along the laser axis is recognizable in the y-axis which is
�v2i. This is because the change along this axis is slower. The example shows also how
in all cases a clear maximum is recognizable. This motivates to take the location with
the maximum over all shifted positions and models. To get a more robust new location
the local neighborhood is used to interpolate the position. The main motivation not
to average over all shifted locations is that for planes with spine in the directions of
spines more far away from the optimal backbone high model probabilities exist. The
new backbone positions would drift in the directions of spine (similar to the issue of
the thinning approach).
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Figure 4.4.: Probability of shifted planes sd,i,j and models Mk
d . The plots are arranged

corresponding to the spine orientation the models encode (see also Figure
5.11).

Figure 4.5 shows the effect of drifting away if a spine is present in one direction. The
optimal backbone would be located at the center (x-shift and y-shift equal zero), but
the probability distribution maximum is located more in positive x-shift direction in
which direction also a spine is located. This effect is present for all models more or
less, even for the one having encoded spines in that direction.

The effect that even the probability distribution for the model with the correct spine
orientation drifts away in direction of spine is not understandable at first. The correct
model has the spine encoded in that direction and also for the mean of that model the
spine in this direction is recognizable. Nevertheless, there are larger changes from the
mean model sample required to get the spine correct represented than to have only
represented the mean and drift into spine direction. The larger the spine is the more
this effect is visible.

If the shifted position is outside from dendrite intensity the probability converges to
zero. For positions within the dendrite (intensities larger than zero) the probabilities
build a smooth surface. Taking the average position weighted by the probabilities does
not work for all cases. In regions without drift to a spine the weighted new position is
correct. However, in regions having a drift into direction of spine the weighted average
position would be wrong. In such cases the position with maximal probability is more
accurate. In Figure 4.5, bottom right, it is visible that the maximum is still located at
position xshift = 0, yshift = 0. The backbone should also be located at that central
location. Therefore, better results of the interpolated backbone position are computed
using the maximum of all the shifted position probabilities and to interpolate in a
small neighborhood (8-neighborhood) to get the optimal position better resolved than
the used shift delta. Of all probabilities P (sd,i,j ,M

k
d ) the optimal new position pi′ is

found by the position and model of the maximal probability which is defined by:
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Figure 4.5.: Probability of shifted planes sd,i,j where the maximum is drifting in the
direction of a spine (positive x-shift direction).

argmax
j,k

{P (sd,i,j ,M
k
d )} ∀j, k (4.5)

Then for the position of the maximum the neighborhood is interpolated by using the
probabilities:

pi′ =
∑

l=neighbors(j)

pi,lP (sd,i,l,M
k
d ) (4.6)

4.6. Backbone Optimization Results

The optimization of the backbone results in an optimal backbone with respect to the
models. The optimization ensures that the user only has to click points on the dendrite
but not perfectly located. Wrong clicked points are improved by the optimization
process if they lie within the given search radius or do not become seed points for the
B-spline. An interpolation between seed points finds the optimal location for regions
without seed point.

Figure 4.6 shows the result of the optimization process. The top row shows the first
iteration and the bottom row the second iteration. In the first iteration the initialization
(pink vectors) is done by the manually clicked points. Clearly visible in the right part
the backbone initialization is very imprecise. The highest probability of all shifted
positions of every backbone position are shown as gray vectors. At completely off
positions the probability is very low or zero. In contrast, at correct initialized locations
probabilities greater than zero are visible. In green the optimized backbone is displayed.
It is quite well adapted to the dendrite. At wrong initialized positions a larger shift
within one iteration is not possible because of the search radius. In the bottom row the
same process is repeated, but the result of the first iteration is used as initialization
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5. Statistical Dendrite Intensity and
Spine Probability Models

An important novelty of our approach are the statistical dendrite intensity and spine
probability models. These two models incorporate most of the previous steps in form
of a model. Statistical models are concepts from learning approaches. In our approach
we use a learning method based on data and given labels. This is a supervised learning
approach. A novelty is the way we get our learning data. Moreover, the use of corre-
sponding models to generate a prediction of spine probability per pixel was never done
before.

We introduce the concept in Section 5.1. In Section 5.2 we describe how the training
data is generated. The computation and combination of the models is described in
Section 5.3. In Section 5.4 we present results of the models and in Section 5.5 we
present the extension to spine orientation dependent models. The practical use of the
models for spine detection will be described in Chapter 6.

5.1. Concept

The goal of our models is to predict the spine probability or likelihood per voxel given
a fluorescence intensity image. In Chapter 4 we introduced the backbone-orthogonal
slices (see Figure 4.3). The models use the same concept of backbone-orthogonal slices.
The prediction of spine probability will be per pixel in 2-Dimensional (2D) slices and
not directly in the 3-Dimensional (3D) image. However, the prediction can be projected
back into the 3D image. We use the concept of Digitally Reconstructed Fluorescence
Images (DRFIs) to generate intensity images and probability images which are used
as training data. The concept of backbone-orthogonal slices and DRFIs enable the
statistical learning with 2D images. Due to the corresponding data in fluorescence
intensity images and spine probability maps we can train and combine both models
together. This enables us to transform coefficients and representations in one model
space to the other model space and their corresponding coefficients.

5.2. Data Generation

Statistical models require training data. Often data is available in large databases and
no data generation is required. If no database is available or depending on the require-
ments the generation of new data is necessary. A lot of fluorescence data is available
because biologists image dendrite and spines since years. However, the required labels
(segmentations) are not available. Therefore, we use the idea of synthetic data and
compute DRFIs of dendrites and spines. This data enables us to generate the final
training data. The training data are 2D images which are based on the DRFIs.
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5.2.1. Computation of Digitally Reconstructed Fluorescence Images

In Chapter 3 we introduced the concept of DRFIs and discussed the use of synthetic
data in general. Furthermore, we introduced the information transfer from the Serial
Block-Face Scanning Electron Microscopy (SBFS-EM) domain to the fluorescence im-
age domain. Related to the information transfer we introduced the computation of
spine probability maps. These steps together enable us to compute 2D training data
which are dendrite intensity images and spine probability maps. The application has
some prerequisites for the models. One of these prerequisites is that the dendrites to
analyze are mostly horizontal oriented. This knowledge can be used already during the
data generation. Therefore, we generate training data from mainly horizontal oriented
pieces of dendrite. We use horizontal rotated version of the dendrite pieces to general-
ize more and to have more training data. This is feasible because the same spine has
different intensity distributions in DRFIs and fluorescence images if the orientation in
space is changed. We rotate the pieces of dendrite around an axis parallel to the main
orientation of the piece of dendrite in 10◦ steps. This gives us 36 times more unique
data. A horizontal mirroring doubles the amount of training data again.

5.2.2. Backbone-Orthogonal Slices

The use of backbone-orthogonal slices has some advantages for our statistical model.
It is feasible to get much more training data for 2D backbone-orthogonal slices than
3D images. It would be difficult to get enough, representative training data in 3D.
The alignment and registration of the samples as 2D slices is straightforward and can
be semi-automatic. The computation of the models and processing in general is much
easier and less computational expensive than it would be for 3D data. Moreover, the
handling of the corresponding models is more intuitive and visual interpretations are
simpler. These advantages motivate to use the approach of backbone-orthogonal slices
in the statistical learning approach.

We introduced the backbone-orthogonal slices in Section 4.4.4. For details about the
extraction of slices we refer the reader to that section. The main advantages to use
backbone-orthogonal slices for statistical model computation are: smaller data amount,
high number of training samples, feasible alignment and normalization. In difference to
the description in Section 4.4 we use a perfectly located, manually specified backbone.
The alignment cannot be done by the backbone optimization because the optimization
itself requires the statistical model.

5.2.3. 2D Slice Intensity Normalization

Intensities in fluorescence images can vary very strong. Changes of imaging parameters,
fluorescent protein and the individual neuron in general can result in different intensity
values from image to image. Moreover, in addition to the changes from image to
image also within one image the intensity range for the same structure, e.g. intensity
values along the backbone of the dendrite, can be very large. Therefore, the statistical
model computation requires to normalize the 2D slices and not only the 3D fluorescence
image. The normalization is only required for the dendrite intensity images but not
for the spine probability maps. This is because the spine probability maps are real
probabilities. The normalization used is a rescaling of the intensity values to the range
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[0, 1] and is computed by:

In =
I −min (I)

max (I)−min (I)
(5.1)

where I is the input image. In general the minimum intensity corresponds to the
background (no fluorescence). The maximum intensity is in most cases located at the
center of the backbone. At backbone positions with large enclosed organelles (like mi-
tochondria) the intensity can be much lower. Large spines can also have the maximum
intensity of the image.

The intensity normalization is applied before computing the registration (scaling).
The registration is depending on the intensity values which should be equal over the
different samples.

5.2.4. 2D Slice Alignment and Scaling

The goal of the 2D slice registration for statistical models is to ensure that every sample
point (pixel) represents the same semantic information. This means to have all sam-
ples in correspondence. Alignment and scaling are related to registration approaches.
There exist many registration methods which tackle different requirements. The main
division of registration methods is into rigid and non-rigid registration. What kind of
registration is required is given by the data and its semantic interpretation. In our case
we define the required registration as following:

• The direction of z-axis or projection of z-axis in 2D should always direct into
the same direction (defined as y-axis in 2D). This is required because the Point
Spread Function (PSF) is elongated along the optical axis (z-axis) and can be
asymmetric too. Therefore, we keep the orientation of the z-axis including the
direction of it (up and down).

• The center of object (cut through the dendrite) is defined by the backbone and
corresponds to the center of the 2D image.

• The edge of the object is defined by a threshold value for the intensity normalized
2D image. The edge line of a round object would correspond to a circle.

• Spines can occur in all directions. However, we will not rotate them to a given
direction because of the asymmetry and elongation issues of the PSF. Moreover,
for multiple spines it would be difficult to compute a unique, reasonable rotation.

Given these definitions and requirements we register the 2D images to a template as
following:

• No translation of the object. The extraction center, located at the backbone, is
the image center.

• No rotation to register spines. Spines can exist in any direction from the center.
• Independently scaling of the dendrite extension (edge line) in x- and y-direction

to a given template (distance).

Figure 5.1 shows the template definition. Point C marks the center which is kept
unchanged. We compute a horizontal and a vertical scaling value. The scaling is done
with the origin equal to C. The scaling values are computed independent for horizontal
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Figure 5.1.: Left: The registration template for 2D slice images. The center C is fix. L,
L’, R, R’ and T, T’, B, B’ mark the measurement points at given threshold
values for the horizontal and vertical distance respectively. Middle: Un-
aligned sample with schematically showed points T, B, L, R. Right: Same
as middle but in registered version.

and vertical orientation. We explain it for horizontal scaling which uses L, L’, R and
R’. The vertical scaling parameter is computed analogously using T, T’, B and B’. For
a given 2D image the horizontal distances from the center to left and right where the
intensity drops under a given threshold is computed. This results in L and R. The same
is done for the Maximum Intensity Projection (MIP) projected along the y-axis. This
gives the values L’ and R’. The horizontal scaling factor sh is then computed by:

sh =
sf

min
(
L+L′

2 , R+R′
2

) (5.2)

where sf is the defined distance for the alignment points. The averaging of the two
measurement methods makes the alignment more robust. Further robustness of the
scaling can be reached by smoothing the computed scaling values along the backbone.
The smoothing ensures a slow change of scaling along the backbone. This corresponds
to the natural shape of the dendrite which has no discrete diameter changes. Only
spines or wrong located backbone points can introduce large changes of the dendrite
diameter. The issue of too large distances caused by spines is omitted by taking the
minimum value from left/right and top/bottom.

In Figure 5.2 we show examples of registered and unregistered slices. The slices
showed are from DRFIs 2D images that are also used for the model computation. The
backbone was manually specified. It is well visible that a registration of the training
data is necessary. The first column shows the original dendrite intensity image. In
the second column the registered version is visible. The third and fourth column show
the corresponding images for the corresponding spine probability map. In the second
column the registered images clearly show that the part of the registered dendrite cor-
responds to a circular or 2D Gaussian distribution. This corresponds to the expectation
that in general is given for the dendrite and the PSF if the z-elongation is compensated.

To compare how our DRFI data looks like we show in Figure 5.3 some comparison
between the data used for the model and the corresponding real data extracted from the
2-Photon Microscopy data available for these pieces of dendrite. The first column shows
the unregistered DRFI data. The second column shows the registered version. In the
third and fourth column we show the corresponding data from 2-Photon Microscopy
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5.3. Model Computation and Coupling

In this section we introduce the computation and coupling of the two statistical mod-
els. Both models are independently computed Principal Component Analysis (PCA)
models. PCA models define an orthogonal system that describes optimal the variance
in the dataset. Further details about properties of PCA are described in Section 2.5.3.
As introduced we use backbone-orthogonal, registered (aligned and scaled) 2D images
as training data. We call the dendrite intensity model Md and the spine probability
model Ms. The training data for model Md is named sd,i and for model Ms it is ss,i.
We compute for both datasets an independent PCA model:

For the dendrite intensity model we have by using the Singular Value Decomposition
(SVD)

Xd = UdDdV
T
d (5.3)

where

Xd =
[
sd,1 − μd . . . sd,n − μd

]
(5.4)

and for the spine probability model

Xs = UsDsV
T
s (5.5)

where

Xs =
[
ss,1 − μS . . . ss,n − μs

]
(5.6)

Both matrices Xd and Xs are of size R
m×n and the training images are vectorized

in column form. The mean of the training data is subtracted to have mean free data.
The mean is named μd and μs for the corresponding models and data and is computed
by (μs analogously):

μd =
1

n

n∑
i=1

sd,i (5.7)

A fluorescence image sample sd can now be approximated by the dendrite intensity
model Md using:

sd ≈ Md(αd) = μd + Udαd (5.8)

This results in the PCA coefficients αd:

αd = UT
d (sd − μd) (5.9)

These coefficients can be transformed to the linear combination of examples by first
right-multiplying Equation (5.3) with VdD

−1
d which gives us:

XdVdD
−1
d = UdDdV

T
d VdD

−1
d = Ud (5.10)

αd =
[
αd,1, . . . αd,ñ

]T
and βd =

[
βd,1, . . . βd,ñ

]T
are coefficient vectors so that:

ñ∑
i=1

αd,iud,i = Udαd = XdVdD
−1
d αd = Xdβd =

n∑
i=1

βd,ixd,i (5.11)
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We can get from the PCA coefficients αd to the linear combination of examples βd
by:

βd = VdD
−1
d αd (5.12)

In the opposite direction we have:

αd = DdV
T
d βd (5.13)

The same is valid for the model Ms and we can compute from αs to βs and vice
versa. The parameters βd and βs describe the linear combination of examples with
which the models are computed. As a precondition for the model computation we
used corresponding example data in both models. Therefore, any linear combination
of examples from one model can be used with the other model and results in the
corresponding slice. This means that a linear combination βd which describes a dendrite
intensity example can also be used for describing the corresponding spine probability
map. This means that βd = βs. This enables us to compute from PCA coefficients of
model Md directly the PCA coefficients of model Ms:

αs = DsV
T
s βs = DsV

T
s βd = DsV

T
s VdD

−1
d αd (5.14)

Also the computation in the other direction is feasible. However, we are interested
in getting from dendrite intensities to the probability of spines.

For a given (test) slice sd,̂i we can then find the prediction map ss,̂i by first project
sd,̂i into model Md which gives the coefficients αd,̂i:

αd,̂i = UT
d

(
sd,̂i − μd

)
(5.15)

From the PCA coefficients αd,̂i for the slice sd,̂i we can then compute the reconstruc-
tion of the spine probability map ss,̂i using Equation (5.14) and the reconstruction in
the spine probability model:

ss,̂i = μs + Usαs,̂i = μs + UsDsV
T
s VdD

−1
d αd,̂i (5.16)

An important property of the statistical model is that we can calculate how probable
it is to observe a slice given a model. This is the so called posterior probability. The
probability to observe a slice sd,̂i given model Md is calculated by:

P
(
sd,̂i|Md

)
=

1√
(2π)k |Dd|√

n

exp

(
−1

2
‖√n ∗D−1

d αd,̂i‖2
)

(5.17)

where k is the dimension and number of PCA coefficients. Depending on the appli-
cation the normalization term is constant and can be skipped if only relative values
are required and not the real probabilities. We refer the reader also to the general
definition of the multivariate Gaussian distribution:

fx(x1, . . . , xk) =
1√

(2π)k |Σ|
exp

(
−1

2
(x− μ)TΣ−1(x− μ)

)
(5.18)

where |Σ| is the determinant of Σ. Σ is the covariance matrix of X and corresponds
to
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Figure 5.4.: Left: Fast decreasing eigenvalues from dendrite intensity model. Right:
Eigenvalues from spine probability model.

Σ =
1

n
XXT =

1

n
UDV TV DUT =

1

n
UD2UT (5.19)

using the representation of SVD. For further information about multivariate Gaus-
sian distributions we refer the reader to the corresponding literature, e.g. [55].

The joint probability P (sd,̂i,Md) describes how probable it is to observe a slice sd,̂i
and to have model Md. This joint probability can be computed by the conditional
probability from Equation (5.17) and the probability P (Md) of the model:

P (sd,̂i,Md) = P
(
sd,̂i|Md

)
P (Md) (5.20)

We introduced and used the joint probability to optimize the backbone (see Section
4.4).

5.4. Results

We reconstructed in total four pieces of dendrite of one cell. Two of them are part
of the correlative dataset and are named Dendrite4 and Dendrite6. For the other two
pieces no 2PM data exists. They are named DendriteA and DendriteB. In Appendix
A.4, Figure A.4, we show the reconstruction of the four pieces. Here we show results
for a model computed with the non correlative data (DendriteA and DendriteB) that
we name ModelAB. As earlier introduced, we rotate the dendrites in 10◦ steps to
increase the amount of training data. The correlative pieces of dendrite (Dendrite4
and Dendrite6) are used as test dataset. The model is computed from 121 752 2D
slices that are extracted using a manual clicked backbone and registered as described
in Section 5.2.4. Figure 5.4 shows a plot of the eigenvalues of the PCA models. It is well
recognizable that they decrease very fast. This enables us to cut off some components.
We show results for using all (1599) Principal Components (PCs) and a reduced version
with 50 PCs.

In Figure 5.5 we show the plots of the proportion of total variance. The proportion
of total variance was introduced in Section 2.5.3. In these plots the fast increasing
percentage is well recognizable and a stop criteria for the number of components like
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Figure 5.5.: Left: The proportion of total variance for the eigenvalues from the dendrite
intensity model. Right: Same plot for the spine probability model.

the 95% proportion of total variance can be picked. The function for plotting the
proportion of total variance is given in Section 2.5.3, Equation (2.19).

The mean images of both models are presented in Figure 5.6. Left is the mean of
the dendrite intensity model and right the mean of the spine probability model. It
is well visible that in general always a contribution of the spine to the intensity is
expected around the center of the dendrite. Especially, on the horizontal expansion
of the dendrite the contribution from spines is well visible in the mean image. This
shows that even for our computation with a synthetic PSF the intensities of spines
are distributed over larger distances. Therefore, the detection and segmentation of
spines is such a difficult task. The maximum intensity in the mean image of the spine
probability model is 0.37. This means that we expect for some pixels (and positions)
that on average 37% of the intensity is from spines. The maximum intensity for the
mean image of the dendrite intensity model is 0.93. This number shows that the training
data is quite well aligned as the normalized intensity is between 0 and 1. We expected
the highest intensity for all dendrite intensity slices to be located at the same position.
Furthermore, the highest intensities are found as expected in the center of the image
what corresponds to the backbone location. The dendrite intensity distribution of the
mean image is similar to a Gaussian distribution.

In Figure 5.7 and Figure 5.8 we show the effect of the first three PCs of the dendrite
intensity model and the spine probability model. The first to third row correspond to
the first to third PC of the corresponding model. In the first column the mean image
and the line through which the plot is are shown. The second and fourth column are
3σ and −3σ of the nth PC. The third and fifth column are the mean plus 3σ and −3σ
of the nth PC. The sixth column shows a plot through the pink line shown in the first
column for the first, third and fifth column. In this plot also negative values which we
clip for further processing are visible. For the first, third and fifth column the displayed
intensity range is [0, 1]. For the second and fourth column the displayed intensity range
is [−1, 1]. A semantic interpretation of the PCs is possible. However, no real reasons
for the interpretation can be given. Therefore, we leave any semantic interpretation of
the first three PCs up to the reader.

In Figure 5.9 we show examples of prediction results for DRFI data which enables
comparison to ground truth data. The used slices are not part of the model. Each row
corresponds to one example. The first column shows the dendrite intensity slice. The
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Figure 5.6.: The mean images of the two PCA models. Left: Dendrite intensity model
ModelAB. Right: Spine probability model ModelAB.
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Figure 5.7.: Effect of the first three PCs for the dendrite intensity model. First column:
Mean image. Second column: 3σ of PC. Third column: μ + 3σ of PC.
Fourth column: −3σ of PC Fifth column: μ − 3σ of PC. Sixth column:
Plot for 1st (blue), 3rd (green) and 5th (red) column at pink line.
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Figure 5.8.: Effect of the first three coefficients for the spine probability model. First
column: Mean image. Second column: 3σ of PC. Third column: μ+3σ of
PC. Fourth column: −3σ of PC Fifth column: μ−3σ of PC. Sixth column:
Plot for 1st (blue), 3rd (green) and 5th (red) column at pink line.

second and third column show the reconstruction received by the dendrite intensity
model using 1599 (dimension minus one) and 50 PCs respectively. The fourth column
shows the ground truth spine probability maps. The fifth and sixth column show
the corresponding prediction of spine probability maps. The figure shows that the
feedback for the spine probability maps is weaker in the prediction as in the ground
truth. However, there exist correct prediction values in the correct regions (located
at spines). Furthermore, in the bottom row it is visible that for regions without spine
still a strong feedback is given because of the mean in the spine probability model. We
can compensate for that problem by not adding the mean or by tuning the system for
this base intensity. Another option is to use other features (e.g. the dendrite intensity)
to compensate for feedback at locations where the dendrite intensity is (too) low for
spines. However, from the statistical point of view it makes sense to have this average
spine probability at some locations. Along the backbone already in SBFS-EM data (the
real geometry) in about 20% of the slices a spine is visible. This percentage gets even
higher in fluorescence data because of the large PSF. About 83% of all fluorescence
dendrite intensity slices have spine intensity values. The maximal value in the spine
probability mean is corresponding to the spine distribution in the training dataset. The
more dense spines are distributed along the dendrite the higher are also the values in
the spine probability mean. If the spines are distributed more dense than the size of
the PSF and oriented in the same direction, then a spine prediction mean value of 1.0
in this locations exists. In that case the prediction of spines would merge to a single
large spine. In the prediction map a robust splitting of these touching spines would be
required.

In Figure 5.10 we compare the prediction quality for 2PM data and the corresponding
ground truth DRFI data. Due to Correlative Light Electron Microscopy (CLEM) we
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Figure 5.11.: The training data is divided into one of the eight directions or into the
group with no or almost no spine contribution.

because it looks similar to the mean image of the model. Therefore, if only one model
with all oriented spines is used, the backbone optimization can fail at locations with
spines and would then operate similar to thinning approaches (see Section 4.3).

We distribute the training data into 8 spine orientation dependent groups and one
without or almost no spine voxels. Figure 5.11 shows the template how the different
oriented spines regions are defined. To decide which slice corresponds to which group
we compute for every slice how much spine contribution in each region is present. The
corresponding region r for each slice is found by:

r = argmax
k∈[0,K−1]

N∑
n=1

Is(n) ∗ θk(n) (5.21)

where Is is the spine probability slice (n ∈ [1, N ] the number of pixels) and θk are
the 8 region templates. The spine region is only computed if the contribution of spines
is larger than a given threshold. Otherwise the slice corresponds to the group without
spine and belongs to region K = 9. The total spine contribution ξ is computed by:

ξ =

∑N
n=1

{
1, if Is(n) > 0.5
0, else

N
(5.22)

In our approach we used a threshold of 0.025 for ξ. This means that at least 2.5%
of the pixels in the image must have a spine contribution of more than 50%.

Finally, we have instead of the dataset Xd and Xs the new datasets with spine X1
d

to X8
d and spine probability datasets X1

s to X8
s . Without spine contribution we have

the dataset X9
d and spine probability dataset X9

s . From these new spine orientation
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optimize the location of the backbone. We expect that the best location of the backbone
is where any model has the best representation of the slice. See also Section 4.4 for
further details on how this probability was used in the optimization process.

In Appendix A.4 we show some prediction results using the spine orientation depen-
dent models in Figure A.6.
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Points

In principle spine segmentation is identical for single time points and time series. How-
ever, time series are requiring some more constraints and adoptions which we will
discuss in Chapter 7. In this chapter we discuss the segmentation of spines for single
time points. As main novelty and core of our spine segmentation we use statistical
models from Digitally Reconstructed Fluorescence Images (DRFIs) (see Chapter 5).
The decision if a voxel is spine or not is mainly made by the statistical models. The
additionally introduced steps are used to improve the decision process. Furthermore,
the system should be more robust in practical applications. The combination of pre-
diction results from the models and the additional, backbone-parallel features is in a
certain way a multi feature approach.

In this chapter, in Section 6.1, we introduce how the previously introduced dendrite
intensity and spine probability models are used as main feature. Then, in Section 6.2,
we introduce some backbone-parallel features which overcome the issue that the model
does not have any information on changes over multiple slices. In Section 6.3, the
possibilities to combine the different features are introduced and the advantages and
disadvantages of them discussed. Then, in Section 6.4, we explain the backprojection
of the prediction maps into the 3-Dimensional (3D) space. Finally, a binarization of
the 3D spine prediction maps is required to get the real spine objects. We will discuss
the difference between global and local adaptive approaches in Section 6.5. Results of
practical applications are showed in Section 6.6 for single- and multi-channel images.

6.1. Feature from Models

The dendrite intensity and spine probability model encode the dendrite intensity distri-
bution of dendrite slices and which pixels are expected to be from spine. We introduced
the idea, concept, data generation and computation of these models in Chapter 5.

6.1.1. Orientation Dependent Dendrite Intensity and Spine
Probability Models

We introduced in Section 5.5 the concept of spine orientation dependent models. De-
pending on the spine distribution the data is distributed into 9 different groups and
corresponding models are computed. In the spine segmentation we use the feedback
from all models except the one without spine. The feedback is composed to one re-
sponse. The orientation of the spines to be segmented is unknown. Therefore, we must
use a combination of all models and it is not feasible to apply only the corresponding
model. If the spine orientation would be known and only the corresponding model
is applied, the spine prediction quality would be better. The idea of using only the
model which represents the dendrite intensity distribution with the highest probability
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has a drawback. If multiple spines are within one slice the result gets very bad. Fur-
thermore, from slice to slice a flickering of the prediction is possible. This is another
reason to use the feedback from all models. The feedback can be composed together
using the probability a model represents the slice (see Equation (5.17) in Section 5.3).
This means that we use the orientation information represented in the different models
not only for the backbone optimization (see Section 4.4) but also for spine prediction
itself. Another approach would be to use a model covering spines orientated in any
direction. However, as motivated in Section 5.5, we expect and have better results with
the orientation dependent models.

6.1.2. Spine Prediction by Model

The basic usage of dendrite intensity and spine probability models to predict spines was
already introduced in Section 5.3. There we introduced how for a given slice a spine
prediction map can be computed. Here, we summarize which steps are done to get the
prediction map from the models for a fluorescence image. We also discuss the differences
to the steps introduced in Chapter 5. Especially, how additional classifications are used
to overcome false predictions of non-spine slices. The following steps are conducted to
get the spine prediction from the models:

• Extract 2-Dimensional (2D) slices at all backbone locations.
• Compute the spine predictions using all models.
• Calculate normal weight wγ .
• Calculate slice spine probability classification ws(sd,i).
• Calculate local adapted classification weight wK

s (sd,i).
• Weight the spine prediction by all weights.

2D Slice Extraction

At all backbone points 2D slices are extracted the same way as introduced for the back-
bone optimization and described for the models in Section 5.2.4. Also a normalization
of the intensity range to [0, 1] is done. This is identical to the step described in Section
5.2.3. The resulting slices are used as input data for the prediction.

Spine Prediction for 2D Slices

The slices are registered as described in Section 5.2.4. Then we predict the spine
probability using the dendrite intensity models Mk

d and spine probability models Mk
s .

This is done as introduced in Section 5.3, Equation (5.16). We get the predictions sks,i
where k = [1, . . . , 9], as the orientation dependent models are used. To improve the
prediction quality the prediction maps sks,i are weighted by the weights wγ , ws and wK

s .

Weight wγ

The model is mainly trained with data from horizontal oriented pieces of dendrite.
Therefore, we weight the prediction map by the angle of the normal �ni relative to the
z-axis. We use directly the cosinus value which is given by the scalar product of the
normal �ni and the optical axis �z. The weighting factor wγ is then given by
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wγ(sd,i) = 1− |〈�ni, �z〉| = 1− |nz,i| (6.1)

where nz,i is the z-element of the normal. The weight wγ is cosinus shaped and not
linear. Slices with a horizontal normal are more reliable than slices with a vertical
normal.

Weight ws

The second weighting factor is the probability of having a slice with spine. Except one
model all have a spine contribution. We use the probabilities P (sd,i,M

k
d ) to compute if

the slice has a spine or not. This is computed by the probability of the models having
spine contribution versus the total probability for representing the spine:

ws(sd,i) = 1− P (sd,i|MK
d )P (MK

d )∑K
k=1 P (sd,i|Mk

d )P (Mk
d )

(6.2)

We remind the reader that the model MK
d is the model without spine contribution.

Theoretically this factor should state if a spine is located in the slice or not. However,
experiments showed that in most cases the models M1

d to MK−1
d explain all slices much

better than model MK
d , even for cases without a spine. This means that ws is mostly

1. The models models are using a synthetic, global valid Point Spread Function (PSF)
and no noise model is integrated. It is probable that these issues are a reason why all
slices are better explained by the models with spine contribution.

Weight wK
s

The locally adapted weight wK
s is based on the probability P (sd,i,M

k
d ). However, this

weight computes the probability of having a spine by only comparing with the model
MK

d which is without spine contribution. This weight exists for all spine orientation
dependent models Mk

d where k �= K. The probability represents how probable it is to
use the kth model instead of the model without spine. The non-adapted probabilities
are computed by:

w̃K
s (k) =

P (sd,i|Mk
d )P (Mk

d )

P (sd,i|Mk
d )P (Mk

d ) + P (sd,i|MK
d )P (MK

d )
(6.3)

The weight w̃K
s (k) is then adapted to become the weight function wK

s (k). We rescale
the weight between local minimum and maximum to the range [0, 1]. The distance
between local minimum and maximum must be larger than a given threshold. This
suppresses rescaling of to small changes. Figure 6.1 shows a comparison between the
unchanged original probabilities and the local adapted ones. Additionally the locations
of spines are marked.

Application of Weights

Finally, the spine prediction map sks,i is weighted by the products of the weights which

is w(sks,i) = wγwsw
K
s (k). The applied weights try to decide if the computed prediction

should be used or not. The weights represent the probability if it is a spine or non-
spine slice and how good the models can explain the slice. For the K-th model (without
spine) no weights exist and the prediction map is discarded.
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6.2. Backbone-Parallel Features

The robustness of the spine prediction is heavily depending on the alignment and regis-
tration of the 2D slices. This is because the used dendrite intensity and spine probability
models are requiring good correspondence of the test data. In the practical application
with real data it clearly shows that this requirement is not always fulfilled. Already a
small misalignment can change the quality of the prediction dramatically. This issue is
tried to minimize by the backbone optimization. However, also the optimization can
fail. This motivates to use other features too. The use of a single feature would not
give a enough robust system for the use with real data in biological research.

No information about neighboring slices nor any backbone-parallel properties are part
of the used models. The models have not integrated how dendrite intensity changes
along the backbone, neither how the probability maps change in that direction. The
models are based on independent slices because of the difficulty of registering 3D vol-
umes. Furthermore, the coupling of multiple slices would become computational ex-
pensive. However, we are aware that this information is important. Backbone-parallel
properties describe dendrites and spines well. We will introduce why it is so obvious to
use backbone-parallel features and what kind of them we use.

Imagine a dendrite without spines. This object could be modeled in a simplified shape
by a tube. We can model the dendrite as tube that has curves and changes slowly its
radius. The backbone would correspond to the centerline of the tube. A virtual fly
through an object like this along the backbone is like driving through a tunnel. Imagine
now adding spines to the tube. The change of radius for spines is quite fast compared
to the slow change of radius of the dendrite. Furthermore, the radius changes only in
one direction and not in all directions. Spines are somehow high-frequency, disturbing
objects along the dendrite. In Electron Microscopy (EM) reconstructions spines appear
within 2 or 3 slices in the virtual tunnel fly. This corresponds to a very high frequency.
In rays parallel to the backbone the gradient change for spines can be easily detected.
For this the geometrical correct shape and the backbone have to be known. The
backbone is known due to the initialization and the backbone optimization. However,
we do not have the geometrical correct shape, except for the training data. We have
to process fluorescence data. In this data the high frequency changes introduced by
spines are very smoothed. The difference between spine changes and dendrite changes
become much smaller. Nevertheless, we transfer the idea of detecting high-frequency
changes parallel to the backbone to the 2-Photon Microscopy (2PM) data.

In fluorescence images all edges are smoothed strongly by the PSF. Instead of high-
frequency changes we have much lower gradients of the intensity change. Furthermore,
also in the core of the dendrite intensity changes are feasible. These changes are mainly
caused by enclosed organelles. The situation changed such that instead of no changes in
the dendrite core and high-frequency changes at spine locations, we have now possible,
medium changes in both regions. This means that the difference between the dendrite
core and appearing spines is much smaller in fluorescence images. The use of the
frequency changes is more challenging than in EM reconstructions.

We will use similar features in the registered and unregistered slices to detect the
high-frequency changes. The computation of features in both spaces (registered and
unregistered slices) is done because all slices are independently registered. In both
spaces different results can be achieved. We have different challenges in both spaces.

71



6. Spine Segmentation in Single Time Points

In the unregistered space the change of the dendrite itself can be misinterpreted as
spine. This is because the surface of the dendrite must not be parallel to the backbone.
However, we try to compute backbone-parallel features regardless of that fact. The
registration of the slices compensates this issue. The surface of the dendrite is parallel to
the backbone. However, we compute all the registrations independent of each other. A
smoothing of the registration parameters tries to ensure a continuity of the registration
along the backbone. If this is not successful artifacts and wrong high-frequency changes
can be introduced. Therefore, we use backbone-parallel features of both spaces to
overcome the issues.

6.2.1. Features in Registered Slice Space

In principle we use some kind of gradient. In difference to classical gradient computation
we use a version normalized by the intensity. Furthermore, the distance at which we
measure the intensity values is variable. The gradient is independently computed in
both backbone directions. The intensity from spine pixels away always decreases in
both directions. The computed gradients are normalized by the local intensity. This
normalizes the feature value with respect to the local intensity. Hence, also weak spines
could generate high feature values. The backbone-parallel feature bpfr for a single pixel
in slice sd,i at pixel (x, y) of the slice is computed by:

bpfr(x, y, sd,i) =
2 ∗ sd,i(x, y)−minLl=1 {sd,i−l(x, y)} −min1=1...L{sd,i+l(x, y)}

sd,i(x, y)
(6.4)

where sd,i±l are the neighboring slices. We use the range l = [1, 15]. The distance
between the slices is given by the backbone sampling distance which is 0.02 �m.

6.2.2. Features in Unregistered Slice Space

In the unregistered slice space we use in principle also Equation (6.4). However, in
difference to the slices sd,i, which are aligned, we use the unregistered slices in this
approach. We name the unregistered slices s̃d,i and get the following equation for the
backbone-parallel features bpfu in the unregistered space:

bpfu(x, y, s̃d,i) =
2 ∗ s̃d,i(x, y)−minl=1...L {s̃d,i−l(x, y)} −min1=1...L{s̃d,i+l(x, y)}

s̃d,i(x, y)
(6.5)

In the unregistered space the sampling along the neighboring slices corresponds to
sample along a curve which is parallel to the backbone. Therefore, this curve is de-
scribed by the normals �ni. In contrast, in the registered space the parallelism of the
curve to the backbone is not guaranteed.

6.3. Combination of Different Features

The combination of different features aims for a more powerful and robust system.
The overall goal is that one feature compensates with its advantages the disadvantages
of a different feature. All the features are computed independently of each other.
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We combine the different features to a single feature map or prediction map. Most
obvious approaches are to add or multiply the feature values. Also a combination of
both approaches is feasible by using a hierarchical structure. However, we will not
discuss hierarchical approaches. The additive approach corresponds to average the
feature values. The extreme values are smoothed out. In contrast, the multiplicative
approach is more sensitive to the variance of all feature values. We will introduce both
approaches. Furthermore, we will explain the decision to use a multiplicative approach.
We also discuss the issue of feature value range and normalization.

Additive Combination

Summation or computing the mean value of features corresponds to additive combina-
tion. The combined feature value ζΣ computes by summation:

ζΣ =
∑
i

fvi (6.6)

The different feature values are denoted by fvi. The additive combination of feature
values does not care about the variance of all feature values. This means that we
neither penalize small feature values nor reward high feature values. The variance of
the distribution is completely ignored.

If the features have different ranges they must be normalized to have the same impact
on the result. A normalization is described in Section 6.3.

Multiplicative Combination

The use of a multiplicative combination of feature values is well known for probability
trees. The overall probability along a path in the tree is calculated by multiplication.
For features with a value range ≥ 0 a multiplication can be applied. The multiplicative
overall feature value ζΠ is calculated by:

ζΠ =
∏
i

fvi (6.7)

However, if the ranges are not identical the interpretation can become quite complex.
In difference to the additive approach the variance is very important in the multiplica-
tive approach.

The multiplicative approach decreases the False Positive (FP) rate because already
one negative voting feature (≈ 0) can suppress all others values. However, the False
Negative (FN) rate can increase too. A single high feature value (≈ 1) is not able to
get a final True Positive (TP). Depending on the wanted goal (high recall or precision)
the multiplicative approach has clear advantages. High precision can be achieved by
the the multiplicative combination because the FP rate is decreased by the effect of the
variance. At the same time the recall can decrease because of the higher FN rate.

The terms recall and precision are mainly used in pattern recognition and information
retrieval. We introduce them using the terms defined in Table 6.1. Recall is defined as
following:

recall =
TP

TP + FN
(6.8)
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Term Description

True Positive (TP) A True Positive is a classification result that
labels something as positive (belonging to
the class) which is also part of the class.

True Negative (TN) A True Negative is a classification result
that labels something as negative (not part
of the class) which is also not part of the
class.

False Positive (FP) False Positive is a classification that labels
something as part of a class. However, the
object is not part of the class. This is a
wrong classification.

False Negative (FN) False Negative is a classification as not part
of the class. However, the correct classifica-
tion would be part of the class.

Table 6.1.: Classification results can be divided into four categories.

A high recall is received by returning everything as positive and then surely no FN
would be present. In difference to that precision cares if a high FP rate is present.
Precision is defined by:

precision =
TP

TP + FP
(6.9)

To get a high precision no FPs should be present. This is achieved by using only
strongly positive feedback of the classifier (≈ 1). This ensures a low FP rate and the
precision converges to the maximum.

To achieve a high precision and recall at the same time is more difficult. However,
exactly this is wanted. For further explanation about precision and recall we refer the
reader to the literature or the Wikipedia entry about precision and recall [57]. Also
further measurements like Accuracy or True Negative Rate are explained there.

Feature Value Range and Probabilities

Feature values can have different value ranges. Depending on the computation any
feature range is imaginable (also negative values). This makes it difficult to combine
different features. Combining features with different value ranges can lead to unwanted
effects on the final classification. Therefore, a normalization of the intensity ranges can
be useful.

Probabilities have an range of [0, 1]. This range is very intuitive and supports to com-
bine features. Furthermore, the possibilities to combine probabilities are well studied.
The importance of graphical models in modern approaches emphasizes the advantages
of using probabilities. By normalization likelihoods or feature values can be trans-
formed to probabilities. Then, the concepts of probability theory can be used. This
motivates to use probabilities or normalized feature values instead of raw feature values.
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Normalization of Features Values

Normalization is the approach of mapping a value distribution to a given value range.
This can be the range of probabilities, [0, 1], or to any other range. If multiple features
have the same (normalized) value range the interpretation of weights is simpler.

The normalization to the range [0, 1] is heavily used. It is calculated for a value vi
by:

normalized(vi) =
vi −max (V )

max (V )−min (V )
(6.10)

where vi is a value and V is the set of all values. This normalization is a linear
transformation.

Weighting of Features

It is possible to weight features. If the feature ranges are normalized the weights are
directly intuitive. Otherwise the weights are not very intuitive. To understand the
effects of the weight the different value ranges must be considered. In the additive
combination of features weights can strength or weak the importance of each feature.
The additive combination changes to:

ζΣ =
∑
i

αifvi (6.11)

where αi are the weighting values. Normally αi ≥ 0 is used. The same application
of a weighting in the multiplicative approach has a different effect. The weights merge
to a constant C. The weighting is just a linear, constant scaling:

ζΠ =
∏
i

αifvi =
∏
i

αi

∏
i

fvi = C
∏
i

fvi (6.12)

Therefore, weighting is not meaningful in all approaches. Often weighting corre-
sponds to a tuning of results and is very subjective.

6.4. Backprojection to 3D Image

We extracted 2D slices from the original 3D fluorescence image. We compute our fea-
tures in registered and unregistered slices. However, the prediction and segmentation
of spines is needed for the 3D fluorescence image. Therefore, all information is trans-
formed back to the 3D space. We call this process backprojection of the prediction.

The following steps compute the final 3D prediction map:

• Invert registration steps.
• Transform pixel information from 2D to 3D using plane information.
• Merge overlapping information form multiple slices.
• Rasterization.
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Inversion of Registration

It can be a very difficult task to invert a registration. To invert a registration means
to invert the vector field or in other words to invert the transformation. For most
registrations this is not straightforward. Our task is much simpler because we applied as
transformation a scaling into the direction of the x- and y-axis of the 2D image. We can
compute the inverted transformation matrix directly from the original transformation
matrix:

T−1 =

[
shoriz 0
0 svert

]−1

=

[ 1
shoriz

0

0 1
svert

]
(6.13)

where shoriz and svert are the horizontal and vertical forward scaling respectively.
The transformation is applied to the image space of the 2D images. The origin is at
the center of the image.

Transform Pixel

We want to find the original position in the 3D space of each pixel in an unaligned
slice. We sampled from the 3D image using planes described by normals �ni, the plane
axes �v1i and �v2i and the backbone position pi. The x and y pixel positions of any 2D
slice describes the 3D point pi,x,y by:

pi,x,y = pi + α(x) �v1i + β(y) �v2i (6.14)

The parameters α and β move within the plane at point pi that has the normal �ni.
α and β can be used to describe the pixel position within the 2D slice because they
scale each one plane vector. The relation between a given α and the corresponding x
is given by:

x(α) =
α

spacingx
+

r

2 · spacingx
(6.15)

where r is the radius (half side length) of the extracted 2D slice. The parameter
spacingx describes the image spacing in x-direction. In the opposite direction we have
the following equation:

α(x) =

(
x− r

2 · spacingx

)
spacingx (6.16)

The relation of α and x as well as of β and y leads directly to the position in the 3D
space which is described by Equation (6.14).

Combination of Overlapping Slices

All slices along the backbone are independently extracted from the 3D image and
projected back. It is possible that in the 3D space multiple slices intersect and describe
the same voxel. This means that information from the different slices should be written
to the same voxel in 3D. Ideally the classification results of intersecting slices have the
same prediction value for the corresponding voxel. However, in practice this is not true.
Main reasons are the independent predictions and variable registration parameters used.
A combination of the different predictions is required. The simplest approach is to use
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the minimal, maximal or averaging value. We use the maximum projected back from
any 2D prediction map.

Rasterization

Backprojection of points from prediction to the 3D image corresponds to a forward
warping approach. This means that each projected point is a vertex in the 3D space.
Forward warping requires to raster in the 3D space using the projected vertices. It
is possible that not for every voxel a prediction value exists and gaps exist if no ras-
terization is done. Gaps in the background are no problem. However, gaps in the
foreground can mean to have spines with holes or separated spines. A rasterization of
the triangles built by the vertices is required if no additional assumptions are made.
The rasterization can be skipped if the points are projected from a more dense sampled
space.

In our application we sample the 2D slices more dense than the original 3D fluores-
cence images. Also along the backbone the sampling is much denser than the resolution
of common fluorescence images. Therefore, we skip the rasterization. A smoothing of
the 3D prediction map will partially overcome issues if in spite of the preconditions some
gaps are present. However, we like to emphasize that depending on the application and
data a rasterization is required for forward warping and cannot be skipped.

6.5. Binarization of Prediction Maps

The prediction maps are not binary images. They have high intensities (probabilities)
at locations where it is likely to have a spine. However, the classification into spine
and non-spine is not yet done. The binarization step generates the real spine objects
and spine candidate objects. Statistical values like size and average intensity can be
computed for these objects.

The binarization can be done globally (one condition for the whole image) or locally
(local adaptive conditions). Both approaches have specific advantages and disadvan-
tages. The goal of the binarization can influence the choice of a global or local approach.
We introduce a global and local approach to binarize the prediction map. However,
we clearly favor the local adaptive approach because of the properties of the prediction
map.

6.5.1. Global Binarization

A global binarization uses the same decision function over the whole image. The de-
cision is not depending on the local situation of the prediction map. If information is
used from the prediction map then this is in general a global statistical value (e.g. the
average intensity of the prediction map). In Table 6.2 we list some of the most used
global binarization approaches with a short description.

Global binarization approaches are faster than local adaptive approaches. Depending
on the application, it can be very important that over the whole image the same condi-
tion is used. In cases like this a global binarization must be used. Global binarization
is less powerful as local adaptive approaches. Global approaches are not able to handle
images where the semantic meaning of intensities is not identical over the whole image.
It would not be possible to use a lower threshold for weakly detected spines in spine

77



6. Spine Segmentation in Single Time Points

Method Description

Fix Threshold A fix threshold divides the pixels into two classes.
The same threshold value is used to classify all pix-
els. For real probabilities this is often used. The
threshold can be defined previously or depending on
other results of the algorithm.

Fix Lower and Upper
Threshold

Similar to fix threshold approach. However, here two
thresholds are used. All pixels with a value between
the lower and upper threshold belong to one cate-
gory and all other pixels to the other group. This
approach enables to define classification ranges with
two defined limits. In the approach with one thresh-
old the image maximum or minimum can be seen as
the second limit.

Otsu Thresholding Otsu Thresholding [39], also Otus’s Method, solves
the problem of finding a threshold fulfilling the con-
dition that the mean of both classes are as far away
from each other as possible and the variance of the
group is as small as possible.

Multiple Otsu Threshold Uses the same approach like Otsu Thresholding but
tries to find multiple thresholding values to divide
the intensity range into more than two classes.

Table 6.2.: Overview of standard and often used global binarization approaches.
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prediction maps. Using a global threshold can imply to lose weak spines. If a very low
threshold is used to keep weak spines, then it is possible to segment too much volume
of spines with high detection values. In situations like this a local adaptive approach is
much more powerful. A local adaptive approach fulfills our requirements that we have
for the automatic spine segmentation.

The computational cost of global binarization approaches is linear depending on the
number of pixels or voxels and is θ(n).

6.5.2. Local Adaptive Binarization

Local adaptive binarization approaches adapt to semantic changes of intensities over
the space of the image. Prediction maps have regions with strong and weak detections
results. Local adaptive approaches make a decision for a local window and not for
the whole image at once. The computational cost increases dramatically because of
the local window. The larger the local window is, the higher the cost become. Given
a window of size m the complexity changes from the global binarization with θ(n) to
θ(nm) for local adaptive approaches. The global binarization approaches can be used as
local adaptive versions. It is only required to compute their conditions within the local
window instead of the whole window. Therefore, we will not introduce local adaptive
approaches in more detail. However, we will introduce our concept of local adaptive
binarization that we designed for the spine prediction maps.

Our approach is based on the following steps:

• Detection of seed points.
• Removing of too weak seed points.
• Local adaptive Otsu thresholding.
• Splitting of touching spines.

Detection of Seed Points

The prediction map has intensity peaks located at spines. However, these peaks have
a large intensity range. We locate first seed points. The seed points are local maxima
in the prediction map. The spine prediction map is preprocessed by a Gaussian filter.
Then, all local maxima are used as seed points. The spine prediction maps have no feed-
back in the background because we predict spines along the backbone for the extracted
slices. Furthermore, due to the backbone-parallel feature we can ensure not to have
FPs signals in the background. Weak seed points can be removed if required. However,
in time series analysis wrong weak spine feedback is removed automatically because
not over all time points a wrong feedback is present at the same location. Therefore,
the wrong feedback cannot be tracked and is discarded. In Figure 6.2, bottom, we show
a prediction map and the corresponding local maxima that are used as seed points.
Figure 6.2, top, shows the corresponding fluorescence image input.

Removing of Weak Seed Points

If the number of FPs should be as small as possible, then, it is useful to reduce already
the number of seed points. Seed points with weak intensities are most likely FPs. If
the seed points are not filtered a huge range for the intensity of seed points is possible.
A simple thresholding depending on the mean or maximum seed point value removes
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Dataset # Spines TP FP FN Precision Recall

Dendrite4 - DRFI 15 10 (117) 3 5 0.77 0.67
Dendrite6 - DRFI 16 11 0 5 1.0 0.69
Cumulative - DRFI 31 21 (227) 3 10 0.88 0.68
Dendrite4 - 2PM 15 13 3 2 0.81 0.87
Dendrite6 - 2PM 16 12 4 4 0.75 0.75
Cumulative - 2PM 31 25 7 6 0.78 0.81

Table 6.3.: Quantitative results of testing the CLEM dataset with Dendrite4 and
Dendrite6.

More complex splitting conditions could use information from the prediction map and
the original intensity image. In both images the separation plane could be optimized
to be located at the local minimum between the seed points. These minima are found
by using gradient images. However, a significant intensity minimum does not exist for
dense located spines because of the PSF. Therefore, even by using the spine prediction
map and the fluorescence intensity the geometrical distance still would be an important
separation criteria.

6.6. Results

In this section we show results for test data with a single time point. First we will
evaluate the performance of our system on the Correlative Light Electron Microscopy
(CLEM) data. Then we show more practical test sets which demonstrate the use for
biological experiments.

6.6.1. Correlative Data

Here we present results for the two pieces of dendrite for which CLEM data exists
(Dendrite4 and Dendrite6). We use the reduced model ModelAB which is composed of
DendriteA and DendriteB. The model is reduced to the 10 first Principal Components
(PCs). The used PSF of the DRFIs has as parameters: Numerical Aperture NA = 0.8,
wavelength λ = 810nm and refractive index η = 1.42. In the 2PM data the volume is
fluorescent. Quantitative results of the spine detection and segmentation are presented
in Table 6.3. Additionally, we present a quantitative evaluation of the spine detection
and segmentation for the horizontal oriented spines in Table 6.4. In both settings (all
spines or only horizontal spines) the precision rate is higher for the DRFI data. This
was expectable because the intensity distribution in 2PM is much more irregular and
the Signal Noise Ratio (SNR) worse. Moreover, in DRFIs no noise is added what
simplifies the task.

In Figure 6.3 we show the result for the DRFI of Dendrite4. In the prediction
map the five larger spines have a very strong feedback. All other spines have a much
weaker feedback. There exists also feedback at wrong locations. This feedback is the
challenge of the binarization and gives FPs. However, in the prediction map an intensity
difference between the weak TPs and FPs is recognizable. This means that the main

7one spine is represented by two detections
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Figure 6.7.: MIP of input data for detection of spines with ER. The volume channel
is in red and the non-volume channel (ER) is in green. Pixels with both
signals are yellow.
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Figure 6.8.: Left: MIP of input data with overlaid location of spine detections. Right:
For each spine the volume versus non-volume intensity is plotted. Spines
with ER have in the non-volume channel an intensity > 0.1.
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Figure 6.10.: Automatic spine detection, segmentation and identification of spines with
a bouton. Left: MIP of the dendrite and location of automatically de-
tected spines. Right: Plot of volume vs. non-volume channel intensities
for all spines. Spine 5 is the functional spine. This spine has a high
intensity in both channels.
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Time series analysis has a further level of difficulty for spine detection and segmenta-
tion. In addition to the detection in every single time point also the tracking over all
time points is required. This induces new challenges like registration of input data,
automatization of backbone initialization and tracking of spines over time. Therefore,
adaptions of the time series data and the processing pipeline are required. In Section
7.1 we introduce the general situation and environment given for time series analysis.
In Section 7.2 we introduce the adaption of the single time point analysis to the time
series analysis. Finally, in Section 7.3 we present results of time series analysis using
data from biological experiments.

7.1. Analysis Situation

Biological experiments with time series imaging require an automatic analysis of time
series. The practical use of a spine segmentation software is depending on its ability to
analyze time series. Many experiments are based on time series imaging and require to
analyze the complete data automatically and not just every time point independently.
Otherwise the advantage of automatic spine segmentation for single time points would
not overcome the disadvantages of grouping together the results of multiple time points.
Furthermore, the data amount in time series imaging can become quite large because
often more than 10 time points are imaged. All these different issues show the impor-
tance of an automatic time series analysis of fluorescence images.

7.1.1. Time Series Experiments

A common setup for fluorescence imaging in biological experiments consists of tissue
samples on glass plates which are living and are stored in a cell incubator. These
samples can be imaged multiple times at typically regular intervals, e.g. every hour.
This enables to study the impact of medicines and different stimulations of neurons
and spines over time. Time series imaging generates a lot of image data. The manual
analysis is very time consuming and becomes impractical for a larger data amount. By
imaging over one working day (8 hour) at every hour 2 times (test and control group)
10 pieces of dendrite with each piece having about 10 spines already about 1600 spines
must be manually segmented and measured. This demonstrates that already for small
experiments an automatic analysis is crucial.

Studies of genetic diseases often require time series imaging. These diseases are
frequent and accumulate high costs for the society. Today it is possible to identify
people with such diseases early. However, mostly no cures are available. Therefore,
it is important to study such diseases. Computer assisted image analysis enables to
overcome the bottleneck in experiments conducted to study genetic diseases.
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7.1.2. Imaging

The imaging of time series is done by fluorescence microscopy like Laser-Scanning
Confocal Microscopy (LSCM) or 2-Photon Microscopy (2PM). Technically there is no
difference between imaging a single time point or multiple time points. However, the
skills the biologist needs to produce usable time series are diverse. It is crucial that the
tissue samples survive multiple hours or even days under different situations (imaging,
storing, moving around) and experimental influence (stimulation). In addition to the
health state of the cell, the navigation with the microscopy in the tissue sample becomes
important. The shape of the sample can change from time point to point. Nevertheless,
the biologist must locate the same region and even the same piece of dendrite to image
it multiple times. Navigation in the tissue probe and health state of the sample are
crucial for time series imaging. Furthermore, issues like bleaching the cell must be
considered. The biologist must find a balance between all these requirements such that
over longer time images of living neurons in good quality are feasible.

7.1.3. Data Amount

Time series analysis produce within a short time a lot of data. From one sample
typically 10 or more time points are imaged. The parameters that influence the amount
of data are image sizes (width, height and number of slices), imaging time delta (how
often to image), and duration of the experiment (number of images).

Typical image sizes are about 256 × 256 × 20 voxels or 512 × 512 × 25 voxels. The
z-size can change much dependent on how much depth of the tissue should be imaged.
The z-step size can also vary heavily (e.g. 0.5 �m or less up to 1.0 �m). However, it is
also feasible to generate images of about 1024× 1024× 200 which are about 800MB of
data (per time point).

It is feasible to image neurons a day or even longer such that spines are recogniz-
able over the whole duration. If images are taken once an hour that gives 24 images.
For shorter experiments with a smaller imaging time delta (e.g. every 10 minutes)
similar number of images over time are generated. Even shorter imaging time deltas
are feasible. However, the danger of harming the neuron increases and shorter time
delta is often not required. The more time points are to be analyzed the more com-
plex the tracking of spines over time becomes because the number of possible paths
increases rapidly (exponential). Therefore, the time step delta should not be selected
smaller as required by the experimental setting. Also the duration of imaging should
not be extended too much because this makes the analysis more complex. Especially,
if the shape of the dendrite or spines changes too much over time. Practical experience
showed that after 12 hours shape changes are numerous and after 24 hours the fully
automatic analysis becomes almost infeasible.

In Table 7.1 for a typical setting the data amount is shown. The used parameters
are 256 × 256 × 20 image size and about 15 time points. Furthermore per voxel two
image channels (e.g. red and green fluorescent dye) are used and using unsigned int as
data point.

The memory requirement during computation is much higher because additionally
output and temporary images for the computation are required. However we were able
to process even the largest dataset on a machine with 16GB.
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Size per Calc. (bit) Total in MB

Voxel 2 ∗ 32 0.8× 10−5

Slice 2 ∗ 32 ∗ 256 ∗ 256 0.5
Image 2 ∗ 32 ∗ 256 ∗ 256 ∗ 20 10.5
Time Series 2 ∗ 32 ∗ 256 ∗ 256 ∗ 20 ∗ 15 157.3

Table 7.1.: Overview of typical data amount for input images of time series.

7.2. Pipeline of Time Series Analysis

The time series analysis is mainly based on the single time point analysis. However,
the degree of automatization is higher. During the processing no interaction is possible.
All time points are independently imaged. It is not guaranteed that the imaged regions
are always the same. The number of transformation parameters is restricted because
the tissue is on Petri dishes. We expect that a rotation along the vertical axis (optical
axis) is possible. Additionally a horizontal shift (x-,y-axis) is possible. The rotation
around x- and y-axis are infeasible because of the solid glass plate which is always
oriented horizontal under the microscope. A shift in z-direction can be introduced by
imaging. Further transformation are only possible because of tissue or shape changes
of the dendrite. In summary, the pipeline for time series analysis must care about
the automatic processing over all time points without intermediate interaction and the
registration of the different time points. We introduce the steps to successfully detect,
segment and analyze spines in time series.

7.2.1. Initialization and Optimization of Backbone in Time Series

The initialization of the backbone is an important issue. Thanks to the backbone
optimization (see Section 4.4) we are able to deal with a rough initialized backbone.
We demonstrated the use and success of this concept for single time points in Chapter
6. In time series an optimized backbone is required for every time point. However,
the user cannot initialize the backbone for every time point. Therefore, an automatic
transfer of the backbone from time point to time point is required. The backbone of
the first time point can be manually initialized by the user by clicking seed points. This
is identical to the single time point. For the later time points an automatic approach
is required. We do a rigid alignment of all time points to the first one. Therefore, we
can take the backbone from the previous time point as initialization. We sample seed
points from the previous backbone at locations where we have high intensities in the
aligned fluorescence image of the current time point. The backbone gets adapted to
the current time point by using the backbone optimization. We demonstrate this effect
in Figure 7.1.

Figure 7.1, first row, shows the alignment of a second time point to the first time
point. First row, left, is the first time point with its backbone. In the first row, middle,
a second time point with the backbone from the first time point is shown. It is visible
that the dendrite is shifted and an alignment of the fluorescence image is required. First
row, right, the aligned second time point with the backbone from the first time point is
shown. The better overlap is now visible. In Figure 7.1, second row, the optimization
of the backbone is presented. Second row, left, we see the first time point with its
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Figure 7.1.: First row, left: Fluorescence image of 1st time point with its backbone
(pink). First row, middle: Backbone from 1st time point and a fluorescence
image from the 2nd time point. No full overlap is given. First row, right:
Aligned fluorescence image. The image is now overlapping what is visible
by the backbone. Second row, left: Same as first row, left. Second row,
middle: Backbone from 1st time point sampled for 2nd time point (pink
spheres). Second row, right: Optimized backbone of 2nd time point and its
fluorescence image.
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backbone again. In the second row, middle, we see in pink the sampled points from the
first backbone. At some locations it is still a little bit off. In the second row, right, the
optimized version of the initialized backbone is shown. Finally, the backbone is located
at the center of the dendrite and a successful spine prediction is possible.

7.2.2. Prediction on Time Series

The alignment and backbone optimization make it feasible to track spines by a search
algorithm over time and spine candidates. No real tracking, based on the input (raw)
data, is required. Therefore, an independent spine prediction for every time point is
feasible. In our approach the prediction of spines is done identically for time series and
single time points. Only the alignment of the fluorescence images to the first time point
and the initialization of the backbone are different. In Figure 7.2 we show prediction
results over multiple time points. Most spines have a very high response. Only some
difficult ones have low responses. However, in the final time series analysis the low
responses make it challenging to compute spine series over all time points. Therefore,
we cannot discard low spine responses. In combination with multiple time points it
showed that better results are generated if also the low spine prediction results are
kept. However, to keep low intensities can increase the False Positive (FP) rate.

7.2.3. Segmentation of Prediction of Time Series

The segmentation of the prediction results is the last step of the detection and segmen-
tation process. This step creates the binary spine candidates. This step is simple if the
spine prediction is very strong and no responses are present at wrong locations. If the
spine prediction signal within one time point is very heterogeneous, then it is impor-
tant to apply a local thresholding approach (see Section 6.5). Otherwise it can happen
that spines with a low feedback are discarded because of the strong spine feedback.
The tracking of spines is quite robust even though irregular wrong spine candidates
exist. Therefore, we segment also weak spine responses. The decision if such a spine
candidate fits into one series of spines over time or not is up to the tracking over time.
The segmentation of the spine prediction is done independently per time point. Details
about the binarization can be found in Section 6.5. In Figure 7.3 we show segmenta-
tions which correspond to the prediction results visible in Figure 7.2. Each segmented
object is a spine candidate.

7.2.4. Tracking of Spines in Time Series

The tracking of the spines in time series enables to make statements about spine changes
over time in biological experiments. The detection, segmentation and measurement of
spines in single time points is in many experiments not helpful. In the above described
steps we introduced the required processing pipeline to have all the spine candidates
of each time point. The final step is to find in this large group of spine candidates the
same spine in each time point. This is achieved by finding all possible paths through the
space of spine candidates and time. A path cost combined of distance and probability
makes it possible to reduce the number of found paths. Each spine candidate is not
used in more than one path (uniqueness of spine). A local search region reduces the
number of paths heavily because generally from time point to time point spines move
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Figure 7.2.: First row: Raw data from t1 to t4. Second row: Spine prediction of t1
to t4. The prediction intensity can change from time point to time point.
Also at wrong locations spine prediction feedback is possible. These wrong
responses (FPs) are filtered out by the final spine tracking over time of the
spine candidates.

Figure 7.3.: Spine segmentation of t1 to t4. The segmentation shows spine candidates
for strong and weak spine prediction results. However, the size is depending
on the local thresholding condition.
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Figure 7.4.: Spine candidates path tree. For all spine candidates a tree with edges for
all spine candidates from time point t = 1, . . . , T can be built. This tree
consists of all possible paths and is fully expanded.

at maximum some �m. Equation (7.1) shows how dramatically fast the number of
possible paths increases (exponential). Therefore, a local search is very useful reduce
the computational cost. In Equation (7.1) Q is the average number of spine candidates
per time point. The number of time points is T . The grow of paths and also the
complexity is directly depending on the number of time points to be analyzed.

#paths =
T∏
t=0

Q(t) ≈ Q
(T )

(7.1)

In Figure 7.4 we show the tree of all possible spine paths. The number of paths is
strongly reduced by cropping of all branches where the distance between the spines of
time point t and t+1 is larger than a threshold (we use a maximal distance of 0.75 �m).
Without the cropping a huge tree with the size approximated in Equation (7.1) has to
be processed. This size grows exponential depending on the number of time points. To
find the final paths the following steps are repeated:

• Move the path with lowest cost C(S1,q1 , . . . , ST,qT ) to the result set, see Equation
(7.2).

• Remove all paths from the tree which have at least one spine from the result set.
• Restart with the first step until the tree is empty.
• The resulting spine paths (spine traces over time) are in the result set.

The spine costs are defined by distances to the previous spine and to the first spine
in time series. Additionally, also the spine prediction value is used (how probable a
spine is). Equation (7.2) describes the cumulative cost of a spine path. The spines are
described as St,qt where t = {1, . . . , T} is the time point. A spine of any time point
is named by St,qt . The position of the spines are written as p(St,qt). L(St,qt) is the
average spine likelihood of a spine (see also Table 7.2).
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14

1213

14

Figure 7.5.: Left: Tracking result over 4 time points and 3 visible spines. Right: Track-
ing possibilities for spine 14. The finally picked path (see left in green) and
all possible, rejected paths are displayed.

C(S1,q1 , . . . , ST,qT ) =
T∑
i=2

‖p(Si,qi)− p(S1,q1)‖
L(Si,qi)L(S1,q1)

+
‖p(Si,qi)− p(Si−1,qi−1)‖
L(Si,qi)L(Si−1,qi−1)

(7.2)

The spine path cost tries to represent the following properties that are motivated
from the expectation we have to a meaningful spine path:

• Minimize movement from time point to time point.
• Minimize movement with respect to first time point. This is motivated as the

dendrite pieces are rigid registered and in the optimal case there is no movement
or only from the shape changes but not from imaging issues.

• Prefer spines with a high spine prediction likelihood over weak ones.

In Figure 7.5 we show a result of the tracking. The left column shows the result
over the different time points for all detected spines. We will focus on spine 14. In
the right column we show for spine 14 all possible paths. There exist 6 possible paths.
However, some possible paths have also spines which are a in possible paths of spine 12.
Therefore, the tree cost is taken into account and successfully finds the most probable
path of spine 14.

The concept of tracking the spines and visualization of the results is implemented
in Matlab scripts. For further details about the implementation we refer the reader to
Appendix B.3.

7.2.5. Statistical Analysis of Time Series Segmentation

We calculate the same statistical values for single time points and time series. Traces
of spine values over time are possible. This means that the changes of a spine over
time can be evaluated. All measured values can be exported as comma separated
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Value Description

Dendrite Intensity Average intensity over all backbone voxels. This
value is calculated for all available channels.

Mean Intensity Average intensity over all voxels of a spine. This
value is calculated for all available channels. In addi-
tion to the direct mean intensity value also a normal-
ized version is computed. The normalization uses
the average dendrite intensity which enables a com-
parison over different images.

Median Intensity Median intensity over all voxels of a spine. This
value is calculated in the same version like the mean
intensity.

TopNPercentage Mean In-
tensity

Mean intensity calculated for the N percent highest
voxel intensities of the spine. This value is calculated
in the same version like the mean intensity.

Voxel Count Number of voxels the spine has.
Spine Size Size of the spine in �m3.
Average Spine Probability Mean value of all spine prediction values (voxels) of

the spine.

Table 7.2.: List of all statistical values computed per spine and time point.

values file. The user can use these values directly within any environment (individual
post-processing).

In the process of tracking spines a visualization of the most important spine values
over time, e.g. top percentage intensity, is shown. These plots enable the user to see
how the different spines change over time. Also he gets a first impression if all spines
change similar or not. Additionally required statistical values must be calculated by
the biologist himself.

Table 7.2 shows a list of all statistical values calculated per time point and spine.
Additionally, the dendrite intensity is calculated.

7.3. Results

The quality of time series results depends on different factors of the experimental setup
and the imaging system. Also the imaging experience of the biologist can give better
or worse results in analysis. The most important parameters influencing the time series
analysis are:

• Image resolution
• Number of imaged time points
• Laser power
• Fluorescent dye
• Health of neuron
• Geometrical shape change over time
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Some of these parameters can be influenced. However, all the parameters driven by
the neuron itself are most likely not influenceable (e.g. shape changes). Experienced
biologists are able to image neurons with as less changes as possible over multiple time
points. Therefore, it is feasible to successfully do time series analysis. We present here
results of time series analysis of data imaged for biological experiments. These data are
not specially imaged for our purpose but for research tasks of biologists. This means
that we present real experimental data which we are able to analyze fully automatic
(except the initialization of the first time point).

7.3.1. Single Channel

We present two results in which we discuss single channel, time series spine detection
and segmentation. First we introduce a successful example of tracking spines over time.
Then we show an example that demonstrates the additional challenges time series have
compared to single time points segmentation.

Tracking

In Figure 7.6 we show the Maximum Intensity Projection (MIP) of the input data.
10 time points were processed, spines detected and segmented. The spine candidates
were tracked and the final spine intensity traces calculated. The 21 found spines are
overlaid in color. We can see that most of them do not have a large movement. In
many cases, e.g. spine 2, it is so small that the single time point detection positions
are not recognizable. There exist also very weak spines, e.g. spine 16, for which
almost no intensity is visible. However, in the different time points the spine can be
visually verified if the brightness and contrast is adjusted. This shows that manual spine
detection can be very error-prone, time consuming and depending on the experience.

Biologists are interested in intensity changes over time. In Figure 7.7 we show the
trace of spine intensity changes of the volume channel. In the same channel the detec-
tion and segmentation of spines was conducted. It shows that the spines have a broad
range of Top5Percentage mean intensity values (normalized by the dendrite intensity).
There exist very weak spines (spines 1, 6 and 7 ) which have no huge changes over
time. However there exist also very strong spines (spine 2 ) and spines which clearly
increase the intensity over time (spine 8 ). The automatic spine detection, segmentation
and statistical spine value computation enables to get these facts in a simple, fast and
robust manner.

Long Time Series Issues

It is feasible to image dendrites over multiple hours. We present here a result of imaging
a dendrite every hour. After 10 hours we have a larger time delta because of the night.
We successfully processed the huge dataset which has 20 time points in total. Moreover,
each input image has a size of about 1024× 1024× 170 voxels and two channels which
are about 800MB per image. In this example the issues of dendrite shape changes over
time and the related challenges for the registration are recognizable. In Figure 7.8 we
show the registration result for time point t = 1, t = 6,t = 11 and t = 16 (left to right).
For t = 6 to t = 16 we also show the reference t = 1. In the first row the view is from
top, xy-view. In the second row the view is from side, xz-view. In the view from top

97



7. Automatic Time Series Analysis

1

2

3

4

5

6

7

8

9
10

11

12

13

14

15

16
17

18

19

20

21

Figure 7.6.: The MIP of the input data is visualized. The intensities are clipped at
about 30% of the maximum for better visibility of the spines. The 21
found spines are tracked over 10 time points.
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Figure 7.7.: For spine 1 to 8 from Figure 7.6 the Top5Percentage mean intensity from
the volume channel is shown. Spine 2 has an intensity slightly higher than
the average dendrite intensity and is hence > 1.

only slight misalignments are visible. However, in the view from the side the larger
shape changes the lower dendrite has are well visible. This dendrite has a large change
in z-depth with respect to the other branch. Therefore, a registration using translation
and rotation cannot successfully register the images to the reference image (t = 1).
In Figure 7.9 we show the corresponding tracking results. From the second to fourth

column we increased the number over which the tracking goes using t = {1, . . . , 6},
t = {1, . . . , 11} and, t = {1, . . . , 16} respectively. These time points correspond to the
time points showed in Figure 7.8. It is well recognizable that already after t = 6 almost
no spines are successfully tracked at the branch which decreases in z-direction (left
branch). The number of spines tracked decreases until time point t = 11 for this region.
However, in the other regions the number of spines does not decrease very much, even
until time point t = 16. In this example we do not discuss the detection quality because
the registration fails over time. However, the focus is on the registration and tracking
and the corresponding challenges. Furthermore, this huge datasets demonstrates the
successful processing of large data amount.

This example shows how important a successful registration is. Furthermore, it
demonstrates that in regions with good registration a tracking over multiple time points
is feasible. Even though we do the prediction independent for each time point, the
difficulties of processing large datasets with multiple time points increases exponential.
This is because the following challenges are given. The data amount grows rapidly. The
likelihood that a registration fails increases exponential with each additional time point.
The tree to be solved in the tracking task also increases exponential (see Equation (7.1)).
Furthermore, the detection rate can decrease exponentially. However, most likely the
same spines are not detected in different time points. Otherwise by an average detection
rate of 0.8 after three time points the detection rate would decrease to 0.83 = 0.51 and
after ten time points it would be only 0.810 = 0.11. Even with the incorrect registration,
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Figure 7.10.: MIP of volume channel of first time point of ER detection experiment.
Overlaid are the spine locations over all time points.

which failed because of the dendrite shape changes, we have clearly a higher rate. This
shows that our approach has for similar input data (different time points) a similar
output. This demonstrates the robustness of the approach.

7.3.2. Multiple Channels

We present an application of tracking spines in multiple channels over time. Basically,
the goal is the same like for the Endoplasmic Reticulum (ER) classification experiment
in Section 6.6.2. However, here we have a time series. The same piece of dendrite
is imaged every 10 minutes. In total 18 time points were imaged. In this task the
goal is to classify for each spine over time if it has an ER or not. Therefore, this task
requires to detect, segment and track the spines during all time points. Furthermore,
the identified values in the second channel (ER marker) must be distinct. Tracking
the ER in spines will help unveil whether manipulating the ER presence and activity
would alter synaptic plasticity and potentially, the stability of certain memories. For a
deeper understanding about ER we refer the interested reader to Table 2.1 in Section
2.1 and to the corresponding literature.

In Figure 7.10 we show the MIP of the first time point with overlaid spine positions
over time. The intensity is clipped at 30% to visualize the spines better.

We show for two selected spines (5 and 6 ) a trace of both channel intensities over
all 18 time points in Figure 7.11. The red curve is the ER channel and the blue one is
the volume channel. Spine 5, dashed line, has an ER at time points 4, 8 and 16. In
contrast, spine 6, solid line, never has a signal in the ER channel. The same results
were retrieved by an expert manually analyzing the data set.

With this example the whole complexity of spine detection, segmentation and track-
ing in multi-channel fluorescence images is demonstrated. We are able to identify in
time series which spines have an ER at each time point independently. Furthermore,
we can follow the changes of each spine over time. The results of True Positives (TPs)
correspond in most cases to the results that we have from manual expert labeling. How-
ever, depending on the detection quality spines can be missed or the classification can
have wrong results. In the case of weak ER signals this is also an issue of the binariza-
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Figure 7.11.: Intensity traces for spines 5 and 6 of Figure 7.10. Spine 5 has an ER (red
curve) at time points 4, 8 and 16 while spine 6 never has an ER.

tion of the spines. Though, the basic task is solved and the intended application was
demonstrated. In practical use the method and its advantages and disadvantages have
to be studied in future. This will require the regular use in a biological laboratory and
further comparison to expert labeling which will be time consuming. Furthermore, it
has to be evaluated if the approach is enough robust compared to the manual analysis.
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8. Orientation of Spines in Space

Dendritic spines are protrusions along the dendrite. In literature there does not exist
a discussion about the preferred orientation of spines in space. They are expected to
be oriented in all directions or in other word homogeneous distributed in 360◦ around
the dendrite. Older automatic analysis of fluorescence images is mostly done using
Maximum Intensity Projection (MIP) data. In approaches like this only horizontal
oriented spines (with respect to the laser direction) can be detected. Also experts
label almost exclusively horizontal oriented spines. In difference to the automatic MIP
approaches experts are able to label huge vertical oriented spines. However, even for
experts it is very difficult to see and label vertical oriented spines correctly because
of the elongated Point Spread Function (PSF). Most full 3-Dimensional (3D) spine
detection and segmentation approaches try to overcome this issue and detect spines
which are oriented in any direction. With the detection of spines in all orientations it
must be discussed if really vertical oriented spines are detected. Moreover, we query
how important the detection of all spines is and if the homogeneous distribution is a
fact. Thanks to the Serial Block-Face Scanning Electron Microscopy (SBFS-EM) data
it is feasible to compute the spine orientation within a tissue sample. In Section 8.1
we discuss the prerequisites of spine distribution. The computation of the orientation
of spines in space is introduced in Section 8.2. The results and the impact on spine
detection and segmentation are discussed in Section 8.3.

8.1. Prerequisites

In fluorescence microscopy the imaged neurons are living and the sample has some
thickness (tissue). This simulates a similar situation like in-vivo. However, the tissue
is only some micrometers thick and placed in a Petri dish. Furthermore, the tissue is
cropped what kills some of the cells. The distribution of neurons is more horizontal than
vertical because of the preparation in the Petri dish. All these prerequisites motivate
us to expect that the spines have a preferred horizontal orientation (with respect to the
Petri dish). Figure 8.1 shows by a schematic diagram how the cultures and imaging
situation look like. The tissue is horizontally oriented in the Petri dish. The laser and
the optical axis are vertical to the Petri dish from top to bottom. We will verify if
spines have a homogeneous distribution in space or if a preferred orientation exists.

8.2. Used Serial Block-Face Electron Microscopy Data
and Analysis

The motivation that spines do not grow in a uniform distribution is given by fluorescence
images and their analysis. However, it is not possible to study the orientation of spines
in space in fluorescence images. Therefore, we use SBFS-EM data in which all the
spines can be labeled and analyzed in all directions.
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Figure 8.2.: Left: Schematic view from side. In red spine Si is marked. Its nearest
backbone point b̂(Si) (blue) and center of mass c(Si) (green) are the end
points of the orientation vector �o(Si). In gray the z-axis is visualized. The
orientation is then given between the vector �o(Si) and the z-axis. Right:
Same situation viewed from top. Additionally in pink all the backbone
points bk are visualized.

where b̂(Si) describes the nearest backbone point. The nearest backbone point is
given by:

b̂(Si) = argmin
bk

‖bk − c(Si)‖ (8.3)

where bk describes all the points of the backbone. The vector �v enables us to compute
the orientation with respect to the z-axis. Then we can compute a histogram of the
orientation distribution. In Figure 8.2 we show a schematic drawing which simplifies
the understanding of the situation.

8.3. Results and Impact on Spine Detection

We will present here the distribution of spines which we computed with the above
introduced methods. Moreover, we will discuss the impact on manual and automatic
fluorescence image analysis.

8.3.1. Results

We were able to compute the orientation of spines for a larger dataset. We computed
in total the spine orientation of over 200 spines. These spines are from two cells. The
orientation of the spines is computed by the method using the center of mass described
in Section 8.2. No further manual correction or selection of the results was done. The
spine orientation analysis was proceeded fully automatic. Therefore, partial errors of
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Figure 8.3.: Distribution of dendritic spines in space. A clear preference to the horizon-
tal direction (Petri dish) is visible. Left: Histogram of spine orientations.
0◦ are spines oriented to the top, 90◦ are horizontal and 180◦ to the bottom
oriented spines. Right: Polar plot with horizontal mirrored data.

spine orientation are possible. However, the high number of spine orientations ensures
a significant meaning of the data.

Figure 8.3 shows the result of the analysis. In Figure 8.3, left, we show the histogram
of spine orientations. The spines are divided into 10◦ bins. 0◦ corresponds to upwards,
90◦ to horizontal and 180◦ to downwards oriented spines. The data was projected on
one side (horizontal) and then the distribution computed. In Figure 8.3, right, the
results were mirrored for visual purpose in the polar plot. The distance from points
to the center describes the number of spines relative to the maximum. In blue the
histogram distribution is visualized. In green the corresponding homogeneous distribu-
tion is displayed. The polar plot demonstrates well the higher probability of horizontal
oriented spines.

The expected situation of more horizontal than vertical oriented spines is confirmed.
However, there is also a slight preference to the bottom compared to the top visible.
Different reasons can be listed for these effects. We can imagine that gravity lets spines
fall to the side. However, this should then also be the case in-vivo. Another issue
could be that just more connectable neurons are available on side and bottom than
top. This because imaging takes place more at the surface of the sample. However,
this cannot be verified by the SBFS-EM data and reconstruction from the used tissue
samples. Furthermore, the lower probability of downwards oriented spines would not
be explained. The analysis in in-vivo data and larger volumes is beyond the interest of
the authors and would also require different SBFS-EM data and its reconstructions.

The mean over all measured values is 88.9◦ and the median is 86.1◦. This means
that the gravity cannot be the reason for the changed spine orientation. Otherwise we
would expect that the mean and median are significant larger than 90◦. The mean of
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spines per 10◦ bin is 11.7 spines. However, like expected the standard deviation is quite
high with ±5.2 spines per bin.

In Appendix A, Section A.5, a list with the detailed spine distribution can be found.

8.3.2. Impact on Spine Detection

We clearly could demonstrate that spines in slice cultures are more oriented in hori-
zontal than vertical direction. This distribution has some impact on spine analysis. It
becomes more important to detect spines in horizontal orientation because they seem
to be more frequent. Fortunately, it is also simpler to detect horizontal oriented spines
because the PSF of fluorescence microscopy is less elongated in this direction. This
result demonstrates that the analysis of MIP data is more accurate as expected. Less
spines are lost or cannot be detected (lower False Negative (FN) rate). If an approach
is able to detect 100% of spines within 45◦ to 135◦ that still results in about 60% of all
existing spines. Though, the angular range is only 50%. Furthermore, the detection
of spines in 3D between 30◦ and 150◦ corresponds to about 76% (162 of 212 spines) of
all spines. Therefore, the more difficult and error-prone detection of vertical oriented
spines is less important. It has not so a large impact to only detect horizontal spines
as expected before this evaluation. Of course, nevertheless a huge part of spines (about
25%) is still not detected and analyzed if the vertical spines are neglected.

With focus on a low False Positive (FP) rate and the fact that spines are not uniformly
distributed in orientation of space the detection of horizontal spines preferred over
vertical spines makes sense. The higher probability of horizontal spines helps to have a
high True Positive (TP) rate and low FP rate because the detection and segmentation
of horizontal spines is simpler. Furthermore, for vertical spines the computation of
intensities is more error-prone because the PSF has a larger influence in the vertical
direction (optical axis).

It is more feasible to track horizontal oriented spines of 4-Dimensional (3-Dimensional
plus time) data over all time points than tracking the vertical oriented spines. This is
based on the fact that the spine concentration of horizontal oriented spines is higher
and also the spine detection and segmentation rates of most algorithms is higher for
horizontal oriented spines. This makes it more feasible to track horizontal oriented
spines over longer time series, e.g. more than 10 time points.
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In this thesis we introduced a new concept for spine detection and segmentation. More-
over, we were able to present an application in multi-channel images of single time points
and time series. We introduced novelties which were integrated into a full pipeline to
successfully support biologists in their process of analyzing 2-Photon Microscopy (2PM)
data. A discussion about these features can be found in Section 9.1. We were able to
demonstrate the success of our method in theoretical and practical applications. How-
ever, we present ideas how to extend and improve the method and its application as
well as corresponding future work to be carried out in Section 9.2.

9.1. Conclusion

We were able to present a correlative dataset (Correlative Light Electron Microscopy
(CLEM)) which is one of the key points of our approach. The dataset shows dendrites
including spines in high resolution and enclosed mitochondria. This dataset is a novelty
in terms of ground truth data. We were able to validate our method on real data while
having additionally high resolution ground truth data. We were independent from
expert knowledge. We are not aware of any other method using CLEM to validate an
approach. Furthermore, the Serial Block-Face Scanning Electron Microscopy (SBFS-
EM) data was reconstructed in high detail and combined with a synthetic Point Spread
Function (PSF) we computed Digitally Reconstructed Fluorescence Images (DRFIs).
Due to DRFIs the amount of training data was not an issue anymore. At the same
time, we overcame the problem of expert labeled training data. It is challenging to get
expert labeled data in good quality and large number. In contrast, the generation of real
fluorescence data is no challenge. However, the labeling of the data is very subjective to
the expert and an error-prone and time consuming task. Therefore, expert labeled data
is limiting the idea of training a statistical model. We demonstrated that the manual
reconstruction of a dye marked neuron (or its dendrites) is straightforward. Also non-
experts can do reconstructions. Furthermore, the manual detection of spines in Electron
Microscopy (EM) reconstructions is simple. Combined with the new concept of DRFIs
we overcame the issue of being dependent on an expert in the processing pipeline.
Moreover, we were able to generate more data as we rotated the reconstructions before
computing the DRFIs. This enabled us to compute new, representative training data.
Because of CLEM data, we were able to validate the concept in general but in particular
to verify that we overcame the differences between synthetic and real data. Correlative
data was a very helpful tool for testing and validation because we did not only count
spines (True Positive (TP), True Negative (TN), False Positive (FP) and False Negative
(FN)). We also studied why spines were not detected on the level of the 2-Dimensional
(2D) slices. Furthermore, the intensity distribution from DRFIs and real 2PM data
was comparable.

In the second part we introduced a statistical dendrite intensity and spine probability
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model. This combined model was trained by data from SBFS-EM data using DRFIs.
We demonstrated that it is feasible to predict the most probable location of spine from
dendrite intensity 2D slices and segment them. Furthermore, a more stable prediction
result was achieved by optimizing the backbone using the probability of a slice being
represented by the model. We are not aware of any previous approach optimizing the
dendrite backbone by using a statistical model. Optimizing the backbone with respect
to the statistical model improves the prediction quality and enables to use an inaccurate
backbone initialization from the user. Therefore, we were able to work with clicked seed
points as backbone initialization and did not require high precision of the seed points.

These novelties combined together with additional image analysis concepts enabled
us to develop a spine detection and segmentation software (see Appendix B). We demon-
strated the success of the software for single time point fluorescence images with multi-
ple channels to detect and segment spines (see Section 6.6.2). Furthermore, we showed
that it is feasible to automatically detect properties of spines in single time points and
to divide the spines into two classes. We demonstrated the classification into spines
with and without Endoplasmic Reticulum (ER). In addition to single time points we
also introduced the analysis of time series (see Chapter 7). We demonstrated how mul-
tiple time points can be registered and how spines can be detected and segmented by
only initializing the first time point. Furthermore, we introduced concepts for the spine
tracking in an additional software module. Due to the independence of the spine track-
ing and visualization from the detection software we enable biologists to change the
tracking and visualization software to their individual requirements (see Section B.3).
In Section 7.3 we demonstrated that it is feasible to track spines and their changes over
multiple time points using real fluorescence images. We demonstrated this by using
data which was not made for testing but which already existed from biological exper-
iments. Additionally, we demonstrated that the detection of horizontal spines is more
important because the distribution of spines in space is not uniform (see Chapter 8).

In summary, we introduced a new spine detection and segmentation software for
multi-channel, time series fluorescence images in 3-Dimensional (3D) data. We used the
new concept of DRFIs data from SBFS-EM reconstructions and showed a validation
using CLEM. Finally, we presented the practical application in single and multiple
time point, multi-channel images. All together we introduced a complete pipeline for
spine detection, segmentation and analysis which shows its performance in practical
application.

9.2. Outlook

We presented a complete processing pipeline and also demonstrated its practical use.
Nevertheless, further improvements and extensions are possible. Further work would be
feasible in the area of training the statistical model, detection as well as segmentation
and post processing. For all these parts we will give some ideas what could be done in
future.

Training Data

We presented how a huge amount of training data can be generated by the use of
rotation. Because of the PSF this data is unique and provides a high variability.
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However, the number of dendrite pieces and spines is quite limited (four dendrites from
one cell). An extension to further data would probably improve the quality of the
statistical model.

As the second area of possible improvements the PSF has to be mentioned. We
use an approximation by a 3D Gaussian distribution. This works and generalizes well.
If, however, always the same imaging parameters (microscope setting, dye and other
parameters) were used, the computation of a more specific PSF could improve the
results. A more accurate PSF would probably improve the analysis of weak signals.
The issue of a location dependent PSF cannot be solved in an easy way.

Analysis

The spine detection could be extended using additional features. We combine the results
of the statistical model with backbone-orthogonal features. Additionally, it would be
feasible to learn 3D features. Due to the DRFIs, the division into the two classes would
be provided. For example random forests can be learned and they introduce a further
classification criterion of every voxel into spine or non-spine.

Another issue is the segmentation of the prediction results and the splitting of spines.
In many situations spines are densely distributed and overlap in the fluorescence im-
age. Touching spines require splitting. In the prediction result this separation is quite
difficult because regardless of the fluorescence intensity of the spine, a high value in
the prediction map is possible. Therefore, a splitting criteria based on the original
fluorescence intensities would be more promising. However, besides finding the plane
that splits the spines, the candidates for splitting must be found first. This is a chal-
lenging task. Depending on the application, a semi-automatic approach where the user
picks the spines to be split and where an algorithm finds the separation plane would be
helpful. For single time points we already integrated such functionality for test reasons
in our application.

In contrast to the splitting of spines, in some situations merging of spines is required.
This is mainly the case if the detection quality was bad. For test reasons we already
integrated a merging method for single time points which computes a threshold for the
volume between two spines. This merges the two spines but tries not to use background
values as spines. Also here a detection of such spines and automatic merging would be
required and helpful for time series analysis.

Tracking and Post Processing

In post processing we introduced a simple but quite stable spine tracking concept. The
implemented tracking is not able to track spines which appear, disappear or in some
time points are not detected (FNs). With respect to this problem an extension of
raw tracking to a more complex system combining tracking and reestimating would
be helpful if in intermediate time points the spines disappeared or a FN exists. If
this decision is made, it would probably be feasible to compute the segmentation from
neighboring time points. Like this, even the tracking process could be improved because
the number of FNs decreases and, therefore, the tracking paths become more distinct.
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A.1. Prior Work

In the introduction (Section 1.2) we introduced the most important prior work and
their ideas. Here we present an overview of these approaches in Table A.1. We give
a short summary about the dendrite and spine segmentation and the used methods.
Furthermore, a list of properties is given which are the use of skeleton, different han-
dling of attached and detached spines, classification of spines into the classical types
(mushroom, stubby, thin), use of deconvolution, data type (Laser-Scanning Confocal
Microscopy (LSCM) or 2-Photon Microscopy (2PM)) and the publication year. The
table is sorted chronologically and then by the last author.

It is to mention that many of the publications are from the group of Stephen T.C.
Wong or collaboration with his group. Therefore, many of these publications build up
on each other. Furthermore, conceptually they are often similar and have also similar
quality of test data. However, the evolution of spine detection and segmentation is
recognizable in the publications [10, 11,24,32,47,60,61] of this group.
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A.2. Overview of Concept

In Figure A.1 we present an overview of the whole approach. This figure was earlier
presented at the AllSystemsX.ch-Day 2013 in a poster. However, this figure demon-
strates in a nice overview the main parts of the approach and thesis. A to F is the
learning part. From Serial Block-Face Scanning Electron Microscopy (SBFS-EM) raw
data (A) the reconstructions (B) and then the Digitally Reconstructed Fluorescence
Image (DRFI) (C ) are computed. Then 2-Dimensional (2D) backbone orthogonal slices
from the dendrite and spine DRFI are extracted (D). Additionally, the spine probabil-
ity maps are computed (E ). From the dendrite intensity slices and spine probability
maps two Principal Component Analysis (PCA) models are computed (F ). The sec-
ond part (F to K ) is the prediction part. For a test data set (G) 2D slices (H ) are
extracted. For these slices by using the models (F ) a spine prediction map I is com-
puted. Together with additional backbone parallel features (which are not showed)
the 3-Dimensional (3D) spine prediction (J ) is computed. This map is then binarized
and referred as spine candidates (K ). As third part (K to M ) the whole process can
be done for time series. Independently the prediction part is done and then multiple,
3D spine prediction maps exist. These are then used for tracking and finding the real
spines (L). Finally, it is feasible to trace the intensity changes of a each spine over time
as visualized for some spines (M ).

A.3. Backbone Optimization

We show here some additional results for the process of backbone optimization and
optimization in time series.

In Figure A.2 we show how the backbone looks for a dataset of 31 time points.
We show the backbone and its corresponding registered input image at every fourth
time point plus the last one. It is recognizable that the backbone optimization and
automatic seed point initialization works well over all time points. However, at some
time points it can happen that the backbone is optimized towards spines. This effect
is already known from single time points. It is recognizable that we hold the start
and end point of the backbone fix over all time points. Therefore, at some time points
the backbone is longer than the available piece of dendrite. The processing of 31 time
points demonstrates the robustness of the approach and the implementation.

In single time points it is interesting to see the iterative optimization approach. In
Figure 4.6 of Section 4.6 we showed the optimization over two time points. Here we
demonstrate its stability over more than two time points. In Figure A.3 we show an
optimization that is iterated six times. In pink the initialization for each iteration
is shown. In green the optimized backbone per iteration is displayed. Furthermore,
the gray vectors show the maximum spine probability of the shifted slices. The main
optimization takes already place in the first iteration. Afterwards, mainly slight changes
are recognizable which are partially also caused by the recomputed normals after each
iteration. However, we can see that the backbone stays robust. That it is feasible to
correct misaligned regions of the backbone in very few iterations is already showed in
Section 4.6.
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R9 the probability is clearly larger zero. This is remarkable as in most cases the models
with spine have dramatically higher probabilities.

A.5. Spine Orientation

Table A.2 shows a detailed list about the spines reconstructed in data from SBFS-EM
with the corresponding locations and computed angles.

Spine Position Spine Axis Angle
x(�m) y(�m) z(�m) x y z 0◦-180◦

1 30.1 24.5 12.1 -0.6 -0.7 -0.4 112.5
2 20.0 38.8 11.3 0.9 0.2 -0.3 106.8
3 7.8 39.7 12.9 0.1 0.4 0.9 24.0
4 23.8 32.3 11.5 -0.1 -0.2 -1.0 165.5
5 31.1 46.7 0.5 0.6 0.5 -0.7 131.2
6 27.6 48.3 1.9 -0.1 0.9 -0.5 118.5
7 30.0 45.5 0.6 -0.2 -0.4 -0.9 151.7
8 22.5 45.8 6.8 -0.3 -0.1 -0.9 159.1
9 35.1 43.0 2.4 1.0 0.0 -0.1 97.7
10 23.3 32.0 13.2 -0.4 -0.5 0.8 39.5
11 29.4 47.0 1.6 0.1 1.0 -0.1 97.2
12 33.6 24.6 13.6 0.0 0.8 0.6 53.3
13 11.2 42.8 11.8 -0.4 0.9 0.1 85.9
14 26.2 47.1 6.1 0.8 0.6 0.3 71.0
15 9.0 40.6 12.7 -0.2 0.3 0.9 23.7
16 4.8 37.7 13.0 0.3 0.3 0.9 25.1
17 34.6 42.4 3.6 0.3 -0.4 0.9 29.9
18 22.2 34.7 11.4 0.2 0.4 -0.9 154.3
19 25.0 32.2 11.1 0.1 0.3 -0.9 161.2
20 8.0 39.1 10.8 0.0 -0.2 -1.0 171.1
21 1.3 35.0 12.8 -0.6 -0.8 0.2 76.7
22 20.7 36.4 12.4 0.8 0.6 0.1 81.4
23 33.5 44.8 3.1 0.7 0.7 0.3 72.1
24 28.0 48.2 2.9 0.4 0.9 0.3 71.7
25 23.5 33.4 11.5 0.3 0.4 -0.9 150.7
26 27.4 31.7 13.0 -0.2 0.5 0.8 34.4
27 9.4 41.3 11.3 -0.3 0.7 -0.7 130.9
28 18.4 36.8 12.1 -0.9 -0.3 -0.1 93.6
29 19.0 41.4 12.0 0.6 0.8 0.3 74.1
30 17.2 40.1 11.6 -0.6 -0.8 0.2 80.0
31 12.1 43.4 10.5 -0.7 0.4 -0.6 125.6
32 18.6 45.8 10.4 0.6 -0.3 0.8 39.2
33 24.4 45.7 4.7 -0.8 -0.6 -0.3 106.0
34 20.6 47.2 8.4 0.2 1.0 -0.1 96.5
35 16.5 45.8 10.7 -0.4 0.8 0.5 58.3
36 13.1 44.6 10.7 -0.8 0.4 0.3 70.2
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Spine Position Spine Axis Angle

37 24.9 46.1 6.8 0.8 -0.1 0.5 57.6
38 14.6 41.8 11.7 -0.3 -0.7 0.6 52.1
39 16.9 46.2 9.9 -0.5 0.7 -0.5 120.5
40 18.4 41.5 10.9 0.8 0.3 -0.5 120.0
41 19.2 38.7 11.0 -0.2 0.0 -1.0 167.3
42 24.1 46.8 7.3 0.1 0.7 0.7 46.2
43 18.7 45.6 9.1 0.0 -0.1 -1.0 174.0
44 26.0 46.1 3.6 -0.1 -1.0 -0.2 102.9
45 22.6 45.3 7.9 0.3 -0.5 0.8 39.4
46 31.3 26.7 13.4 0.7 0.6 0.5 61.1
47 15.0 45.2 11.1 -0.6 0.5 0.6 52.2
48 20.8 45.7 9.0 0.1 -0.4 0.9 27.6
49 21.0 34.6 12.8 -0.2 -0.5 0.8 32.8
50 28.7 31.2 12.4 0.7 0.7 0.1 84.4
51 30.2 45.4 2.7 -0.6 0.0 0.8 37.4
52 35.2 22.8 13.1 0.9 -0.4 0.1 86.9
53 32.3 46.1 3.4 0.3 0.8 0.5 63.1
54 34.4 23.3 12.0 0.8 -0.2 -0.6 127.4
55 25.6 46.7 3.5 -0.9 0.0 -0.5 116.8
56 27.2 46.1 3.3 0.3 -0.9 0.2 76.3
57 16.3 41.3 10.7 -0.4 -0.5 -0.8 142.5
58 21.4 35.2 12.9 0.6 0.3 0.7 43.5
59 34.3 23.6 13.4 0.7 -0.7 0.1 84.1
60 23.0 45.9 7.7 0.0 0.2 1.0 10.3
61 32.6 22.5 13.0 -0.5 -0.9 0.1 84.7
62 19.6 38.8 11.9 0.7 0.2 0.6 51.7
63 38.1 40.7 2.7 0.8 0.6 -0.1 96.9
64 39.1 17.6 9.5 -0.9 -0.5 -0.1 95.6
65 53.0 28.3 4.1 0.9 0.3 -0.4 116.0
66 51.8 7.3 4.8 -0.9 0.2 -0.2 104.4
67 42.1 36.4 5.3 -0.2 0.0 1.0 9.7
68 37.1 40.3 2.3 -0.7 0.0 -0.7 138.5
69 55.1 24.3 6.5 -0.2 -0.6 0.8 41.2
70 38.0 17.8 11.5 -0.1 -0.9 0.5 59.9
71 54.1 25.0 5.5 -0.7 -0.7 0.1 85.5
72 50.8 30.3 4.4 0.6 0.2 0.8 36.2
73 67.1 15.5 1.7 0.3 0.3 -0.9 153.9
74 64.7 17.6 1.4 -0.1 0.1 -1.0 172.8
75 65.7 17.7 0.8 0.5 0.4 -0.8 142.2
76 37.1 39.8 3.7 -0.8 -0.3 0.5 60.6
77 46.3 33.5 3.7 0.2 0.6 0.8 37.5
78 36.1 22.2 11.6 -0.5 0.9 0.1 86.9
79 46.7 31.8 4.5 -0.5 -0.5 0.7 48.1
80 51.2 9.1 6.6 -0.7 -0.7 -0.1 93.4
81 57.7 21.7 5.6 -0.6 -0.5 0.6 51.6
82 50.3 28.5 3.9 -0.7 -0.6 0.3 70.7
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83 45.7 32.7 4.3 -0.3 -1.0 0.2 81.2
84 56.6 26.2 6.2 0.4 0.8 0.5 62.4
85 61.0 22.1 4.0 0.6 0.7 -0.5 119.3
86 56.4 25.3 6.2 -0.5 -0.8 -0.1 98.0
87 51.5 9.8 6.1 -0.4 0.4 -0.9 148.5
88 37.5 21.2 12.3 0.2 0.8 0.6 51.4
89 54.9 4.6 3.8 0.4 0.4 -0.8 144.3
90 63.4 19.4 4.9 0.5 -0.2 0.8 33.9
91 63.7 18.3 3.2 -0.3 -0.9 -0.2 104.0
92 60.3 19.4 5.0 -0.6 -0.7 0.3 74.3
93 40.8 16.9 8.6 -0.4 0.3 -0.9 152.0
94 67.1 17.6 2.1 0.9 0.5 0.1 86.0
95 41.7 35.4 4.3 -0.7 -0.7 -0.3 107.4
96 44.3 33.5 4.3 -0.8 0.5 -0.2 99.5
97 39.0 36.8 5.0 -0.5 -0.7 0.4 63.6
98 60.3 22.3 3.9 0.8 0.4 -0.4 115.4
99 52.5 27.8 3.9 0.3 -0.6 -0.8 139.6
100 57.1 3.6 3.5 0.9 0.0 -0.4 111.0
101 44.7 16.1 8.6 0.0 0.5 -0.9 152.8
102 52.3 6.8 4.5 -0.6 -0.4 -0.7 132.5
103 45.1 34.5 4.4 0.6 0.1 0.8 36.8
104 49.9 31.1 4.4 0.2 0.8 0.5 57.7
105 64.6 19.6 2.7 0.2 0.9 -0.3 106.5
106 43.6 35.6 3.7 -0.1 0.3 -1.0 164.1
107 65.1 19.5 2.8 0.6 0.8 -0.1 97.1
108 56.5 26.0 4.3 0.3 0.2 -0.9 161.1
109 67.8 13.7 2.2 0.1 -0.3 -1.0 162.2
110 56.7 23.3 4.4 -0.5 -0.8 -0.2 103.1
111 69.0 13.4 3.6 0.2 1.0 0.2 79.7
112 51.3 12.4 8.1 0.7 0.6 -0.3 105.9
113 46.9 13.2 9.3 -0.5 -0.8 0.2 75.7
114 50.6 10.2 7.0 -0.9 -0.1 -0.5 117.0
115 39.5 38.4 5.0 0.3 0.3 0.9 24.3
116 52.6 6.1 5.4 -0.5 -0.6 0.7 49.0
117 45.5 33.5 2.2 0.0 -0.5 -0.9 151.7
118 45.7 14.3 9.5 -0.3 -0.9 -0.1 93.2
119 42.7 16.3 8.9 0.3 0.6 -0.7 134.8
120 44.2 34.8 3.3 -0.3 0.1 -0.9 159.9
121 57.5 24.4 5.3 0.8 0.1 0.6 53.1
122 47.5 14.0 8.4 -0.5 -0.2 -0.8 143.6
123 68.2 11.6 4.3 -0.8 -0.5 0.3 72.6
124 56.1 2.4 4.2 0.6 -0.7 -0.1 98.2
125 48.1 12.9 8.3 -0.5 -0.5 -0.7 134.1
126 60.9 19.3 4.7 -0.2 -1.0 0.0 87.3
127 41.3 37.7 4.5 0.3 1.0 0.0 89.3
128 64.4 17.8 3.0 -0.3 -0.8 0.5 57.3
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129 44.7 15.0 10.3 0.0 -0.6 0.8 39.4
130 42.7 15.5 9.3 0.0 -0.7 -0.7 136.7
131 64.4 17.7 3.1 -0.3 -0.8 0.5 57.9
132 45.6 33.7 2.6 0.0 -0.3 -1.0 163.7
133 51.7 12.7 8.0 0.8 0.6 -0.3 106.2
134 30.2 19.1 10.3 -0.4 0.3 0.9 29.1
135 31.6 18.8 9.3 0.3 0.5 0.8 32.4
136 11.8 12.0 3.1 -0.1 0.8 -0.6 129.4
137 22.3 6.1 5.0 0.3 0.3 0.9 27.0
138 27.1 3.6 4.0 0.2 -0.9 -0.4 111.7
139 32.9 17.4 8.3 -0.1 -1.0 0.0 92.0
140 19.2 14.2 4.6 -0.4 -0.1 0.9 26.3
141 16.9 4.8 4.6 -0.5 0.4 0.7 41.6
142 23.5 4.5 4.7 -0.4 -0.9 0.2 80.9
143 26.6 17.8 6.0 0.2 0.7 -0.7 136.4
144 13.7 13.4 5.1 -0.6 0.4 0.7 44.0
145 37.3 20.0 9.7 0.7 0.0 0.7 47.1
146 11.1 10.9 2.8 -0.1 0.1 -1.0 172.0
147 10.4 5.9 1.7 -0.3 -0.1 -0.9 158.8
148 19.6 14.7 4.1 0.1 1.0 0.0 89.2
149 20.3 5.7 4.4 -0.7 0.6 0.3 69.6
150 25.6 4.7 5.8 -0.3 -0.1 0.9 20.4
151 27.7 5.2 3.3 -0.1 0.1 -1.0 172.8
152 30.3 6.9 5.3 -0.3 0.7 0.6 50.9
153 18.0 15.3 3.7 0.0 1.0 -0.1 95.0
154 34.3 6.8 5.2 -0.1 0.1 1.0 9.1
155 13.8 5.2 2.6 -0.6 -0.5 -0.6 129.4
156 24.2 17.8 6.7 -0.7 0.7 0.3 74.2
157 13.7 5.4 4.0 0.1 -0.6 0.8 38.4
158 33.2 17.9 7.4 -0.3 -0.1 -1.0 162.6
159 32.2 5.6 5.1 0.4 -0.7 0.5 57.2
160 25.2 15.4 7.2 0.6 -0.5 0.6 54.9
161 23.4 5.1 3.1 0.4 -0.4 -0.8 146.0
162 23.8 14.3 5.1 0.9 -0.2 -0.4 114.9
163 16.2 14.8 4.8 0.1 1.0 0.2 77.5
164 27.2 17.8 7.4 -0.1 -0.4 0.9 26.6
165 36.8 20.1 8.1 0.5 0.1 -0.8 147.1
166 32.3 7.1 5.2 0.1 0.3 0.9 21.0
167 13.6 11.0 5.0 0.4 -0.8 0.4 67.8
168 35.9 6.3 4.0 0.4 -0.5 -0.7 135.6
169 13.2 12.9 3.6 -0.3 0.5 -0.8 144.8
170 34.8 19.2 8.7 -0.8 0.5 0.2 79.9
171 24.9 5.6 4.8 0.2 0.9 0.3 69.7
172 16.8 4.0 2.9 -0.5 -0.8 -0.3 110.3
173 12.3 6.9 3.8 -0.4 0.5 0.7 43.7
174 8.8 9.8 3.2 -0.8 0.5 -0.2 104.0
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175 23.5 6.1 4.5 0.0 1.0 0.2 77.0
176 16.8 5.4 3.4 0.1 0.8 0.5 58.4
177 9.1 9.4 2.3 0.0 0.0 -1.0 178.7
178 29.8 5.0 4.5 0.7 -0.7 0.2 79.8
179 17.4 3.6 3.3 0.1 -1.0 -0.1 93.2
180 15.4 12.6 4.1 0.2 -0.9 -0.3 106.6
181 17.7 3.9 4.7 -0.2 -0.3 0.9 20.9
182 24.5 16.7 5.6 -0.5 0.2 -0.8 145.4
183 23.1 15.2 5.4 -0.4 0.9 -0.2 100.0
184 11.8 10.3 3.7 0.6 -0.8 0.0 90.0
185 23.9 14.2 6.3 0.3 -0.8 0.4 63.4
186 21.3 13.5 4.6 -0.1 -1.0 -0.1 94.0
187 11.2 10.9 4.2 -0.2 0.1 1.0 14.0
188 12.7 6.9 2.9 0.1 1.0 -0.3 105.0
189 36.4 20.0 7.3 0.0 0.0 -1.0 176.9
190 34.7 7.3 3.9 0.3 0.8 -0.6 126.6
191 22.3 13.5 4.8 0.1 -1.0 0.1 86.1
192 6.3 8.2 2.2 -0.6 0.6 0.5 58.7
193 15.9 14.3 5.1 -0.3 0.3 0.9 25.2
194 25.8 16.0 6.2 0.7 -0.7 -0.1 93.7
195 16.3 13.6 5.3 0.4 -0.6 0.7 46.3
196 35.1 6.3 5.4 0.0 -0.6 0.8 35.7
197 8.9 9.2 4.0 -0.4 0.0 0.9 22.5
198 10.3 10.6 4.4 0.0 0.5 0.9 27.0
199 28.0 18.6 6.2 0.2 0.3 -0.9 159.7
200 20.7 4.9 4.1 0.6 -0.8 -0.1 93.4
201 26.5 16.7 7.5 -0.1 -0.6 0.8 35.4
202 37.0 7.2 4.5 1.0 0.2 -0.1 96.8
203 19.8 4.6 3.8 0.1 -0.1 -1.0 169.0
204 12.5 5.8 2.2 0.4 -0.5 -0.8 139.8
205 23.0 13.7 4.4 0.6 -0.5 -0.7 133.9
206 26.1 15.1 7.2 0.8 -0.4 0.3 71.0
207 26.4 4.7 5.2 0.4 -0.2 0.9 23.9
208 17.5 3.7 4.0 -0.4 -0.8 0.4 66.0
209 23.4 4.0 4.8 -0.3 -0.9 0.2 77.9
210 18.7 4.3 4.6 -0.1 0.4 0.9 25.2
211 23.1 4.6 4.9 -0.8 -0.6 0.3 73.5
212 29.7 18.8 11.0 -0.3 0.2 0.9 19.9

Mean 32.1 22.9 6.3 0.0 0.0 0.0 88.9

Table A.2.: Location and orientation of spines in SBFS-EM data used for computation
of spine orientation.
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B. Software

During this thesis different software was developed. In addition to the software that
is required to generate training data, register it and learn the models also an user
application for spine detection, segmentation and statistical value computation was
implemented. In this chapter we will give a rough overview about the software and
what it can be used for. The software itself is divided in to a library (SpineCheckerLib,
see Section B.1) and the application itself (SpineChecker, Section B.2).

The software is still a research application but can be used in laboratories from
instructed users. The software is implemented in C++ and uses Insight Segmen-
tation & Registration Toolkit - http://www.itk.org (ITK), Visualization Toolkit
- http://www.vtk.org (VTK) and QT Framework - http://www.qt-project.org

(QT). Because of larger memory requirements only 64 bit versions are useful. Depend-
ing on the input data the memory peak can be more than 8GB.

B.1. SpineCheckerLib

The SpineCheckerLib library processes all core computation and holds the images and
so on. It has methods and classes to optimize the backbone, predict spines based on the
statistical dendrite and spine probability models, integrate backbone parallel features
and compute the final binary spine candidates. Furthermore, one component computes
for all found spines the statistical values like mean intensity per channel and others
(see Table 7.2).

The administrative parts of SpineCheckerLib are a class holding the spine prediction
model, a central class managing all spine data, additional tools for IO interaction of
images and settings and a class managing the individual process steps. All these classes
are used to coordinate at a central location all information during all the processing
steps. Thanks to the class managing the process steps an application does not have to
deal with the core analysis classes but can just call the corresponding methods of the
processing steps class.

The core of analysis is divided into different classes with its specific task each one.
In these classes the corresponding tasks are solved and the information is directly
loaded from the central data management. Encapsulated are all these steps and tasks
like already mentioned in a class managing the processing steps. The algorithmic
background of all these core analysis classes was described within the thesis. We will not
introduce in more detail the software design of the library as it is a research application
and the design itself is out of scope of this thesis.

B.2. SpineChecker

SpineChecker is the application using SpineCheckerLib and providing a Graphical User
Interface (GUI) for the user. It provides the possibility of stepwise processing of single
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Batch Processing

In batch processing all processing steps are running in background. The user can pick a
initial file (first time point) and click seed points. Furthermore, it can be specified which
files (time points) should be processed within the same directory. The processing is then
fully automatic over all time points and the backbone of each time point is initialized
by the backbone of the previous time point. All time points are aligned to the first time
point. As result the user gets some result images and the summary about the spine
candidates statistics (identical to statistic showed in Figure B.1, right). By a Matlab
post analysis script the user can then get the traces of statistical spine values. Also
the path finding over all spine candidates takes place in the post analysis script. The
process of tracking the spines in the time series is described in more detail in Section
7.2.4.

The batch processing is a required component such that the software can and is used
in biological experiments. This corresponds also to the requirement that biologists want
to find from time series, by less interaction as possible, an analysis of all spines over all
time points.

B.3. Tracking and Visualization

The spine detection and segmentation software delivers result files but does not provide
a tracking of the spines nor a visualization of time series results. Therefore, in Matlab
scripts we implemented the tracking concept described in Section 7.2.4. Furthermore,
in these scripts a visualization of the spine changes over time and the spine detection
over the multiple time points is given. The decision of using Matlab scripts and not
to integrate it into the SpineChecker software was the higher flexibility provided for
biologists. Especially, the visualization and computation of classification into groups
can be very specific to the experiments. Matlab is well accepted and a common tool
for biologists. Therefore, we try to give the biologists with the scripts a high freedom
of adapting the visualization and further processing of the analysis results. All this
without having deeper knowledge in programming C++ and to setup a more complex
environment to change the SpineChecker software. Conceptually SpineChecker provides
from batch analysis a text file with the spine candidates and its statistical values. The
biologist has full choice on how to further process these files or to use the tracking
scripts. We show results of the tracking and visualization in Section 7.3. We refer the
reader to Section 7.2.4 for a deeper understanding of the conceptual details of tracking
the spines.

In principle the tracking and visualization scripts are targeting at results of time
series. However, it is also feasible to use them for single time points and to generate
visualization. Such a result is shown in Section 6.6.2, Figure 6.10.
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