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Abstract

The spatial organization of chromosomes and the dynamics of chromosome reorganization have been shown to be crucial for the regulation of gene expression and various aspects of DNA metabolism. However, the mechanisms that establish and maintain nuclear organization and coordinate changes to this organization are poorly understood.

I used computer simulations based on random walk and polymer chain models to investigate the diffusion controlled behavior of chromosomes and extrachromosomal elements in the yeast nucleus. I also investigated the influence of fundamental geometrical and physical parameters on this behavior. Concretely, I analyzed the following systems:

• The distribution of intrachromosomal telomere-telomere distances in yeast and the effects of telomere anchoring: I could show that the intrachromosomal telomere-telomere distances of chromosomes 3 and 6 obtained using fluorescence microscopy measurements are shorter on average than predicted by the model for the respective chromosomes in free solution in the nucleus, suggesting additional constraints. Furthermore, telomeric anchoring leads to a further increase in the average distance and can therefore not be directly responsible for the close juxtaposition.

• The influence of nuclear geometry on the diffusion of a plasmid during nuclear division: In budding yeast, autonomously replicating sequence (ARS) plasmids show a strong tendency to segregate to the mother cell at mitosis. I showed that the geometric shape of the dividing nucleus and the limited length of mitosis impose a severe barrier on passive diffusion into the daughter nucleus, explaining the asymmetry in plasmid distribution. In collaboration with a colleague, I could show experimentally and theoretically that tethering of ARS plasmids to the inner nuclear membrane can increase the efficiency of plasmid partitioning. Our results suggest that the asymmetric morphology of mitosis could potentially contribute to rejuvenation by imposing physical constraints on the diffusion of damaged material into the daughter.

• The influence of nuclear organization and specifically telomeric anchoring on the search for a template during homologous recombination: DNA double-strand breaks are the most deleterious DNA lesions. Homologous recombination uses a homologous template to repair a double-strand break accurately and is very efficient in yeast. However, the process by which the break and template site find each other within the vast quantity of non-homologous DNA is not well understood. We have developed a combined experimental and theoretical approach to study homology search and its relationship to nuclear organization in yeast. I introduce our strategy and present some first theoretical results that prove the concept of the approach. Within the ongoing work on homology search in yeast, I am going to investigate the important question of the influence of locus mobility on nuclear processes in yeast.
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Chapter 1

Introduction

1.1 Genetics and epigenetics

1.1.1 Historical overview of genetics

The observation that children resemble their parents is both striking and fundamental, and it is likely that people have been thinking about the origins of heredity for a very long time. Moreover, plants and animals have been domesticated for at least 10000 and probably for 20000 years [Roberts, 1965]. This process involved the selection of the best specimens for the next generation, and it is therefore plausible that at least those who carried out the breeding had a basic concept of heredity.

The first scientific breeding studies were carried out in the seventeenth century and led to the sexual theory of flowering plants [Carlson, 2004]. In the eighteenth century, many breeders studied heredity in peas, but it was GREGOR JOHANN MENDEL’s achievement to derive a consistent theory from his results. An important difference is that earlier studies looked at all traits of the species in a single specimen whereas MENDEL monitored a single trait at a time in a single specimen [Carlson, 2004]. He observed seven individual traits over several generations, which allowed him to derive two combinatorial laws about heredity. He postulated that a trait is controlled by a pair of factors (now called genes), one of which is inherited from the mother, the other from the father. If the two versions (or alleles) of a gene are different, often one of them determines the visible outcome (phenotype). This allele is called dominant, the other one is called recessive. MENDEL’s laws of inheritance explain the distribution of phenotypes based on the assumptions above [Watson et al., 2003]. These findings are considered as the starting point for what is called “classical genetics”.

MENDEL’s work was not accepted by the scientific community and largely ignored until it was rediscovered in the early twentieth century [Carlson, 2004]. By that time, the cell nucleus had been established as the body that transmits the genetic information. The concept of chromosomes as the basis of heredity arose with improved microscopes which allowed WALther FLEmmING to identify thread-like objects that were duplicated and
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segregated to daughter cells during cell division [Flemming, 1879]. In 1871, Friedrich Miescher published his isolation and characterization of “Nukleinsäure” or DNA, which he also proposed to might be the bearer of inheritance [Miescher, 1871]. Walter Sutton was the first to realize that chromosomes obey Mendelian rules, and he hypothesized that genes are parts of the chromosomes [Sutton, 1903].

The chromosomal theory of heredity was confirmed by the fact that there are groups of traits that are always inherited together. With more and more mutants available, it became apparent that the number of independent groups is equal to the number of chromosomes. This result can be explained by Sutton’s hypothesis that a gene is a part of a chromosome and that therefore, genes on the same chromosome are inherited together.

In the following decades, two questions dominated genetic research, namely which material carries the genetic information and how genes carry out their function in the cell. It was an accepted hypothesis that genes control the synthesis of enzymes, and it was assumed that they exert this control by determining the amino acid sequence of proteins [Watson et al., 2003]. However, there was no convincing model how genes can encode protein sequences, nor how this information could be copied before cell division.

In 1928, Frederick Griffith discovered that genetic material from dead bacteria could be integrated and functional in living cells. In 1944, Oswald Avery showed using specific enzymes to degrade DNA, RNA, or proteins, that it is DNA that carries the genetic information [Avery et al., 1944]. This was confirmed by experiments of Alfred Hershey and Martha Chase, based on work of Salvador Luria and Max Delbrück, who showed that DNA is injected by bacteriophages to transform bacteria [Hershey and Chase, 1952].

Meanwhile, X-ray diffraction images of DNA were being taken with increasing quality [Franklin and Gosling, 1953]. These images suggested that the structure of DNA was helical and composed of at least two strands. Finally, in 1953, the correct structure was discovered by Francis Crick and James Watson [Watson and Crick, 1953]. It is composed of two strands each consisting of a sequence of building blocks (nucleotides). Only four types of nucleotides occur in DNA, and each of them found along one strand is bound to a specific partner on the other strand: adenine is always paired with thymine and cytosine with guanine, consistent with Chargaff’s rules, which had been formulated by Erwin Chargaff based on the relative ratios on the four bases in genetic material [Chargaff and Magasanik, 1949]. This complementary structure conceptually solved the question of how the genetic information can be copied before cell division. Since both strands carry the same information, either one of them can be used as a template for the synthesis of a new strand.

The discovery of the DNA structure started the field of molecular genetics. Soon afterwards, the so-called central dogma was established. It states that the DNA functions as the template for messenger RNA molecules, which leave the nucleus and act themselves as templates for protein synthesis. Importantly, according to the central dogma, this flow of information is unidirectional: proteins do not act as templates for RNA, and RNA does not
determine DNA sequence. It is now known that the latter statement is not strictly true, but the dogma is still essentially valid.

For the work presented here, it is important that the genetic information resides in the nucleus in the form of long linear DNA molecules. A gene is a stretch of DNA, which — in many cases — encodes the amino acid sequence of a protein. The encoded proteins then act as enzymes, which catalyze chemical reactions in the cell, or as structural components inside or outside the nucleus.

### 1.1.2 Epigenetics

The genome of a cell can be envisioned as a library of construction plans for all the tools a cell might ever need. Obviously, not all of the tools are needed all of the time. Many of them are only used in special situations (e.g. when the cell or organism encounters nutritional changes or in case of stress). When these special circumstances are not present, the respective tools should not be produced. Under certain circumstances, changes in gene expression can become stable and are remembered through mitotic division. The field of science that studies the complex mechanisms that control the expression of individual genes in a heritable manner is called epigenetics. An epigenetic phenomenon can be defined as a “change in phenotype that is heritable but does not involve DNA mutation” [Allis et al., 2006].

Apart from the reaction to environmental pressure, the epigenetic silencing of genes plays an important roll in cell differentiation. A multicellular organism consists of cells of many different types. Despite their highly specific morphology and functions, it is remarkable that all cells contain the same genome. Thus, although the genome holds construction plans for all proteins that any cell needs, a certain cell type requires only a fraction of them. Therefore, in the process of cell differentiation, during which specialized cells emerge from pluripotent stem cells, many genes are made permanently unreadable [Delcuve et al., 2009]. Once the fate of a cell is determined, the expression pattern is stably inherited through mitotic division.

Furthermore, in diploid organisms there are two sets of nearly identical chromosomes, paternal and maternal, which often undergo selective repression, allowing information from only one parent to be expressed.

Epigenetic regulation of gene expression is obtained by an interplay of chemical modifications, local structure, and long range spatial organization of the genome. I give a brief summary of these phenomena in the following sections.

---

1 As mentioned before, proteins are not the only regulatory elements that are encoded in the genome. However, the field of non-coding RNAs is beyond the scope of this introduction, see e.g. [Hüttenhofer et al., 2005].
1.1. Genetics and epigenetics

1.1.2.1 Chromatin

The DNA is not present as a naked molecule in the nucleus. Instead, a chromosome is organized in several layers of compaction. This compaction is accomplished by a set of DNA binding proteins. The condensed structure of DNA and proteins that form a chromosome is called chromatin. The compaction does not only serve the purpose of packaging the large amount of DNA into the small volume of the nucleus, but the proteins that are part of the condensed structure also serve as platform for epigenetic marks (see below).

The different levels of compaction are shown in Figure 1.1. The first stage of compaction is the nucleosome where 147 base pairs of DNA are wrapped almost two times around an octamer of histone proteins [Luger, 2003]. A nucleosome has a diameter of about 10 nm. The histones are small proteins that consist of a central, highly structured region and unstructured C- and N-terminal tails. This repeated structure of DNA and histones results in a compaction of the DNA into a “beads-on-a-string fiber”, called the 10 nm fiber.

![Figure 1.1: Levels of chromosome compaction](http://en.wikipedia.org/wiki/File:Chromatin_Structures.png)

In the next level of compaction, nucleosomes are packaged into the so-called 30 nm fiber. The exact structure of the 30 nm fiber is still under debate [van Holde and Zlatanova, 2007]. Moreover, the vast majority of studies investigating the 30 nm fiber have been carried out in vitro where linker histones, such as histone H1, stabilize the compact 30 nm structure [Robinson et al., 2006]. It is not clear if chromatin actually forms a regular 30 nm fiber in the nucleus [Campbell et al., 1978, Widom, 1998, van Holde and Zlatanova, 2007, Dekker, 2008].

Even less is known about higher levels of compaction. The chromosome fiber is assumed to form loops of varying levels of compaction according to the stage of the cell cycle [Bohn et al., 2007, Mateos-Langerak et al., 2009].
1.1.2.2 Heterochromatin and euchromatin

Although the structure of the 30 nm chromatin fiber in vivo is not fully elucidated, chromatin structure is believed to contribute to the regulation of gene expression [Allis et al., 2006]. In general, inactive regions are supposed to form a more compacted, inaccessible structure called heterochromatin. In contrast, euchromatin, or active chromatin, is present in a more open structure, more accessible to the transcription machinery. This has been demonstrated by monitoring the accessibility of DNA to endonuclease digestion in vivo or in isolated nuclei. Active chromatin does not necessarily imply that the genes in this region are ubiquitously expressed. It only means that this is possible.

A large number of chemical modifications of DNA and primarily of histones have been identified that contribute to the formation of eu- or heterochromatin. These include acetylation, methylation, ubiquitination, and SUMOylation of lysine residues that are generally enriched in the tails of the four core histones. Phosphorylation of serines and threonines are also occasionally of major importance. In addition to targeting the histone tails, there are several important modifications that are found in the body or on the “face” of the assembled nucleosome. The modifications have been shown to alter chromatin structure by changing the charge of the nucleosomes or by recruiting structural proteins and nucleosome remodelers. In general, histone modifications are at the base of epigenetic changes, although not all histone modifications are heritable.

1.2 Nuclear organization

The nucleus is the cellular compartment that incloses the genome. It contains several structural elements that can serve as scaffold for the spatial organization of the genome. First, there is the nuclear envelope (NE), a double lipid bilayer contiguous with the endoplasmatic reticulum that separates the nuclear content from the rest of the cell. The NE is studded with nuclear pores, which are used for transport of proteins and RNAs into and out of the nucleus, but also provide a compartmentalization of the NE. A second structural element of the nucleus is the nucleolus which enables the transcription, processing, and assembly of ribosomal RNA into pre-ribosomes. The nucleolus is not enclosed in a membrane, but usually occupies a distinct region of the nucleus. The nuclei of higher eukaryotes contain a fibrous network of intermediate filament proteins called the nuclear lamina. These are found both underlying the nuclear envelope and at sites throughout the nucleoplasm. The internal lamin might be part of a more extensive nucleoskeleton, although the components of this structure have never been elucidated.

The spatial localization of chromosome domains to these subcompartments of the nucleus has been shown to play a role in the activation or repression of genes (reviewed in [Sexton et al., 2007, Towbin et al., 2009]). Silent chromatin is often associated with the NE or the nucleolus. However, it is also known that peripheral localization alone is not sufficient to
ensure gene silencing. The additional presence of binding sites for silencing factors is required. More recently, it was shown that the relocalization of certain genes to nuclear pores in yeast even has an activating effect (reviewed in [Akhtar and Gasser, 2007]).

Many studies about nuclear organization and gene expression have been carried out in the budding yeast *Saccharomyces cerevisiae*. My thesis work focuses on processes within the nucleus of this organism. Therefore, I give an introduction to yeast and its nuclear organization in the next section.

### 1.2.1 Budding yeast

The budding yeast *Saccharomyces cerevisiae*, also called baker’s or brewer’s yeast because of its use as a fermenting agent, has been used as a model system since the 1930’s, when it was used to identify metabolic pathways. Yeast unites the practical advantages of bacteria with the central characteristics of all eukaryotic cells. On one hand, it has a relatively small genome, can be grown rapidly (the doubling time is about 90 min under optimal conditions), and is easy to manipulate genetically. On the other hand, being eukaryotic, it has linear chromosomes packaged into chromatin and contained in a discrete nucleus.

A further advantage of yeast is that it grows in either haploid (one copy of each chromosome) or diploid (two copies) state. Since the experimental analysis of gene function is much simpler in haploid cells, laboratory strains are usually kept in haploid state and prevented from forming diploids. In contrast, yeast cells are usually diploid in the wild. Haploid cells exist in two different mating types, termed a and α, reminiscent of the two sexes in mammals [Madhani, 2006]. If two haploid cells of different mating types encounter one another, mating type specific pheromones (called a and α factors) bind to the opposite cell and trigger cell cycle arrest and the production of proteins required for mating. The two cells then fuse and produce a diploid cell. Importantly, the fact that a and α factors stop cell cycle progression of the other mating type can be used to synchronize cell populations for cell cycle stage analyses.

In response to starvation conditions, diploid cells undergo sporulation resulting in a tetrad of four spores in a protective container called ascus. Two of these spores are of mating type a, the other two of mating type α. When conditions improve, the cells return to the proliferate state. Using this natural mechanism, haploid strains can be generated for laboratory work.

Cells divide by budding in both haploid and diploid state. Haploid wild type cells can switch their mating type at each cell division [Madhani, 2006]. Mating type switching is provoked by a site specific endonuclease (HO) that induces a DNA double-strand break at the mating type locus MAT. The break is repaired by homologous recombination (see section 1.3). The recombination template can be one out of two silent mating type loci, each representing one mating type. Since mating type switching occurs very frequently in wild type cells, they usually form diploids immediately after spores start growing. To prevent this in laboratory strains, mating type switching is inhibited by deletion of the *HO* gene.
Before I introduce the important aspects of nuclear organization specific to budding yeast, I give an introduction to the yeast cell cycle.

### 1.2.2 The cell cycle of budding yeast

Yeast cells divide in both haploid and diploid state. The term cell cycle subsumes the cellular events that lead to the birth of a new cell and the return of the mother cell to its initial state. This process comprises a sequence of tightly controlled steps including the duplication of each chromosome and the accurate segregation of the chromosome pairs into the two daughter cells.

The cell cycle can be divided into four phases (Figure 1.2). When cells are quiescent or not dividing, they generally accumulate in a phase called G0. Recovery from this quiescent state starts by entry into G1, a gap phase, in which cells accumulate the resources required for successful reproduction. The duplication of the genome by DNA replication takes place in the synthesis phase (S). S phase is followed by a second gap phase (G2). The separation of the chromosomes and the actual cell division take place during mitosis (M). Afterwards, both cells enter a new round of G1, from which they can either start a new division cycle or switch to G0.

Mitosis can be divided further into five subphases, which are defined on the basis of chromosome morphology in mammalian cells [Morgan, 2006]. In prophase, chromosomes start to condense and become visible under a light microscope. The nuclear envelope breaks down (not in yeast, see below), and chromosomes start to attach to the mitotic spindle apparatus, which will pull them later into the correct daughter cell. This intermediate stage is called prometaphase. In metaphase, the chromosomes are highly condensed and aligned at the center of the spindle apparatus.

The separation of sister chromatids (the two copies of one chromosome) takes place in anaphase. Telophase is the final subphase of mitosis, in which the nuclear membrane is reformed and the separation of the two genomes is finished.

The most important deviation of the budding yeast cell cycle from the progress described above is that yeast has a so-called closed mitosis. This means that there is no nuclear envelope breakdown in prometaphase. Instead, the nucleus itself divides (Figure 1.2). The spindle apparatus, which separates the sister chromatids, is connected to one of the two spindle pole bodies (SPB), which are embedded into the nuclear membrane [Jaspersen and Winey, 2004].

Additionally, the division of the cell starts much earlier in budding yeast. *S. cerevisiae* reproduces by budding which gave the species its common name. Already during S phase when the genome is replicated, a bud starts to bulge out of the mother cell. The bud enlarges during the cell cycle and separates from the mother at the end of mitosis. The daughter cell is considerably smaller than the mother [Porro et al., 2009]. Importantly, the continuous growth of the bud during the cell cycle provides a simple morphological indicator for the cell cycle stage.
Figure 1.2: The cell cycle of budding yeast. The stage of the cell cycle can be determined by looking at the size of the bud and location and shape of the nucleus. The duration of the whole cell cycle lies between 90 min and 120 min, depending on genomic background and growth conditions. The duration of the different phases is drawn on scale according to [Lord and Wheals, 1981].
1.2.3 Nuclear organization in yeast

Much information about the relationship between nuclear organization and nuclear functions has come from studies in yeast. The chromosomes in budding yeast show a distinct spatial organization. The telomeres (chromosome ends), ribosomal DNA (located in the nucleolus), and the silent mating type loci (HML and HMR) assume a heterochromatin-like structure whose integrity is important for processes such as epigenetic silencing, chromosome cohesion, perinuclear anchoring, and suppression of recombination. The 32 telomeres of a haploid yeast cell form 2-8 foci, which are preferentially located close to the nuclear periphery [Palladino et al., 1993, Gotta et al., 1996]. These telomere clusters sequester the silent information regulator proteins Sir2, Sir3, and Sir4, which nucleate telomeric silencing (repression of subtelomeric genes), away from internal loci [Palladino et al., 1993, Gotta et al., 1996, Taddei et al., 2009]. The centromeres are located close to the spindle pole body and opposite to the nucleolus throughout the cell cycle [Bystricky et al., 2005].

1.2.3.1 Telomere anchoring pathways

Yeast telomeres are anchored to the nuclear envelope via at least two partially redundant pathways [Hediger et al., 2002, Taddei et al., 2004]. One involves the Sir4 protein, which binds to the membrane-associated protein Esc1, the other one involves the yKu heterodimer. Different telomeres vary with respect to the preferred anchoring pathway and to the cell cycle dependency of telomeric anchoring.

Recently, an additional pathway for telomeric anchoring has been described, which relies on yKu and the telomeric proteins Est2 and Est1, as well as the integral membrane protein Mps3 [Schober et al., 2009].

1.2.3.2 Nuclear pores

There is growing evidence that the nuclear envelope in yeast is not homogeneous with respect to transcriptional control. In contrast to the transcriptionally silent telomere pools, nuclear pores seem to be centers for activation of certain genes (reviewed in [Akhtar and Gasser, 2007]). Additionally, the nuclear pore complex seems to be involved in DNA double-strand break repair (see also next section). [Therizols et al., 2006] reported that a part of the nuclear pore, the Nup84 complex, is required for the efficient repair of double-strand breaks (DSBs) in subtelomeric regions. Furthermore, it was shown that irreparable DSBs relocate to nuclear pores [Nagai et al., 2008, Kalocsay et al., 2009].

1.3 DNA damage

The survival of a species depends on the reliable propagation of the genetic material from generation to generation. High mutation rates in the germ line would imperil the species,
and high mutation rates in the soma could endanger survival of the individual. Mutations arise not only from erroneous DNA replication but also from DNA damage, which can occur spontaneously or can be caused by chemicals or radiation. Therefore, the stable maintenance of the genetic material requires not only accurate DNA replication, but also mechanisms for DNA damage repair. For the latter, cells have developed a complex control system to recognize DNA lesions and to prevent permanent mutations by a strict synchronization of damage repair with the cell cycle. If DNA damage is detected, cell cycle progression is stopped by checkpoint-signaling networks to allow repair before an alteration becomes permanent [Zhou and Elledge, 2000]. If the damage cannot be repaired, controlled cell death by apoptosis is induced.

1.3.1 Sources and types of DNA damage

DNA damage can be caused by external damaging agents like ultraviolet or ionizing radiation or chemical reagents. However, the source of the damage can also lie within the cell. Byproducts of cellular metabolism can lead to oxidation or alkylation of nucleotides [Hoeijmakers, 2001, Watson et al., 2003]. Over 100 oxidative modifications of DNA have been identified [Cadet et al., 1997]. Moreover, even without any direct source of damage, DNA is inherently unstable because spontaneous disintegration of chemical bonds can lead to deamination or depurination of nucleotide residues [Lindahl, 1993, Watson et al., 2003].

Apart from chemical modifications, errors in DNA replication can result in the insertion or deletion of bases leading to base pair mismatches. Furthermore, the topological structure of the DNA can be damaged by single-strand breaks, intra- or interstrand crosslinks, or double-strand breaks [Hoeijmakers, 2001]. DNA double-strand breaks (DSBs) are the most deleterious DNA lesions because they disrupt the connectivity of the DNA and can lead to loss of genetic information or deleterious gene fusions if inaccurately repaired. They can be generated by ionizing radiation, free radicals, and certain anti-tumor agents. Importantly, less severe types of DNA damage can indirectly cause DSBs during replication. For example, a replication fork can collapse when it encounters a nick in the DNA, and this collapse gives rise to a DSB [Watson et al., 2003]. Other lesions can also bring a replication fork to stall and eventually to collapse.

An immediate consequence of DNA damage is the obstruction or inhibition of transcription and replication. Long-term consequences of error-prone repair are permanent mutations in the genomic sequence and aberrant chromosomal translocations, which often correlate with cancer.

1.3.2 DNA damage repair

Considering the diversity of DNA damage, it is not surprising that there is no single mechanism that can repair all sorts of damage. There are at least four, partly overlapping pathways [Hoeijmakers, 2001], which are conserved from yeast to mammals: base excision
repair (BER), nucleotide excision repair (NER), non-homologous end joining (NHEJ), and homologous recombination (HR). Here, I focus on the repair of DSBs which can be achieved by NHEJ and by HR.

NHEJ simply religates the two ends of the break (Figure 1.3B). Depending on the origin of the lesion, this can reproduce the original sequence exactly or cause the loss of base pairs. Breaks created by a nuclease often retain complementary bases in an overhang and can be repaired by NHEJ without loss of information. In contrast, ionizing radiation usually leads to the damage or removal of base pairs at the break site. These lesions can only be repaired by imprecise NHEJ and lead to a change in the sequence [Shrivastav et al., 2008]. Thus, NHEJ is often referred to as "error-prone" DSB repair.

In contrast to NHEJ, HR is generally error-free. During HR, the ends of the DSB get partially resected leading to single-stranded 3' overhangs, and the missing sequence is resynthesized using a homologous sequence elsewhere in the genome (sister chromatids, homologous chromosomes, or homologous regions on the same or a different chromosome), see Figure 1.3A. After alignment of the homologous sequences, the single-stranded ends invade the homologous DNA template sequence and anneal to the respective complementary strand. This enables the repair polymerase to restore the destroyed and resected DNA sequences. The resulting intermediate structure (HOLLIDAY junction) can be resolved in two ways leading either to a gene conversion or a crossing over event [Watson et al., 2003].

NHEJ and HR compete for DSB repair, and the preference for one or the other depends on various conditions including species, cell type, and cell cycle stage. In mammals, both precise and imprecise NHEJ are very efficient. HR is only upregulated in S and G2 phase of the cell cycle when sister chromatids are available for HR. In mammals, HR may be particularly important for the restart of stalled or collapsed replication forks [Shrivastav et al., 2008].

In yeast, the fraction of "clean" breaks that are repaired by precise NHEJ has been estimated to be at least 25% [Clikeman et al., 2001]. However, imprecise NHEJ is very inefficient (0.01% to 0.2% cell survival if DSBs can only be repaired by imprecise NHEJ [Shrivastav et al., 2008]). Therefore, HR is the predominant DSB repair pathway, at least for "dirty" breaks such as those caused by ionizing radiation. Even in yeast, sister chromatids are the preferred template for repair if they are available [Shrivastav et al., 2008]. Intriguingly, HR in yeast is very efficient even for non-allelic (ectopic) homologous sequences [Aylon et al., 2003].

1.4 Chromatin movement and diffusion

Chromatin in the interphase nucleus is not static. Chromosomal loci have been shown to move up to 1 μm in a few seconds [Gasser, 2002,Soutoglou and Misteli, 2007]. The movement of genomic loci is involved in many types of DNA metabolism including transcription, replication and DNA damage repair [Akhtar and Gasser, 2007]. Although little is known
Figure 1.3: Schematic overview of the pathways for DNA double-strand break repair. HR uses a homologous template to repair the break accurately. This process involves the resection of the break ends and the invasion of the homologous sequence by the created 3' overhangs. The resolution of the resulting Holliday junction leads to either a gene conversion or a crossing over event. NHEJ simply religates the broken ends, possibly leading to loss or change of genetic information. See e.g. [Watson et al., 2003] for a detailed description of both pathways. This illustration is based on work on wikimedia commons (http://en.wikipedia.org/wiki/File:HR_schematic_diagram.svg, licensed under the Creative Commons Attribution ShareAlike 3.0 License, http://creativecommons.org/licenses/by-sa/3.0/).
about the source of the movement, it has been shown that a depletion of energy by lowering ATP levels leads to a dramatic decrease of chromatin movement [Gartenberg et al., 2004, Heun et al., 2001]. We could further show that chromatin remodeling complexes are able to increase the mobility of a chromosomal locus, possibly by increasing chromatin flexibility [Neumann et al., in preparation].

Despite these indications that the movement of chromosomes is not simply thermal motion, diffusive movement is nonetheless an important model. First of all, it is inescapable that there is always a thermal component in the movement of a chromosomal locus. The second and possibly more important reason is that it can be very insightful to compare experimentally derived data to the results of a diffusion model. This analysis can help to reveal the mechanisms that work in the cell in order to deviate from random motion.

1.4.1 Diffusion

In a physical system consisting of many particles each object possesses a certain amount of energy which is — on average over time — proportional to the absolute temperature. Therefore all particles are in constant motion and (at sufficient particle density, e.g. in a liquid) frequently collide with each other and change their direction of movement. This random movement of particles is called diffusion.

This process has two important consequences. First, concentration gradients are not stable. Diffusion leads to a transport of particles from regions with higher concentrations to those with lower concentrations until in equilibrium, the concentration of each species of particles is constant. Concentration gradients can only be actively maintained by the presence of sources and drains of concentration (e.g. regions of production and destruction of particles, respectively). This process of net particle transport along concentration gradients is called diffusion (in narrower sense) and is discussed in the following section.

Second, the position of a single object of interest is not stable. Due to the collisions with other particles it exerts a random walk or so-called Brownian motion. I analyze random walks in more detail in chapter 2.

1.4.2 Diffusion as a transport process

Molecular diffusion is the process of particle transport from regions of higher concentration to those of lower concentration. A classical demonstration experiment is the mixture of a colored solution (e.g. an iodine solution) with water. The water is carefully poured on top of the iodine solution in a cylinder so that no convection occurs. At the beginning, the two parts are well separated by a sharp border, but with time, the upper part gets more and more colored while the color fades in the lower part until finally, the whole solution is uniformly colored.

The assumption that the diffusing particles move independently justifies the reasoning that the flux of the diffusing substance through unit area of a section is proportional to the
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concentration gradient normal to that section:

\[ \vec{F} = -D \nabla C \]  

(1.1)

where \( \vec{F} \) is the flux and \( C \) is the concentration of the substance. This relation is known as Fick’s first law. The proportionality constant \( D \) is called the diffusion coefficient of the substance. In dilute solution, it can usually be taken as independent of the concentration.

Under the assumption that particles cannot be created or destroyed, a combination of the divergence theorem\(^2\) and the continuity equation\(^3\) yields Fick’s second law:

\[ \frac{\partial C(\vec{x}, t)}{\partial t} = \nabla (D \nabla C) \]  

(1.2)

and with constant \( D \):

\[ \frac{\partial C(\vec{x}, t)}{\partial t} = D \sum_{i=1}^{3} \frac{\partial^{2} C(\vec{x}, t)}{\partial x_{i}^{2}} \]

\[ \frac{\partial C(\vec{x}, t)}{\partial t} = D \Delta C(\vec{x}, t) \]  

(1.3)

where \( \Delta \) is the LAPLACE operator [Boas, 1983]. A more detailed derivation can be found in [Crank, 1975].

1.5 Aim of this study

The spatial organization of chromosomes and the dynamics of chromatin reorganization have been shown to be crucial for gene regulation and various aspects of DNA metabolism. However, the underlying mechanisms of the establishment and maintenance and the coordinated change of nuclear organization are poorly understood.

Mathematical and computational modeling are well-suited to address these questions. In contrast to a biological experiment, a theoretical model is under full control of the researcher, both actively (parameter manipulation) and passively (parameter readout). Single parameters, such as the position or mobility of a specific genomic locus, can be manipulated exactly without affecting the rest of the system. Moreover, even situations that are physiological, but difficult or impossible to induce in the laboratory (e.g. extreme gradients in temperature or viscosity, immobilization of an object at a specific position etc.) can be easily set up. The study of these situations can help substantially to elucidate the influence of a given parameter on the system. On the other hand, the values of variables of

\[ http://mathworld.wolfram.com/DivergenceTheorem.html \]
\[ http://en.wikipedia.org/wiki/Continuity_equation \]
interest can be measured with arbitrary precision that is only limited by the speed of the computer and the size of its memory.

In addition to the complete control over a theoretical model, the design of the model itself can be used to elucidate the biological situation. In most cases, it is necessary to simplify the model compared to the real situation. However, this is not necessarily a disadvantage, but instead can be a very powerful feature of theoretical modeling, because it allows the identification of the key components of the studied system that are essential to produce the observed behavior. One possible approach is therefore to start out with a minimal model and to investigate which components have to be added in order to reproduce the general behavior of the biological system.

The aim of my thesis work was to apply this approach to different aspects of the spatial organization of chromosomes and extrachromosomal elements in yeast. My special interest lay in the diffusion controlled behavior of these systems and in the influence of fundamental geometrical and physical parameters on this behavior. Concretely, I analyzed the following systems:

- the distribution of intrachromosomal telomere-telomere distances in yeast and the effects of the anchoring of telomeres (chapter 3)
- the influence of nuclear geometry on the diffusion of a plasmid during nuclear division (chapter 4)
- the influence of nuclear organization and specifically telomeric anchoring on the search for a template during homologous recombination in DNA damage repair (chapter 5).

Theoretical modeling of biological systems is most powerful in combination with wet lab experiments. In the GASSER lab, fluorescence microscopy is used extensively to study the spatial organization of the nucleus. In addition to the simulations introduced above that I have used to address important unresolved questions of nuclear organization, I have analyzed common methods that are used routinely to extract quantitative parameters from microscopic images in order to expand their applicability. I present this work in section 2.3.
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Methods

2.1 Fluorescence microscopy

A large part of my thesis work deals with fluorescence microscopy images. I analyzed methods that are frequently used to quantify fluorescent images (section 2.3), and I used fluorescence microscopy data obtained in budding yeast as a starting point as well as for experimental validation in various modeling projects (chapters 3, 4, 5). Therefore, I give an introduction into the methods we use for acquisition of fluorescence microscopy images in yeast. This section is based on [Meister et al., 2010].

Quantitative imaging techniques have improved dramatically in the last 15 years, both thanks to the rapid adaptation of naturally fluorescent proteins to cell biology and improvements in fluorescence microscopy. Methods are being continually perfected to enable the analysis and localization of endogenous yeast proteins and chromosomal loci in living cells [Michaelis et al., 1997, Rohner et al., 2008, Straight et al., 1996, Straight et al., 1997]. In addition to new microscopes, novel computational approaches for image analysis have become available, which facilitate the high resolution analysis of digital image stacks. These are generally captured on deconvolution widefield microscopes or with point scan or spinning disk confocal instruments [Hom et al., 2007]. While techniques of live microscopy are powerful, they are also not trivial to perform correctly. It is often hard to visualize more than two fluorophores at the same time, and the exposure to laser or high intensity light sources can provoke damage of both DNA and proteins. Particular care must be taken when dealing with mutants that can be damaged by conditions of fluorescence imaging. Maintenance of unperturbed growth conditions is essential for meaningful results, particularly for live imaging. Moreover, high resolution time-lapse microscopy often captures only one or a few cells per 3D stack, which means that the imaging itself takes considerable time. This makes it difficult to perform time-course experiments when several strains need to be analyzed by live microscopy in parallel. In these cases, cells can be fixed rapidly by formaldehyde, and the localization of proteins or DNA can be achieved by immunofluorescence (IF) or...
fluorescence *in situ* hybridization (FISH) or a combination of the two [Gotta et al., 1999]. In this overview, I focus on live cell imaging.

### 2.1.1 Tagging chromatin *in vivo*

The study of chromatin organization in living cells often exploits the recognition of integrated arrays by fluorescently labeled bacterial DNA binding factors (reviewed in [Hediger et al., 2004, Neumann et al., 2006]). The arrays consist of 128 to 256 copies of the recognition consensus. As few as 24 binding sites are probably sufficient to allow the formation of a visible spot in yeast, depending on the expression level of the fluorescently tagged binding protein.

Tagging yeast chromatin *in vivo* is a two step process. The first step involves the expression of a fusion between a DNA binding protein, a fluorescent protein and a nuclear localization signal. The most commonly used DNA binding proteins are the lac repressor fused to green fluorescent protein (GFP) as well as its cyan and yellow variants (CFP, YFP), and the tet repressor with GFP, CFP, YFP, and the monomeric variant of the red fluorescent protein (mRFP) [Lisby et al., 2003]. To improve the fluorescence signal, the fluorescent protein can be used in a tandem array (3x CFP), although this can also induce unwanted CFP-CFP interaction [Bressan et al., 2004]). Expression levels of these proteins have to be kept low, as overexpression leads to non-specific binding and slow-growing colonies. It is often useful to insert a low number of binding sites for another DNA-binding protein next to the repeats integrated at specific loci. This allows one to target another protein to the site of interest and to monitor its effect on the location of the locus. For example, often near an array of lacO sites, we have integrated lexA sites to allow targeting of the labeled locus to specific subnuclear compartments using lexA fusion proteins. The expression of a fusion between lexA and Yif1, an integral membrane protein, for example, anchors the chromatin at the nuclear envelope.

### 2.1.2 Determining the position of the nucleus

For precise chromatin localization studies as well as for dynamics, the nuclear volume has to be outlined. This can be achieved either by the expression of a nucleoporin fused to a fluorescent protein (commonly Nup49-GFP) or by using the nuclear background fluorescence created by a GFP fusion to an unbound DNA binding protein. However, diffuse fluorescence is only observed in cells expressing a tetR fusion, as lacI fusions tend to give very little background, probably due to a difference in the expression level of the proteins.

### 2.1.3 Image acquisition

Depending on the aim of the experiment, different setups can be used to image tagged chromatin *in vivo*. Whichever system is used, it is essential to check that the cells are able to
survive the high intensity light used for fluorescence illumination. It is therefore important to confirm for each experiment that illumination alone has no influence on cell physiology by testing cell cycle length in illuminated versus non-illuminated cells. Every microscopic system is a compromise between speed of acquisition (the higher the speed, the lower the amount of light that can be recorded), field of acquisition (in general, the bigger the field, the lower the speed) and resolution (higher resolutions decrease speed and signal, since each pixel on the image corresponds to a smaller part of the sample and more pixels take more time to acquire). A common rule for all systems is that since the yeast nucleus is small, the objective’s magnification should be at least 63x or ideally 100x. The numerical aperture (NA) should be as high as possible (between 1.3 and 1.45) to obtain as many details as possible from the sample (resolution power is inversely proportional to the NA).

The first image acquisition setup described here is based on an improved widefield microscope setup, with a regulated light source, rapid and precise z motion and rapid camera for image capture. Since there is no pinhole, light from out-of-focus planes will be recorded, which can be later used in deconvolution (image restoration algorithms which recalculate position of the emitted light based on an ideal or measured light spreading function). The main drawback of this system is phototoxicity from illumination, which prevents rapid frequent time lapse acquisitions.

The second, widely available system is a laser scanning microscope (LSM). These systems have been proven very useful in acquiring very fast time lapse recordings. Their limitation is again their phototoxicity, as the laser beam is focused on a single point in the sample, as well as the scan speed. Imaging is therefore always a compromise between laser power (which increases phototoxicity, while allows speed increase) and scan speed (essential for the identification of rapid movements observed for chromatin in vivo).

The third emerging system is based on a widefield high precision rapid microscope, but the light source is a laser, whose beam is focused on a disk with pinholes rotating at high speed. Similar speed as for LSM systems can be achieved, the out-of-focus light is filtered through the pinholes and phototoxicity is not critical, as the whole laser power is never focused on a single point in the sample.

Below, I discuss the individual setups and the critical points of each of these.

### 2.1.3.1 Widefield high precision rapid microscopy

For the imaging of a large number of cells, best results are obtained with a modified widefield high precision microscope. These microscopes are equipped with a piezo-electric focus either with the objective mounted on it directly or a piezo-electric table, which enables rapid scanning in z and capture of stacks of focal planes. The z distance between planes is carefully controlled and highly reproducible, while movement from one plane to the next is quasi instantaneous. To reduce phototoxicity from mercury lamp illumination or out of focus xenon illumination, generally a xenon lamp is coupled with a monochromator, which restricts the wavelength for fluorescence excitation by nanometer steps (320-680 nm continuous spectrum,
using either a 20 nm or 2-20 nm variable windows). Acquisition is achieved with a high resolution and highly sensitive CCD camera. Since yeast nuclei are small, it is essential if one wants to see fine details that the final pixel size with a 100x objective is between 60 and 80 nm. The readout of the camera by the computer is often the rate limiting factor of the system. Typically, high speed CCD cameras achieve about 30 frames per second, which prevents exposure times shorter than 30 ms.

This modified widefield microscopy is well adapted for measurements of the position of a locus relative to another locus or to a fixed structure (spindle pole body, nuclear periphery, and nucleolus) in a large number of cells. If two loci are to be observed, either two different excitation colors have to be used or the spots have to be of significantly different sizes (achieved by a large difference in the number of binding site repeats between the two tagged loci). 3D stacks of images are necessary to assess 3D localization of the locus, especially when measuring either spot-to-spot distances or evaluating the distance to the periphery (see section 2.3).

2.1.3.2 Laser scanning microscopy

Laser scanning systems are based on the rapid scanning of the sample by an excitation laser and recording of the emitted signal by photomultipliers. The out-of-focus light is blocked by a pinhole. While these systems are extremely well suited to discriminate wavelengths, the scanning speed is often the limiting factor for image acquisition. To track chromatin in individual cells, commercially available systems are well adapted. These systems, although slower than the newer spinning disks (see below), are fast enough to track very rapid chromatin movements (more 0.5 µm in 10 s, measured at 1.5 s intervals) [Heun et al., 2001]. Since the pixel size is set by the user, we recommend using pixel sizes no bigger than 100 nm to track chromatin in vivo. Similarly to the z focusing devices described above, a piezo table is essential to achieve speed and reproducibility in z position.

2.1.3.3 Spinning-disk systems

An important alternative to widefield and laser scanning microscopes are spinning disk (SD) confocals. SD microscopes are very similar to widefield systems in their shape. However, the excitation wavelengths are provided by lasers, which focus a beam on pinholes located on a high speed rotating disk. Every point of the focal plane is therefore illuminated several thousand times per second, but only for a fraction of a μs. The emitted light is filtered by passing through the pinholes to remove out-of-focus photons. Acquisition is achieved with a CCD camera, as for widefield systems. The overall quality of the picture is improved since due to the confocality of the system there is not the haze observed in widefield images. Moreover, due to the intermittent excitation of fluorophores by the laser created by the SD, these systems show little bleaching and create less damage to cells. They also allow high frequency imaging (limited again by the acquisition rate of the camera).
2.2 Random walks

In section 2.1, I have described how microscopy images can be acquired. Before I continue with an explanation of how we can extract quantitative kinetic data from these images, I give an introduction to random walks, which can be used as a theoretical model for the movement of a cellular object. These theoretical considerations are the basis both for the analysis (section 2.3) and for the prediction (e.g. chapter 4) of the movement of fluorescently labeled objects.

2.2.1 Free random walks

The most general random walk is a series of steps \( \vec{r}_i \) where each step is drawn from a random distribution.

\[
\vec{r}_N = \sum_{i=1}^{N} \vec{r}_i \quad \text{with} \quad \vec{r}_i = \begin{pmatrix} a_i \\ b_i \\ c_i \end{pmatrix}.
\] (2.1)

I make the usual assumption that each step is independent of all previous steps which makes the random walk a Markov chain [Feller, 1968]. However, I do not assume generally that each step direction is drawn with the same probability, but only that each direction is equally probable as the exactly opposite direction\(^1\). This set of requirements includes, for example, random walks on a cartesian lattice where every step is parallel to one of the coordinate axes\(^2\). Importantly, the results presented here do also not require constant step length. They are therefore directly applicable to the analysis of time lapse microscopy movies (see section 2.3.3).

An obvious quantity to ask for is the mean displacement of the walker after a given number of steps. However, from the independency of the steps and the fact that a step in any direction is equally probable as the exactly opposite step it follows that the mean displacement vanishes:

\[
\left| \sum_{i=1}^{N} \langle \vec{r}_i \rangle \right| = \left| \sum_{i=1}^{N} \langle \vec{r}_i \rangle \right| = 0.
\]

\(^1\)Random walks that do not fulfill this requirement are called random walks with drift, see e.g. [Berg, 1993].

\(^2\)Although for obvious reasons, lattice walks strongly deviate from the real movement of an object or the real conformation of a polymer, they can be used to study so-called universal quantities, which do not depend on the choice of the representative of the respective universality class [Binder, 1996].
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However, the mean squared displacement can be calculated as

\[
\langle \vec{r}_N^2 \rangle = \left\langle \left( \sum_{i=1}^{N} \vec{r}_i \right) \cdot \left( \sum_{j=1}^{N} \vec{r}_j \right) \rightangle
\]

(2.2)

\[
= \left\langle \sum_{i=1}^{N} \left( a_i^2 + b_i^2 + c_i^2 \right) + \sum_{i \neq j} (a_i a_j + b_i b_j + c_i c_j) \rightangle
\]

\[
= \sum_{i=1}^{N} \left( a_i^2 + b_i^2 + c_i^2 \right) + \sum_{i \neq j} \left( \langle a_i a_j \rangle + \langle b_i b_j \rangle + \langle c_i c_j \rangle \right).
\]

In the left sum, every summand is the square of the step length \( l_i \). In the right sum, \( a_i \) is independent of \( a_j \) for \( i \neq j \) and therefore \( \langle a_i a_j \rangle = \langle a_i \rangle \langle a_j \rangle \). Due to the isotropy of the movement, \( \langle a_i \rangle \) vanishes because each positive value of \( a_i \) is equally probable as the corresponding negative value. The same is, of course, true for \( b \) and \( c \). Thus, we get:

\[
\langle \vec{r}_N^2 \rangle = \sum_{i=1}^{N} l_i^2 + 0
\]

\[
\langle \vec{r}_N^2 \rangle = N l^2
\]

(2.3)

where \( l = \sqrt{\frac{1}{N} \sum l_i^2} \) is the quadratically averaged step length. This means that for a free random walk, the mean squared displacement is proportional to the number of steps, i.e. proportional to the time between two measurements (see also section 2.2.2).

This is not the case in the presence of obstacles (subdiffusion) or for directed motion (superdiffusion). I did not touch the effects of obstacles and directed motion in this work (see e.g. [Bouchaud and Georges, 1990]). However, I have studied extensively the effects of spatial confinement of the walker. I present the mean squared displacement (MSD) of this kind of movement in section 2.2.3. The MSD analysis is an important tool for quantifying the movement of fluorescently labeled objects in the cell (section 2.3.3).

2.2.2 Random walks and diffusion

In section 1.4 I have introduced diffusion as the random movement of particles. The effects of this process on concentration gradients are described by Fick’s first and second law. However, since each of the diffusing particles performs a random walk, there must be a connection between the quantities describing a random walk and those describing diffusion, namely the diffusion coefficient. In this section, I derive Fick’s second law based on the properties of a random walk. A comparison of coefficients allows the diffusion coefficient to be expressed using the step length and the time step of the random walk. These are the data we obtain from live cell imaging.

\(^3\) also called anomalous or obstructed diffusion
The mean squared displacement is independent of the time between observations. In section 2.2.1 I have shown that the mean squared displacement of a random walker is proportional to the number $N$ of steps between the two points of measurement (equation (2.3)). If one step takes time $\tau$ then one can write instead of equation (2.3):

$$\langle \vec{r}^2(t) \rangle = \frac{t}{\tau} l^2$$

$$\langle \vec{r}^2(t) \rangle = \frac{l^2}{\tau} t$$

with $t = N\tau$.

If the position is measured only every $n$ steps (e.g. when doing time lapse microscopy where it is impossible to resolve each step of a molecule), each set of $n$ steps is summed up to one larger step of quadratically averaged length $l_n$:

$$l_n^2 = nl^2$$

(equation (2.3)).

The time between two measurements is $\tau_n = n\tau$ and the mean squared displacement calculated from what I will call a “coarsened” walk is:

$$\langle \vec{r}^2(t) \rangle = \frac{l_n^2}{\tau_n} t = \frac{nl^2}{n\tau} t = \frac{l^2}{\tau} t,$$

giving the same result as before. This means that the MSD of a free random walk can be calculated from a simplified walk where each $n$ steps are combined into one larger step without changing the result. To emphasize that this result is not trivial, one can compare it to the length of the measured track. Even without an exact calculation (which is difficult because the mean absolute displacement is much harder to calculate than the mean squared displacement) it is obvious that the measured track length decreases dramatically when coarse-graining the track.

In a calculation or simulation, the reverse process is also possible, which is the replacement of each step by a series of $n$ smaller steps of length $l/\sqrt{n}$. In general, the time step and the step length can be changed without changing $\langle \vec{r}^2(t) \rangle$ as long as $l^2/\tau$ stays constant:

$$\frac{l^2}{\tau} = c.$$

Derivation of Fick’s second law  I mainly follow the derivation of EINSTEIN [Coffey et al., 2004, Fürth, 1926]. $C(\vec{x}, t)$ denotes the concentration of particles in a small volume element at position $\vec{x}$ and at time $t$. After a short time $\tau$, the concentration is the sum of the influx of concentration from all volume elements (including the one at position $\vec{x}$):

$$C(\vec{x}, t + \tau) = \int_V C(\vec{x} + \vec{s}, t) \Phi(\vec{s}) d\vec{s}.$$

(2.7)
Φ(⃗s) denotes the probability for a random walker to make a step of ⃗s. For a random walk with constant step length l, Φ has the form Φ(⃗s) = δ(|⃗s| − l) where δ denotes the delta distribution [Boas, 1983]. However, this is not required for the following derivation.

Under the assumption that τ is small, C(⃗x, t + τ) can be expanded in powers of τ:

\[ C(⃗x, t + τ) = C(⃗x, t) + τ \frac{∂C(⃗x, t)}{∂t} + O(τ^2). \]  (2.8)

Equally, C(⃗x + ⃗s, t) can be developed in powers of ⃗s:

\[ C(⃗x + ⃗s, t) = C(⃗x, t) + \sum_{i=1}^{3} s_i \frac{∂C(⃗x, t)}{∂x_i} + \frac{1}{2} \sum_{i,j=1}^{3} s_is_j \frac{∂^2 C(⃗x, t)}{∂x_i∂x_j} + ... \]  (2.9)

With this, equation (2.7) turns into:

\[
C(⃗x, t) + τ \frac{∂C(⃗x, t)}{∂t} + O(τ^2) = C(⃗x, t) \int_V Φ(⃗s) d⃗s + \sum_{i=1}^{3} s_i \frac{∂C(⃗x, t)}{∂x_i} \int_V s_i Φ(⃗s) d⃗s \\
+ \frac{1}{2} \sum_{i,j=1}^{3} s_is_j Φ(⃗s) d⃗s + \frac{1}{6} \sum_{i,j,k=1}^{3} \frac{∂^2 C(⃗x, t)}{∂x_i∂x_j∂x_k} \int_V s_is_j s_k Φ(⃗s) d⃗s + ...
\]  (2.10)

Φ(⃗s) is a probability density function with Φ(⃗s) = Φ(−⃗s) (because the walk is unbiased). From this, it follows (see appendix A.1):

\[ \int_V s_i^n Φ(⃗s) d⃗s = 0 \text{ for } n \in \{1, 3, 5, ...\}. \]

Moreover, since \( s_i \) and \( s_j \) are independent for \( i ≠ j \), also the corresponding integrals over products of components of ⃗s vanish if at least one of them occurs in an odd power. Therefore it follows:

\[
\int_V Φ(⃗s) d⃗s = 1 \\
\int_V s_i Φ(⃗s) d⃗s = 0 \\
\int_V s_is_j Φ(⃗s) d⃗s = 0 \text{ for } i ≠ j \\
\int_V s_i^2 Φ(⃗s) d⃗s = ⟨s_i^2⟩ \\
\int_V s_is_js_k Φ(⃗s) d⃗s = 0
\]
The assumption that all higher terms in equation (2.9) are at least of order $\tau^2$ is justified by equation (2.6). Thus, equation (2.10) can be simplified to:

$$\tau \frac{\partial C(\vec{x}, t)}{\partial t} = \frac{1}{2} \sum_{i=1}^{3} \langle s_i^2 \rangle \frac{\partial^2 C(\vec{x}, t)}{\partial x_i^2}$$

and with $\langle s_1^2 \rangle = \langle s_2^2 \rangle = \langle s_3^2 \rangle = \frac{l^2}{3}$

$$\frac{\partial C(\vec{x}, t)}{\partial t} = \frac{l^2}{6\tau} \sum_{i=1}^{3} \frac{\partial^2 C(\vec{x}, t)}{\partial x_i^2}$$

$$\frac{\partial C(\vec{x}, t)}{\partial t} = \frac{l^2}{6\tau} \Delta C(\vec{x}, t)$$

(2.11)

where $\Delta$ is the Laplace operator [Boas, 1983]. This equation is equivalent to Fick’s second law (1.3) and a comparison of coefficients yields:

$$D = \frac{\langle s_i^2 \rangle}{2\tau} = \frac{l^2}{6\tau}.$$  

(2.12)

With this result, equation (2.3) can be written as:

$$\langle r^2(t) \rangle = 6Dt.$$  

(2.13)

It is important to note that this formulation depends on the number of dimensions within which the walk takes place. The first equality in (2.12) always holds, but $\langle s_i^2 \rangle$ is not necessarily equal to $\frac{l^2}{3}$. It is equal to $\frac{l^2}{d}$ where $d$ is the number of dimensions of the walk. The general form of equations (2.12) and (2.13) is therefore:

$$D = \frac{l^2}{2d\tau}$$

(2.14)

$$\langle r^2(t) \rangle = 2dDt.$$  

(2.15)

This result shows that the diffusion coefficient can be derived directly from the mean squared displacement of the random walk.

### 2.2.3 Confined random walks

In many biological situations where the movement of an object can be modeled as a random walk, the walk is not entirely free. If nothing else, the envelope of the cell or a cellular compartment puts a constraint on the object’s movement: the random walk is confined. As a consequence of this confinement, the MSD of the random walk cannot be strictly linear any more because two points of the trajectory cannot be further apart from each other than the
greatest extension of the confining volume. Thus, the MSD curve is bounded. Moreover, with an increase of the time window, the correlation of two points on the trajectory will decrease and finally vanish in the limit of infinite time windows. From these two properties, it follows that the MSD curve must reach a plateau at large time windows. One can expect that the value of this plateau contains information about the size of the confinement. Furthermore, the confinement should have only a small impact on the displacement of the walker on small time scale. Therefore the slope of the curve for very small time windows should reveal information about the diffusion coefficient of the walker.

In this section, I present my results about these properties for different types of confinement.

2.2.3.1 Random walks inside a ball

The most simple type of confinement is a ball. This could be, for example, the whole yeast nucleus, which 3D confocal reconstruction confirms can be approximated as a sphere in G1 and early S phase cells. The simulation of random walks inside such a spherical confinement reveals that the MSD curve is very well described by an exponential approximation to the plateau (see Figure 2.1):

\[
\langle r_N^2 \rangle \approx a \left(1 - e^{-N/b}\right) \tag{2.16}
\]

The agreement is so good that one might speculate that this is indeed the exact relationship. However, I do not know of a proof for this conjecture. Although the entire curve can therefore not be calculated, the value of the plateau can.

**Calculation of the plateau value** As mentioned in the introductory paragraph the positions of the walker lose their correlation with increasing time window. Therefore the
value of the MSD plateau is the expectation value of the squared distance of two independent points inside the confining ball. I present two different ways to calculate the plateau value.

**Calculation using the distance distribution** It is more work to calculate the distribution function of the distance of two uniformly distributed spots than just the average squared distance. However, if the former is available, the latter is derived easily. Since I calculated the distribution function within the scope of one of my projects (section 3.4.2), I show this calculation here.

\[ P(\rho)d\rho \] is the probability that the distance of two uniformly distributed spots inside a sphere of radius 1 falls into the interval \([\rho, \rho + d\rho]\). I use equation (3.6):

\[
P(\rho)d\rho = 3\rho^2 - \frac{9}{4}\rho^3 + \frac{3}{16}\rho^5
\] (3.6)

With this we get the expected squared distance as

\[
\langle \rho^2 \rangle = \int_0^2 \rho^2 \cdot P(\rho) \, d\rho
\]

\[
= \int_0^2 (3\rho^4 - \frac{9}{4}\rho^5 + \frac{3}{16}\rho^7) \, d\rho
\]

\[
= \frac{3}{5}\rho^5 - \frac{3}{8}\rho^6 + \frac{3}{128}\rho^8 \bigg|_0^1
\]

\[
\langle \rho^2 \rangle = \frac{6}{5}
\] (2.17)

**Remark:** In a sphere of radius \(R\), we thus have \(\langle r^2 \rangle = R^2 \langle \rho^2 \rangle = \frac{6}{5}R^2\).

**Direct derivation** In the following, I present a more direct way to calculate the radius of constraint. Using this method, I show how the plateau of the MSD calculated from a projected trajectory relates to the full 3D MSD plateau. This is relevant for 3D imaging over time because the number of \(z\)-stacks that can be taken rapidly is too small to maximize resolution in \(z\). Therefore a 2D projection can increase the accuracy of analysis (see also section 2.3.3.4).

The idea of the direct derivation is to multiply the probability for spot 1 being at position \(\vec{r}_1\) and spot 2 at position \(\vec{r}_2\) with the respective squared distance \((\vec{r}_2 - \vec{r}_1)^2\) and integrate this term over the volumes \(V_1\) and \(V_2\) (which are both the whole ball). Since the spots are uniformly distributed, the probability for residing in a small volume \(dV\) is — independently of the position — \(\frac{dV}{V}\), where \(V = \frac{4}{3}\pi R^3\) is the volume of the ball. The desired mean squared distance can now be calculated as follows:

\[
\langle r^2 \rangle = \frac{1}{V^2} \int_{V_1} \int_{V_2} \left[ (x_2 - x_1)^2 + (y_2 - y_1)^2 + (z_2 - z_1)^2 \right] dV_1 dV_2
\]
The problem is symmetric in \( x, y, \) and \( z \), and therefore the three integrals above are equal:

\[
\langle r^2 \rangle = \frac{3}{V^2} \int_V \int_V (x_2 - x_1)^2 \, dV_1 \, dV_2
\] (2.18)

Moreover, a projection of the two points onto the \( xy \) plane just means that \( z_1 \) and \( z_2 \) are equal to 0, and the third summand vanishes. In general, if we project onto \( n \) dimensions we obtain:

\[
\langle r^2 \rangle = \frac{n}{V^2} \int_V \int_V (x_2 - x_1)^2 \, dV_1 \, dV_2
\] (2.19)

This integral can be further simplified:

\[
\langle r^2 \rangle = \frac{n}{V^2} \int_V \int_V (x_2 - x_1)^2 \, dV_1 \, dV_2
\]

\[
= \frac{n}{V^2} \int_V \int_V \left( x_2^2 - 2x_1x_2 + x_1^2 \right) \, dV_1 \, dV_2
\]

\[
= \frac{n}{V^2} \left[ V \int_V x_2^2 \, dV_2 + V \int_V x_1^2 \, dV_1 - 2 \int_V \int_V x_1x_2 \, dV_1 \, dV_2 \right].
\]

In the first two summands, one trivial integration has been executed. The resulting integrals are again equal due to symmetry between \( x_1 \) and \( x_2 \). The third integral vanishes, because the integration interval for \( x_1 \) (the same argument holds for \( x_2 \)) is symmetric with respect to 0 and the function \( x_1x_2 \) is antisymmetric in \( x_1 \) (see appendix A.1). Therefore we get:

\[
\langle r^2 \rangle = \frac{2n}{V} \int_V x^2 \, dV.
\] (2.20)

This integral can be calculated in various ways, I use spherical coordinates\(^1\) here:

\[
\langle r^2 \rangle = \frac{2n}{V} \int_V (r \sin \theta \cos \phi)^2 \cdot r^2 \sin \theta \, dr \, d\theta \, d\phi
\]

\[
= \frac{2n}{V} \int_0^R \int_0^\pi \int_0^{2\pi} r^4 \sin^3 \theta \, d\theta \, d\phi
\]

\[\text{http://mathworld.wolfram.com/SphericalCoordinates.html} \] (different usage of \( \theta \) and \( \phi \) )
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These are standard integrals, see appendix A.2. We finally get:

\[ \langle r^2 \rangle = \frac{2n}{\frac{4}{3} \pi R^3} \cdot \frac{4}{5} \cdot \pi \cdot R^5 \]

\[ \langle r^2 \rangle = \frac{2n}{5} R^2 \quad (2.21) \]

Without projection, we get \( \langle r^2 \rangle = \frac{6}{5} R^2 \), the same result as with the first approach. If the points are projected onto the \( xy \) plane, the MSD plateau has the value \( \langle r^2_p \rangle = \frac{4}{3} R^2 \). From this, we can see that at least the plateau of the MSD curve of a confined random walk shows the same relationship between a full 3D trajectory and a trajectory projected to the \( xy \) plane as a free random walk (see equation 2.73): \( \langle r^2_p \rangle = \frac{2}{3} \langle r^2 \rangle \). These results will be published in [Neumann et al., in preparation].

Importantly, this analysis shows that the radius of the confining ball can be reconstructed from the plateau of the MSD curve:

\[ R = \sqrt{\frac{\langle r^2 \rangle}{\frac{6}{5}}} \text{ in 3D} \]

\[ R = \sqrt{\frac{\langle r^2 \rangle}{\frac{5}{4}}} \text{ in a 2D projection} \quad (2.22) \]

The slope of the MSD curve. As pointed out before, the slope of the MSD curve for small time windows should contain information about the diffusion coefficient of the walker. In fact, it would be plausible if the slope at a time window of 0 would match the slope of the corresponding unconfined walk. The derivative of equation (2.16) is (with \( a = \frac{6}{5} R^2 \), equation (2.21)):

\[ \frac{d}{dN} \frac{6}{5} R^2 \left( 1 - e^{-N/b} \right) = \frac{6}{5} \frac{R^2}{b} e^{-N/b} \]

\[ \left. \frac{d}{dN} \frac{6}{5} R^2 \left( 1 - e^{-N/b} \right) \right|_{N=0} = \frac{\frac{6}{5} R^2}{b} \]

The slope of the free walk MSD is \( l^2 \) (equation (2.3)). If this is equal to the initial slope of the confined walk MSD, then \( b \) can be calculated:

\[ \frac{\frac{6}{5} R^2}{b} = l^2 \]

\[ b = \frac{\frac{6}{5} R^2}{l^2} = \frac{6R^2}{5l^2} \quad (2.23) \]

and

\[ \langle r^2_N \rangle \approx \frac{6}{5} R^2 \left( 1 - e^{-5NG/6R^2} \right) \quad (2.24) \]

\[ \langle r^2(t) \rangle \approx \frac{6}{5} R^2 \left( 1 - e^{-5Dt/R^2} \right) . \quad (2.25) \]
In the last line, I have used equation (2.12).

In the case of a simulation, equation (2.24) does not contain any free parameters any more. Therefore it can be compared directly to the MSD calculated from a simulation. If there is a good agreement, then — under the assumption of confinement to a ball — a least squares fit of equation (2.25) to an experimental data set can be used to acquire both the radius of constraint and the unconstrained diffusion coefficient simultaneously (see section 2.3.3).

Figure 2.2 shows the MSD of a simulated random walk confined to a ball in comparison to the theoretical prediction. Equation (2.24) reproduces the simulation result very well, but not as accurately as a fit of function (2.16) with two free parameters (compare Figure 2.1). This does not seem to be a step length effect since the simulation results are indistinguishable for step sizes between 0.001 and 0.1 (Figure 2.2B). Nonetheless, this shows that equation (2.25) is a useful model for the diffusion of a cellular object in a spherical volume.

![Figure 2.2: Theoretical prediction for the MSD of a random walk inside a ball. (A) MSD predicted by equation (2.24) and calculated from 100000 simulations with $R = 1$ and $l = 0.01$. The dashed lines show the plateau value and the MSD of the corresponding free random walk. (B) MSDs from each 100000 simulations with $l = 0.001$ and $l = 0.1$. The $x$ values had to be rescaled in order to compare the results. A value of 100 on the abscissa corresponds to 10000 time steps in the small step simulation and to 1 time step in the large step simulation (see section 2.2.2).]

Importantly, the decay constant $b$ depends only on the quotient $\frac{R}{l}$ and not on $R$ or $l$ explicitly (equation (2.23)). In a simulation, it is obvious that the time required for the MSD to reach the plateau does not change if the same factor is applied to the radius of constraint and the step length. A model function that would not have this property could not be correct. A consequence is that the time to reach the plateau depends quadratically on the radius of constraint (see also equation (2.25)). If the radius of constraint is doubled, both the value of the MSD plateau and the time required to reach it are multiplied by 4.
2.2.3.2 Confinement to the surface of a sphere

An important scaffold for nuclear organization in yeast is the nuclear periphery (see section 1.2.3). Although the interaction of nuclear objects with the periphery is typically transient, certain protein-bound sequences have high affinity for perinuclear structures leading to an enrichment of objects at the nuclear periphery. Therefore, the MSD of movement restricted to the surface of a sphere is worth investigating.

The calculation of the plateau value is analogous to that performed for movement inside the whole ball. One can use the distance distribution from section 3.4.2 (see also page 27):

\[ P(\rho)d\rho = \frac{\rho^2}{2} \]

and

\[ \langle \rho^2 \rangle = \int_0^2 \rho^2 \cdot P(\rho) \, d\rho = \int_0^2 \frac{\rho^4}{2} \, d\rho = \frac{\rho^4}{8} \bigg|_0^2 \]

\[ \langle \rho^2 \rangle = 2 \] (2.26)

\[ \langle r^2 \rangle = 2R^2. \] (2.27)

Alternatively, one can perform the direct calculation (see page 27):

\[ \langle r^2 \rangle = \frac{1}{S^2} \int_S \int_S [(x_2 - x_1)^2 + (y_2 - y_1)^2 + (z_2 - z_1)^2] \, dS_1 \, dS_2 \]

and with the same simplifications as before:

\[ \langle r^2 \rangle = \frac{2n}{S} \int_S x^2 \, dS. \] (2.28)

\( S = 4\pi R^2 \) is here the surface of the sphere. The integral can be calculated as:

\[ \langle r^2 \rangle = \frac{2n}{S} \int_S (R \sin \theta \cos \phi)^2 \cdot R^2 \sin \theta \, d\theta d\phi \]

\[ = \frac{2nR^4}{S} \int_0^\pi \sin^3 \theta \, d\theta \cdot \int_0^{2\pi} \cos^2 \phi \, d\phi \]
\[ \langle r^2 \rangle = \frac{2nR^4}{4\pi R^2} \cdot \frac{4}{3} \cdot \pi \]
\[ \langle r^2 \rangle = \frac{2n}{3} R^2. \] (2.29)

For \( n = 3 \) (i.e. without projection), this agrees with the previous result of \( \langle r^2 \rangle = 2R^2 \).

Computer simulations show that the MSD of a random walk on a spherical surface is also well modeled by an exponential approach towards the plateau, and analogous calculations as before lead to the theoretical prediction:

\[ b = \frac{2R^2}{l^2} \] (2.30)
\[ \langle r^2_N \rangle \approx 2R^2 \left( 1 - e^{-Nl^2/2R^2} \right) \] (2.31)
\[ \langle r^2(t) \rangle \approx 2R^2 \left( 1 - e^{-3Dt/R^2} \right). \] (2.32)

**Figure 2.3**: Theoretical prediction for the MSD of a random walk on the surface of a sphere. (A) MSD predicted by equation (2.31) and calculated from 100,000 simulations with \( R = 1 \) and \( l = 0.01 \). The dashed lines show the plateau value and the MSD of the corresponding free random walk. The prediction for the walk inside the sphere is shown in comparison.

I did not perform a statistical analysis but there is no visible deviation between prediction and simulation (Figure 2.3). It might look surprising that the initial slopes of both a walk inside the ball and on its surface are well described by the slope of the free walk MSD. It becomes plausible, however, if one considers the very broad applicability of equation (2.3). Indeed, relevant for cases like this one, section 2.2.1 mentions explicitly that a uniform distribution of step directions is not required for the derivation of this relation.

It has to be noted, however, that the above comparison of walks inside and on the surface of a ball require that the (quadratically averaged) step lengths are equal. This is not the
case, for example, if the surface walk is enforced by just eliminating the vector component of the step that is perpendicular to the surface. This results in a walk with a reduced step length $\hat{l}$ with $\hat{l}^2 = \frac{2}{3}l^2$.\footnote{I discuss the projection of walks in detail in section \ref{sec:projection}. Here I use this result, which is true for $l \ll R$, without derivation.}

2.3 Extraction of position and mobility of an object from microscopic data

In section \ref{sec:fluorescent-labeling}, I have introduced how fluorescent labeling of nuclear objects can be used to monitor their position under the microscope. However, image acquisition is only the first step in determining the position and mobility of a tagged object. In this section, I describe how single images and time lapse movies can be analyzed in order to obtain quantitative parameters in consideration of the limitations of fluorescence microscopy (e.g. with respect to resolution in time and space).

The first part of this section deals with extracting the position of a labeled object with respect to the nuclear envelope or other labeled regions of the nucleus. The second part introduces methods to determine the diffusion coefficient and the size of a possible confinement of the movement. This part makes substantial use of the previous section on random walks.

2.3.1 The 3D position of a tagged locus relative to the nuclear envelope

2.3.1.1 The three zone measurement

In order to determine the position of a tagged locus inside the nucleus, both the position of the center of the nucleus and of the locus have to be reconstructed from the microscopic images. As described in section \ref{sec:fluorescent-labeling}, the locus is usually labeled using lac or tet repressors fused to a fluorescent protein. The outline of the nucleus can be determined either by labeling a component of the nuclear pore complex or by using the background fluorescence given by unbound repressor proteins filling the nuclear volume. While the latter method allows reliable identification of the center of the nucleus, it is difficult to measure its exact size since background fluorescence fades at the boundary. Whenever the size of the nucleus or the exact location of the nuclear envelope (NE) is required, nuclear pore staining is recommended, as the boundaries of the nucleus are sharper.

The extraction of the shape of the NE and the position of a fluorescent spot from a stack of microscopic images has to deal with the anisotropy of the data, i.e. the difference in optical resolution along the optical axis of the microscope (z-axis) and perpendicular to
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it (x/y axes). One image (x/y direction) has a typical optical resolution of 200 nm (with a 100x objective) and is sampled with a pixel size of 50-100 nm. In contrast, the resolution in z is not better than 300 nm even for a confocal microscope, and the images of a stack are typically taken at 200 nm steps. In addition, the fluorescent staining of the nuclear pores close to the top and bottom of the nucleus becomes diffuse and fuzzy which impairs the reconstruction of the NE.

Ideally, one would want to directly measure the 3D distance between the nuclear rim and the tagged locus. A budding yeast nucleus can be accurately represented by an ellipsoid or even a sphere. One possibility is therefore to fit an ellipsoid to the nuclear pore staining and use it as a model for the NE. Equally, a 3D Gaussian distribution can be fitted to the staining of the locus in order to determine its position with high accuracy. The distance between the locus and the NE (or the center of the nucleus) can then be calculated using the ellipsoid and the position of the spot. However, due to the limited microscopic resolution in the z direction and the small size of the yeast nucleus, the localization of the NE is difficult. Attempts to solve this problem with high accuracy require custom-tailored multi-step processing [Berger et al., 2008], and to date no standard software has been established. On the other hand, if the position of the locus and of nuclear structures like the nucleolus have been determined accurately, a more detailed analysis of nuclear organization can be performed. If only the distance of a locus to the nuclear center is measured, the nucleus is treated as spherically symmetric, which is not the case. For example, the nucleolus and the spindle pole body are located at opposite ends of the nucleus and thereby define a distinct axial pattern. It has been proposed to use this axis as an additional landmark for locus position [Berger et al., 2008]. This allows to detect deviations of the distribution of spot positions from spherical symmetry.

To deal with the poor z resolution of microscopic stacks, an alternative method does not calculate the 3D distance between the spot and the NE directly, but exploits the fact that resolution is better in xy and a spot can be assigned to a specific plane of an image stack. One chooses the plane where the spot is brightest. In this plane, the nucleus is a circle, which can be partitioned into three concentric zones of equal area (Figure 2.4B). The spot position is then sorted into the outermost (zone 1), the intermediate (zone 2), or the innermost zone (zone 3). In order to obtain equal areas for the three zones, the circles separating zones 1 and 2 and 2 and 3, respectively, have to have radii of $\sqrt{2/3}R$ and $\sqrt{1/3}R$, where $R$ is the radius of the nucleus in the chosen plane.

For practical applications, we use the following procedure:

1. Measure the distance between the spot and the periphery along a nuclear diameter as well as the diameter itself. Several programs can be used to extract the coordinates of points of interest from an image. For this task, the freely available pointpicker plug-in\footnote{http://bigwww.epfl.ch/thevenaz/pointpicker/} for ImageJ is particularly useful.

34
Figure 2.4: (A) Fluorescence microscopy image of a yeast nucleus (1 plane of a stack). Nup49, a component of the nuclear pore complex, is fused to GFP to visualize the nuclear envelope. An array of lac operators is integrated into the genome and gets bound by a lacI-GFP fusion leading to a fluorescent spot. (B) For quantification, the ring representing the nuclear envelope in the plane where the spot is brightest is partitioned into three zones of equal area. The nuclear diameter in this plane (red arrow) and the distance of the spot to the periphery (black arrow) are measured and the spot is sorted into zone 1, 2, or 3.

2. Normalize the spot pore distance to the radius\(^7\) of the circle.

3. Sort the spot into zone 1 (if the normalized distance is less than \(1 - \frac{\sqrt{2}}{3}\)), zone 2 (if it is between \(1 - \frac{\sqrt{2}}{3}\) and \(1 - \frac{\sqrt{1}}{3}\)), or zone 3 (greater than \(1 - \frac{\sqrt{1}}{3}\)).

4. Compare the measured distribution to another one (different strain, condition etc.) or to a uniform distribution using e.g. a \(\chi^2\)-test. If only percentages of one zone (e.g. the outermost zone) are compared, a proportional test should be used.

By this method, the whole nucleus is divided into three equally sized volumes (this follows from the equality of the three cross sections at each \(z\) according to CAVALIERI’s principle). Therefore a uniformly distributed locus will be found with an equal probability of \(\frac{1}{3}\) in each of the three zones. However, the three zones do not coincide exactly with three concentric shells of equal volume, which is the desired partition of the nucleus for assessing if a locus is enriched at the nuclear periphery (Figure 2.5). Because of this deviation, the zone measurement is not an exact method to measure whether a labeled locus is enriched in one of the three shells, but importantly, the uniform distribution of a spot is detected without error (this is a direct consequence of the volume equality).

\(^7\)The distance is normalized to the radius according to mathematical convention. In principle, it is equally possible to normalize to the diameter, but then the following numbers have to be adapted.
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Figure 2.5: Vertical cut through the nucleus. Three shells of equal volume are shown in shades of blue. The three zones also add up to three equal volumes (the boundaries are shown as black lines), but these do not coincide exactly with the shells. For image quality reasons (see text), measurements in the pole regions of the nucleus have to be removed from the sample. These regions are displayed in grey. The removal affects neither each zone nor each shell to equal extent.

As mentioned before, the measurement of spot position with respect to the NE is particularly difficult close to the poles of the nucleus. To avoid severe measurement errors, cells in which the tagged locus resides close to the top or bottom of the nucleus have to be discarded. This decapping can include up to 25% of the planes on each side. This affects both shell (ideal 3D distance measurement) and zone measurements (as described above), because peripheral spots are more likely to be discarded than interior ones.

Below, I calculate the error that is introduced by the zone measurement and the impact of decapping on both shell and zone measurement results.

2.3.1.2 Calculation of the results of shell and zone measurement

The approach is to calculate the volumes of the nine intersections $Z_i \cap S_j, 1 \leq i, j \leq 3$ where $Z$ denotes a zone and $S$ a shell. If a distribution of spots in the shells is given, one can calculate how many spots will be measured in each zone or shell. The decapping of the nucleus can be expressed by only taking the volumes for $-c \leq z \leq c$ into account.

I normalize all lengths to $R$ (the radius of the nucleus), all areas to $\pi R^2$, and all volumes to $\frac{4}{3}\pi R^3$. Usually, Greek letters denote the dimensionless partners of their Latin counterparts, but this Greek/Latin correspondence cannot always be held up. I use the following identifiers:
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- $\gamma = \frac{c}{R}$: decapping parameter (see above)
- $\zeta = \frac{z}{R}$: normalized $z$ coordinate
- $\Omega(\mathcal{S}, \gamma)$: normalized volume of a subset $\mathcal{S}$ of the nucleus with the restriction $-\gamma \leq \zeta < \gamma$
- $N$: total number of cells including the ones where the measurement is discarded
- $\epsilon_j$: fraction of spots in shell $S_j$ (the quantity one wants to measure)

Then the measurement results can be expressed as follows:

- $\epsilon_j N \cdot \frac{\Omega(S_j, \gamma)}{\Omega(S_j, 1)}$: spots in shell $S_j$ that are not discarded.
- $\epsilon_j N \cdot \frac{\Omega(Z_i \cap S_j, \gamma)}{\Omega(S_j, \gamma)} = \frac{\epsilon_j N \cdot \Omega(Z_i \cap S_j, \gamma)}{\Omega(S_j, 1)}$: spots in shell $S_j$ that are measured in zone $Z_i$.
- $\alpha_i = \frac{\sum_j \epsilon_j N \cdot \frac{\Omega(Z_i \cap S_j, \gamma)}{\Omega(S_j, 1)}}{\sum_j \epsilon_j N \cdot \frac{\Omega(S_j, \gamma)}{\Omega(S_j, 1)}}$; fraction of spots measured in zone $Z_i$, the readout of the zone measurement. It should be noted that the number of the spots measured in zone $i$ has to be normalized to the total number of measured spots, which is not $N$. This is done in the analysis of experiments, and otherwise the fractions of zones 1, 2, and 3 would not sum up to 1. The number of measured spots depends on the three epsilon values, and this is the reason why $\alpha_i$ can depend non-linearly on $\epsilon_i$ (see e.g. Figure 2.7B).
- $\beta_i = \frac{\epsilon_j \cdot \frac{\Omega(S_i, \gamma)}{\Omega(S_i, 1)}}{\sum_j \epsilon_j \cdot \frac{\Omega(S_i, \gamma)}{\Omega(S_j, 1)}}$; fraction of spots measured in shell $S_i$.

Given these considerations, the problem has been reduced to calculating the volumes $\Omega(S_j, \gamma)$ and $\Omega(Z_i \cap S_j, \gamma)$ for $1 \leq i, j \leq 3$ and $0 \leq \gamma \leq 1$. I decided to use cartesian coordinates. The main integration is the one along the $z$ axis. Due to the symmetry of the problem with respect to this axis all $xy$ cross sections of the volumes of interest are rings (possibly degenerated to discs). Furthermore, the problem is symmetric with respect to the $xy$ plane. I use the following identifiers:

- $A(\zeta)$: a general normalized area at height $\zeta$
• $\Gamma(\mu_1, \mu_2)$: a general normalized volume between heights $0 \leq \mu_1 \leq \mu_2 \leq 1$. $\Gamma(\mu_1, \mu_2)$ already takes the symmetry with respect to the $xy$ plane into account. This means that the volume comprises both the regions with $\mu_1 \leq \zeta \leq \mu_2$ and with $-\mu_2 \leq \zeta \leq -\mu_1$.

The relation between $\Gamma$ and an integral over $A$ has to respect the different types of normalization (the factor 2 reflects the symmetry that I just discussed):

\[
\frac{4}{3}\pi R^3 \Gamma(\mu_1, \mu_2) = 2 \int_{\mu_1}^{\mu_2} \pi R^2 A(\zeta) \cdot R d\zeta.
\]

\[
\Gamma(\mu_1, \mu_2) = \frac{3}{2} \int_{\mu_1}^{\mu_2} A(\zeta) d\zeta.
\]

As mentioned, the $xy$ cross sections of the volumes of interest are rings. Therefore $A$ and $\Gamma$ can be rewritten as:

\[
\pi R^2 A(\zeta) = \pi (R \Psi_2(\zeta))^2 - \pi (R \Psi_1(\zeta))^2
\]

\[
A(\zeta) = \Psi_2^2(\zeta) - \Psi_1^2(\zeta),
\]

where $\Psi_1$ and $\Psi_2$ are the normalized outer and inner radius of the ring, and

\[
\Gamma(\mu_1, \mu_2) = \frac{3}{2} \int_{\mu_1}^{\mu_2} (\Psi_2^2(\zeta) - \Psi_1^2(\zeta)) d\zeta.
\]

The boundaries of the rings are always either the boundary of a zone or the boundary of a shell, which I denote with $\rho$ and $\sigma$, respectively. I use the following constants:

• $\rho_0 = 1$, $\sigma_0 = 1$, for convenience in notation
• $\rho_1 = \sqrt{\frac{2}{3}}$, $\sigma_1 = \sqrt{\frac{2}{3}}$, separating zones 1/2 and shells 1/2, respectively
• $\rho_2 = \sqrt{\frac{1}{3}}$, $\sigma_2 = \sqrt{\frac{1}{3}}$, separating zones 2/3 and shells 2/3, respectively
• $\rho_3 = 0$, $\sigma_3 = 0$, for convenience in notation

The radius (i.e. the distance from the $z$ axis) that separates two zones at height $\zeta$ is always of the form $\rho_i \sqrt{1 - \zeta^2}$, and the radius that separates two shells is of the form $\sqrt{\sigma_i^2 - \zeta^2}$. This follows directly from the definition of zones and spheres and the theorem of Pythagoras.

Four types of integrals will occur during the calculation. Always $\rho$ and $\rho'$ are elements of $\{\rho_0, ..., \rho_3\}$, and $\sigma$ and $\sigma'$ are elements of $\{\sigma_0, ..., \sigma_3\}$.
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1. Both boundaries are zone boundaries:

\[
\Gamma^{(\rho \rho)}(\mu_1, \mu_2, \rho, \rho') = \frac{3}{2} \int_{\mu_1}^{\mu_2} \left[ \rho^2 (1 - \zeta^2) - \rho'^2 (1 - \zeta^2) \right] d\zeta = \frac{3}{2} \int_{\mu_1}^{\mu_2} \left[ (\rho^2 - \rho'^2) - (\rho^2 - \rho'^2)\zeta^2 \right] d\zeta
\]

\[
\Gamma^{(\rho \rho)}(\mu_1, \mu_2, \rho, \rho') = \frac{3}{2} (\rho^2 - \rho'^2) (\mu_2 - \mu_1) - \frac{1}{2} (\rho^2 - \rho'^2) (\mu_2^3 - \mu_1^3).
\]

(2.33)

2. The outer boundary is a zone boundary, the inner a shell boundary:

\[
\Gamma^{(\rho \sigma)}(\mu_1, \mu_2, \rho, \sigma) = \frac{3}{2} \int_{\mu_1}^{\mu_2} \left[ \rho^2 (1 - \zeta^2) - (\sigma^2 - \zeta^2) \right] d\zeta = \frac{3}{2} \int_{\mu_1}^{\mu_2} \left[ (1 - \rho^2)\zeta^2 - (\sigma^2 - \rho^2) \right] d\zeta
\]

\[
\Gamma^{(\rho \sigma)}(\mu_1, \mu_2, \rho, \sigma) = \frac{1}{2} (1 - \rho^2) (\mu_2^3 - \mu_1^3) - \frac{3}{2} (\sigma^2 - \rho^2) (\mu_2 - \mu_1).
\]

(2.34)

3. The outer boundary is a shell boundary, the inner a zone boundary:

\[
\Gamma^{(\sigma \rho)}(\mu_1, \mu_2, \sigma, \rho) = -\Gamma^{(\rho \sigma)}(\mu_1, \mu_2, \rho, \sigma)
\]

(2.35)

4. Both boundaries are shell boundaries:

\[
\Gamma^{(\sigma \sigma)}(\mu_1, \mu_2, \sigma, \sigma') = \frac{3}{2} \int_{\mu_1}^{\mu_2} \left[ (\sigma^2 - \zeta^2) - (\sigma'^2 - \zeta^2) \right] d\zeta = \frac{3}{2} \int_{\mu_1}^{\mu_2} \left[ (\sigma^2 - \sigma'^2) \right] d\zeta
\]

\[
\Gamma^{(\sigma \sigma)}(\mu_1, \mu_2, \sigma, \sigma') = \frac{3}{2} (\sigma^2 - \sigma'^2) (\mu_2 - \mu_1).
\]

(2.36)

The surface of the whole sphere can be used either as a zone or as a shell boundary. In the following, I consider it as a shell boundary. If the inner boundary is degenerated to the z axis, it can be considered as a zone boundary with \(\rho = \rho_3 = 0\).

Depending on the size of the removed caps (i.e. the value of \(\gamma\)), some case differentiations have to be done. The boundary values of the case differentiations are the values of \(\zeta\) at which zone and shell boundaries intersect (see Figure 2.6):
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Figure 2.6: Vertical cut through the nucleus. Three shells of equal volume are shown in shades of blue. The zone boundaries are shown as black lines. Important for the calculations are the values of $\zeta$ for the intersections of zone and shell boundaries. $\zeta = \zeta_1$ marks the intersection of the boundaries between zones 1/2 and shells 1/2, $\zeta = \zeta_2$ the intersection of the boundaries between zones 2/3 and shells 1/2, and $\zeta = \lambda_2$ the intersection of the boundaries between zones 2/3 and shells 2/3.

\[
\begin{align*}
\rho_1 (1 - \zeta_1^2) &= \sigma_1^2 - \zeta_1^2 \quad \iff \quad \zeta_1 = \sqrt{\frac{\sigma_1^2 - \rho_1^2}{1 - \rho_1^2}} \\
\rho_2 (1 - \zeta_2^2) &= \sigma_2^2 - \zeta_2^2 \quad \iff \quad \zeta_2 = \sqrt{\frac{\sigma_2^2 - \rho_2^2}{1 - \rho_2^2}} \\
\rho_2 (1 - \lambda_2^2) &= \sigma_2^2 - \lambda_2^2 \quad \iff \quad \lambda_2 = \sqrt{\frac{\sigma_2^2 - \rho_2^2}{1 - \rho_2^2}}
\end{align*}
\]

$\lambda_1$ would denote the height at which the boundaries between zones 1/2 and shells 2/3 intersect, but this intersection does not exist.

With these preparatory results, the volumes of the shells and their intersections with the zones can be written as:

\[
\Omega(S_1, \gamma) = \begin{cases} 
\Gamma^{(\sigma_0)}(0, \gamma, \sigma_0, \sigma_1), & \text{for } 0 \leq \gamma < \sigma_1 \\
\Gamma^{(\sigma_0)}(0, \sigma_1, \sigma_0, \sigma_1) + \Gamma^{(\sigma_0)}(\sigma_1, \gamma, \sigma_0, \rho_3), & \text{for } \sigma_1 \leq \gamma \leq 1
\end{cases}
\]  
(2.37)
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\[ \Omega(S_2, \gamma) = \begin{cases} \Gamma^{(\sigma\rho)}(0, \gamma, \sigma_1, \sigma_2), & \text{for } 0 \leq \gamma < \sigma_2 \\ \Gamma^{(\sigma\rho)}(0, \sigma_2, \sigma_1, \sigma_2) + \Gamma^{(\sigma\rho)}(\sigma_2, \gamma, \sigma_1, \rho_3), & \text{for } \sigma_2 \leq \gamma < \sigma_1 \\ \Gamma^{(\sigma\rho)}(0, \sigma_2, \sigma_1, \sigma_2) + \Gamma^{(\sigma\rho)}(\sigma_2, \sigma_1, \rho_3), & \text{for } \sigma_1 \leq \gamma \leq 1 \end{cases} \] (2.38)

\[ \Omega(S_3, \gamma) = \begin{cases} \Gamma^{(\sigma\rho)}(0, \gamma, \sigma_2, \rho_3), & \text{for } 0 \leq \gamma < \sigma_2 \\ \Gamma^{(\sigma\rho)}(0, \sigma_2, \sigma_2, \rho_3), & \text{for } \sigma_2 \leq \gamma \leq 1 \end{cases} \] (2.39)

\[ \Omega(Z_1 \cap S_1, \gamma) = \begin{cases} \Gamma^{(\sigma\sigma)}(0, \gamma, \sigma_0, \sigma_1), & \text{for } 0 \leq \gamma < \zeta_1 \\ \Gamma^{(\sigma\sigma)}(0, \zeta_1, \sigma_0, \sigma_1) + \Gamma^{(\sigma\rho)}(\zeta_1, \gamma, \sigma_0, \rho_1), & \text{for } \zeta_1 \leq \gamma \leq 1 \end{cases} \] (2.40)

\[ \Omega(Z_1 \cap S_2, \gamma) = \begin{cases} \Gamma^{(\sigma\rho)}(0, \gamma, \sigma_1, \rho_1), & \text{for } 0 \leq \gamma < \zeta_1 \\ \Gamma^{(\sigma\rho)}(0, \zeta_1, \sigma_1, \rho_1), & \text{for } \zeta_1 \leq \gamma \leq 1 \end{cases} \] (2.41)

\[ \Omega(Z_1 \cap S_3, \gamma) = 0 \] (2.42)

\[ \Omega(Z_2 \cap S_1, \gamma) = \begin{cases} 0, & \text{for } 0 \leq \gamma < \zeta_1 \\ \Gamma^{(\sigma\sigma)}(\zeta_1, \gamma, \rho_1, \sigma_1), & \text{for } \zeta_1 \leq \gamma < \zeta_2 \\ \Gamma^{(\sigma\sigma)}(\zeta_1, \zeta_2, \rho_1, \sigma_1) + \Gamma^{(\sigma\rho)}(\zeta_2, \gamma, \rho_1, \rho_2), & \text{for } \zeta_2 \leq \gamma \leq 1 \end{cases} \] (2.43)

\[ \Omega(Z_2 \cap S_2, \gamma) = \begin{cases} \Gamma^{(\sigma\sigma)}(0, \gamma, \rho_1, \sigma_1), & \text{for } 0 \leq \gamma < \lambda_2 \\ \Gamma^{(\sigma\sigma)}(0, \lambda_2, \rho_1, \sigma_1) + \Gamma^{(\sigma\rho)}(\lambda_2, \gamma, \rho_1, \rho_2), & \text{for } \lambda_2 \leq \gamma < \zeta_1 \\ \Gamma^{(\sigma\sigma)}(0, \lambda_2, \rho_1, \sigma_1) + \Gamma^{(\sigma\rho)}(\lambda_2, \zeta_1, \rho_1, \rho_2) + \Gamma^{(\sigma\rho)}(\zeta_1, \gamma, \sigma_1, \rho_2), & \text{for } \zeta_1 \leq \gamma < \zeta_2 \\ \Gamma^{(\sigma\sigma)}(0, \lambda_2, \sigma_1, \rho_1) + \Gamma^{(\sigma\rho)}(\lambda_2, \zeta_1, \rho_1, \rho_2) + \Gamma^{(\sigma\rho)}(\zeta_1, \sigma_1, \rho_2), & \text{for } \zeta_2 \leq \gamma \leq 1 \end{cases} \] (2.44)

\[ \Omega(Z_2 \cap S_3, \gamma) = \begin{cases} \Gamma^{(\sigma\rho)}(0, \gamma, \sigma_2, \rho_2), & \text{for } 0 \leq \gamma < \lambda_2 \\ \Gamma^{(\sigma\rho)}(0, \lambda_2, \sigma_2, \rho_2), & \text{for } \lambda_2 \leq \gamma \leq 1 \end{cases} \] (2.45)

\[ \Omega(Z_3 \cap S_1, \gamma) = \begin{cases} 0, & \text{for } 0 \leq \gamma < \zeta_2 \\ \Gamma^{(\sigma\sigma)}(\zeta_2, \gamma, \rho_2, \sigma_1), & \text{for } \zeta_2 \leq \gamma < \sigma_1 \\ \Gamma^{(\sigma\sigma)}(\zeta_2, \sigma_1, \rho_2, \sigma_1) + \Gamma^{(\sigma\rho)}(\sigma_1, \gamma, \rho_2, \rho_3), & \text{for } \sigma_1 \leq \gamma \leq 1 \end{cases} \] (2.46)

\[ \Omega(Z_3 \cap S_2, \gamma) = \begin{cases} 0, & \text{for } 0 \leq \gamma < \lambda_2 \\ \Gamma^{(\sigma\sigma)}(\lambda_2, \gamma, \rho_2, \sigma_2), & \text{for } \lambda_2 \leq \gamma < \sigma_2 \\ \Gamma^{(\sigma\sigma)}(\lambda_2, \rho_2, \rho_2, \sigma_2) + \Gamma^{(\sigma\rho)}(\sigma_2, \gamma, \rho_2, \rho_3), & \text{for } \sigma_2 \leq \gamma < \zeta_2 \\ \Gamma^{(\sigma\sigma)}(\lambda_2, \rho_2, \rho_2, \sigma_2) + \Gamma^{(\sigma\rho)}(\lambda_2, \zeta_2, \rho_2, \rho_3) + \Gamma^{(\sigma\rho)}(\zeta_2, \gamma, \sigma_1, \rho_3), & \text{for } \zeta_2 \leq \gamma < \sigma_1 \\ \Gamma^{(\sigma\sigma)}(\lambda_2, \zeta_2, \sigma_1, \rho_3), & \text{for } \sigma_1 \leq \gamma \leq 1 \end{cases} \] (2.47)
\[ \Omega(Z_3 \cap S_3, \gamma) = \begin{cases} 
\Gamma^{(\rho\rho)}(0, \gamma, \rho_2, \rho_3), & \text{for } 0 \leq \gamma < \lambda_2 \\
\Gamma^{(\rho\rho)}(0, \lambda_2, \rho_2, \rho_3) + \Gamma^{(\sigma\rho)}(\lambda_2, \gamma, \sigma_2, \rho_3), & \text{for } \lambda_2 \leq \gamma < \sigma_2 \\
\Gamma^{(\rho\rho)}(0, \lambda_2, \rho_2, \rho_3) + \Gamma^{(\sigma\rho)}(\lambda_2, \sigma_2, \sigma_2, \rho_3), & \text{for } \sigma_2 \leq \gamma \leq 1 
\end{cases} \] (2.48)

With these results, the given equations for \( \alpha_i \) and \( \beta_i \) (see page 37) can be used to calculate the zone and shell measurement results for any given \( \gamma \) and \( \epsilon_{1,2,3} \). I have implemented the calculation as a Perl class.

2.3.1.3 Results and discussion

In order to determine the most accurate method for quantifying object distributions (2D-zone or 3D-shell), I calculated their deviations from the respective true distribution. Figure 2.7 shows how well enrichments in the three different zones are measured by either shell or zone measurements with no or maximal decapping (\( c = 0.5R \)) of the nucleus. Without decapping the shell measurement gives exactly what is supposed to be measured and is therefore without error (Figure 2.7 panels A, C, E). The zone measurement reflects a uniform distribution of spots correctly, but without decapping it shows a considerable deviation from the true enrichment, especially in the intermediate zone. Importantly, this deviation is always conservative, i.e. both depletion and enrichment are underestimated. Therefore a measured depletion or enrichment cannot be an artifact of the method.

With a decapping of 0.5\( R \) at the top and bottom of the nucleus, both zone and shell measurement results are changed (Figure 2.7 panels B, D, F). The shell measurement stays accurate only for extreme depletions or enrichments. An enrichment in the outermost shell is now more precisely reported by the zone measurement than by the shell measurement. However, this is not the case for the intermediate shell, where the shell measurement performs much better. For the innermost shell, the shell measurement is best at extreme enrichment values, but shows a moderate enrichment even when there is none. The zone measurement performs very well for depletion and small enrichments, but quite badly for strong enrichments. However, the zone measurement — in contrast to the shell measurement — is always conservative, i.e. closer to a uniform distribution than is the true distribution of spots.

Figure 2.8 compares the measured enrichments as a function of the amount of decapping. As a consequence of the design of the zone measurement, it always reflects the uniform distribution of spots exactly, independently of the amount of decapping. The data for an enrichment of 60% in the respective zone show again that the zone measurement is best for the outermost shell, where it performs better than the shell measurement in the practical range of decapping, the shell measurement is best for the intermediate shell, and they are both rather inaccurate for the innermost shell. The shell measurement consistently overestimates an enrichment in the innermost shell. Both methods perform better at 0.4\( R \) than at 0.5\( R \) decapping.

\footnote{see http://www.perl.org}
Figure 2.7: Measured fractions in zones and shells depending on the true fraction in the respective shell. Without decapping of the nucleus (A, C, E) the shell measurement is always exact. If the measurements in the pole caps of the nucleus (height 0.5R, compare Figure 2.5) are discarded (B, D, F) both types of measurements deviate from the true enrichment. A fraction of $\frac{1}{3}$ corresponds to a uniform distribution, 0.6 is a typical fraction e.g. for an anchored yeast telomere [Hediger et al., 2002].
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Figure 2.8: Measured fractions in zones and shells depending on the amount of decapping. For a uniform distribution of spots (A, C, E) the zone measurement is exact, independently of the amount of decapping. The shell measurement is best in shell 2 but suffers severely from the decapping in shells 1 and 3. Panel B, D, F show the measured fractions of spots for an fraction of 60% in the respective shell.
Although Figures 2.7 and 2.8 are the natural way to present the results of my calculations, it remained difficult to assess what they imply for the three zone analysis of experimental data. Therefore, I plotted the results for some scenarios that can arise in experimental data sets (Figure 2.9). As one would expect based on the results shown above, a high fraction (80%) of spots in the outermost shell is well reproduced by the zone measurement (panel A). This is also true for depletion in this shell, although it is slightly underestimated (panel B).

In contrast, an enrichment in the intermediate shell is severely underestimated by the zone measurement (panels C and D). Nonetheless, a fraction of 50% (panel D) can still be distinguished significantly from a random distribution at a sample size of 90 or more. For the innermost shell (panels E and F), even a sample size of 50 is sufficient.

I have already pointed out that the zone measurement is always conservative and that therefore the depletion or enrichment of a locus in one of the zones cannot be an artifact of the method. In contrast to this reliability of the method when comparing the fraction in one zone to that of a uniform distribution, it can be misleading to compare the values for different zones to each other without correction. For example, it cannot be concluded from Figure 2.9C that the spot resides more often in the outermost than in the innermost shell (the true fractions are both 10%). The same is true for the shell measurement in the presence of decapping (e.g. Figure 2.9D).

The analytical calculation of the errors of zone and shell measurement raises the question if the results can be used to compensate for these errors. However, a critical requirement for such a correction is that the amount of decapping is known and constant throughout the measured sample. In practical situations, this is often not the case, as it depends on the quality of the images. Furthermore, the above analysis is based on the assumption that the spot distribution is spherically symmetric. In a cell, this assumption is not always fulfilled exactly. For example, the nucleolus occupies a certain region close to the periphery and thereby blocks it for many objects. These restrictions do not invalidate the above analysis but they make it questionable if an error compensation based on the analysis would make the results more reliable.

In summary, the zone measurement is a useful tool to determine the 3D position of a fluorescent spot with respect to the nuclear envelope, specifically if spots in the pole regions of the nucleus are discarded. It performs best in the outermost zone (zone 1), that is for identifying perinuclear or NE association. The deviations of the measured fractions of spots in zone 1, 2, and 3 from the true fractions in the respective shells are always conservative for both depletions and enrichments, which implies that a measured deviation from the uniform distribution cannot be an artifact. In contrast, the comparison of two zones to each other can be misleading. One practical outcome of this analysis is that a decapping of 0.4R is favorable compared to 0.5R.
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Figure 2.9: Measured fractions in zones and shells in typical scenarios: (A) High fraction (80%) in the outermost shell (shell 1). (B) Depletion (10% of the spots) in shell 1. (C) High fraction (80%) in the intermediate shell (shell 2). (D) Moderate enrichment (50% of the spots) in shell 2. (E) High fraction (80%) in the innermost shell (shell 3). (F) Moderate enrichment (50% of the spots) in shell 3.
2.3.2 The position relative to other structures

In order to further investigate the function of locus position, it is interesting to know if a locus binds to a structural component of the nucleus. This can be investigated by staining the locus in one color and the structure of interest in another color and observing their colocalization. However, unless the locus is excluded from the structure, even in the absence of specific binding, a certain level of random colocalization will be detected, and its degree depends on size and form of the structure. In order to assess whether experimentally obtained colocalization values are significant or not, it is helpful to know the expected degree of colocalization for a uniformly distributed locus. This can be calculated as the ratio between the volume of the region in which the spot is considered colocalizing with the structure and the total volume available to the spot.

An application of this approach is the binding of a locus to nuclear pores [Schober et al., 2009]. Binding of chromatin to pores has been shown to be involved in important nuclear processes such as transcriptional activation (reviewed in [Akhtar and Gasser, 2007]) and processing of irreparable double-strand breaks [Nagai et al., 2008]. The diffraction limited resolution of a light microscope is not sufficient to distinguish the binding of a locus to nuclear pores from its binding to other components at the nuclear envelope (NE). A genetic trick to circumvent this problem is to examine a yeast strain with an N-terminal deletion of the nuclear pore component $NUP133$. In this mutant the pores are not distributed all over the NE but clustered on one side of the nucleus (Figure 2.10). A high degree of colocalization of a locus with this pore cluster can be an indication for binding to nuclear pores.

![Nuclear pores](image)

**Figure 2.10:** Nuclear pores (red) and tagged locus (green). The two left images in the upper panel are not deconvolved, the other images are deconvolved. In the $nup133\Delta N$ mutant the nuclear pores form a cluster [Schober et al., 2009].
2.3.2.1 Calculation of the spot pore cluster colocalization

In our model, the pore cluster is represented by a conical disc at the periphery of the nucleus. The spot is considered to colocalize with the cluster if it at least touches it (Figure 2.11). This definition results in a certain region for the center of the spot which represents colocalization. The expected degree of colocalization is the ratio between this colocalization volume and the total volume that is available to the spot. This ratio can be calculated analytically.

Figure 2.11: Analytical model for spot cluster colocalization [Schober et al., 2009]. (A) The pore cluster is modeled as a conical disk at the periphery of the nucleus. The thickness $d_0$, the diameter $l_0$, and the radius of the spot $r$ were measured in 3D reconstructions of microscopic images. A possible outline of the nucleus is shown for illustration. (B) The expected colocalization for a random spot was calculated analytically as a fraction of volumes (see text). The figure shows a cut through the model. The pore cluster is a conical layer shown in red. The spot is considered as colocalizing if it at least touches the pore cluster, which results in the colocalization region shown in green. For the calculation this region is approximated again by a conical layer outlined in dark green (see also the blow up in the left part of the figure). In the parameter range used here this causes an error in the volume calculation of less than 5%. The nucleolus is shown in grey. It is assumed not to overlap with the pore cluster, and under this condition, its exact position is irrelevant to the calculation. Shell 1 (see text) is shown in light blue.

First I calculate the expected colocalization for a spot whose position is uniformly distributed throughout the nucleus. The key parameters are the diameter and thickness of the cluster and the radius of the spot. A volume fraction which is inaccessible for the spot (e.g. the nucleolus) can easily be included. A non-pore-associated enrichment in
the outermost shell of the nucleus is relevant for important chromosomal interactions and therefore calculated subsequently.

I use the following identifiers:

- $R$: radius of the nucleus
- $V_{\text{tot}} = \frac{4}{3} \pi R^3$: total volume of the nucleus
- $C$: volume of the colocalization region
- $\gamma = \frac{C}{V_{\text{tot}}}$: dimensionless variant
- $V$: accessible volume
- $\nu = \frac{V}{V_{\text{tot}}}$: dimensionless variant
- $d$: thickness of the colocalization volume (not the cluster)
- $\sigma_d = \frac{R-d}{R}$: see Figure 2.11
- $\Theta$: measure for the radius of the colocalization volume (not the cluster), see Figure 2.11

With this, the expected colocalization $\zeta$ can be written as:

$$\zeta = \frac{C}{V} = \frac{\gamma}{\nu}$$

(2.49)

Using spherical coordinates\footnote{http://mathworld.wolfram.com/SphericalCoordinates.html (different usage of $\theta$ and $\phi$)} the colocalization volume can be calculated as the following integral:

$$C = \int_{r_1}^{r_2} \int_{0}^{\pi} r^2 \sin \theta \, d\theta d\phi$$

(2.50)

\[= 2\pi \cdot \frac{1}{3} \left( r_2^3 - r_1^3 \right) (1 - \cos \Theta)\]
\[= 2\pi \cdot \frac{1}{3} \left( R^3 - (\sigma_d R)^3 \right) (1 - \cos \Theta)\]

$$C = \frac{2}{3} \pi R^3 \left( 1 - \sigma_d^3 \right) (1 - \cos \Theta)$$

(2.51)

$$\gamma = \frac{1}{2} \left( 1 - \sigma_d^3 \right) (1 - \cos \Theta).$$

(2.52)

For $\nu = 1$, $\zeta$ is equal to $\gamma$:

$$\zeta = \frac{1}{2} \left( 1 - \sigma_d^3 \right) (1 - \cos \Theta).$$

(2.53)

\footnote{http://mathworld.wolfram.com/SphericalCoordinates.html (different usage of $\theta$ and $\phi$)}
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The dependency on thickness and diameter of the cluster is discussed in the following section (see Figure 2.12). The prediction is in general much lower than the experimental values we measured.

This big deviation from experimental colocalization values made me investigate possible influences that may increase the expected colocalization. An obvious possibility is a reduction of the available volume $\nu$. The illustration in Figure 2.11 shows the nucleolus, but for a uniform distribution of spots the source of the reduction does not matter. As long as the occupying structure does not overlap with the colocalization volume it just reduces $\nu$ in equation (2.49). If a fraction $\kappa$ of the nucleus is occupied and unavailable for the locus of interest, equation (2.53) turns into:

$$\zeta = \frac{1}{2\nu} \left(1 - \sigma_d^3 \right) \left(1 - \cos \Theta \right)$$

$$\zeta = \frac{1}{2(1-\kappa)} \left(1 - \sigma_d^3 \right) \left(1 - \cos \Theta \right).$$

In case of a nucleolus shaped as in Figure 2.11 $\kappa$ can be written as:

$$V_{\text{nucleolus}} = \frac{1}{3} \pi (\eta R)^2 (3R - \eta R)$$

$$= \frac{4}{3} \pi R^3 \cdot \frac{1}{4} \eta^2 (3 - \eta)$$

$$\kappa = \frac{1}{4} \eta^2 (3 - \eta).$$

The dependency on $\kappa$ is shown in Figure 2.13 in the next section. As expected, the random colocalization increases with growing $\kappa$. However, the lowest experimental value is only reached for very high $\kappa$ values of almost 70%.

Furthermore, the expected colocalization is affected by the position of the spot relative to the nuclear periphery. I calculated this effect by dividing the nucleus into the outermost shell (shell 1) and the interior (shells 2 and 3, see section 2.3.1). If out of $N$ spots $\epsilon N$ are in shell 1, then the expected colocalization $\zeta$ can be calculated as

$$\zeta = \epsilon \zeta_1 + (1 - \epsilon) \zeta_{23}$$

with

$$\zeta_1 = C_1 \frac{V_1}{\nu_1} = \frac{\gamma_1}{\nu_1}$$

$$\zeta_{23} = C_{23} \frac{V_{23}}{\nu_{23}} = \frac{\gamma_{23}}{\nu_{23}}.$$
cluster. Accordingly, \((1 - \epsilon)N_{C_{23}}^{V_{23}}\) spots will reside in shells 2/3 and colocalize. To be precise, \(C_1\) is the intersection of shell 1 with the colocalization region, \(C_{23}, V_1,\) and \(V_{23}\) accordingly.

It is noteworthy that \(C_{23}\) can be empty depending on the set of parameters. Similarly, the nucleolus can lie entirely in shell 1 or cut into shells 2/3. This leads to case differentiations during the derivations. I will present only the case of both colocalization region and nucleolus extending into shells 2/3 because this is the parameter range we wanted to investigate.

The colocalization volumes \(C_1\) and \(C_{23}\) can be calculated using equation (2.50):

\[
C_1 = \frac{2}{3} \pi R^3 \left(1 - \sigma_1^3\right) \left(1 - \cos \Theta\right) \\
gamma_1 = \frac{1}{2} \left(1 - \sigma_1^3\right) \left(1 - \cos \Theta\right) \frac{\sigma_1^3}{2} = \frac{1}{6} (1 - \cos \Theta) \\
C_{23} = \frac{2}{3} \pi R^3 \left(\sigma_1^3 - \sigma_d^3\right) \left(1 - \cos \Theta\right) \\
gamma_{23} = \frac{1}{2} \left(\sigma_1^3 - \sigma_d^3\right) \left(1 - \cos \Theta\right) \frac{\sigma_1^3}{2} = \frac{1}{2} \left(\frac{2}{3} - \sigma_d^3\right) (1 - \cos \Theta).
\]

Here, \(\sigma_1 = \sqrt[3]{\frac{3}{2}}\) is the radius (normalized to \(R\)) that separates shells 1 and 2 (see also section 2.3.1).

An important intermediate result for the calculation of \(V_1\) and \(V_{23}\) is the fraction of the nucleolus that lies in shells 2/3. Evidently, the next part makes use of the assumption that the nucleolus indeed extends into shells 2/3, i.e. \(\eta > 1 - \sigma_1\):

\[
V_{\text{cap}23} = \frac{1}{3} \pi h_{\text{cap}23}(3R\sigma_1 - h_{\text{cap}23}) \\
h_{\text{cap}23} = \eta R - (R - \sigma_1 R) \\
= (\eta + \sigma_1 - 1) R \\
V_{\text{cap}23} = \frac{1}{4} V_{\text{tot}} (\eta + \sigma_1 - 1)^2 (2\sigma_1 + \eta + 1) \\
\nu_{\text{cap}23} = \frac{1}{4} (\eta + \sigma_1 - 1)^2 (2\sigma_1 + \eta + 1).
\]

One way to derive a formula for \(V_1\) is to subtract the outer part of the nucleolus from the whole shell volume:

\[
V_1 = (1 - \sigma_1^3) V_{\text{tot}} - (\kappa V_{\text{tot}} - V_{\text{cap}23}) \\
\nu_1 = 1 - \sigma_1^3 - (\kappa - V_{\text{cap}23}) \\
= 1 - \sigma_1^3 - \kappa + \frac{1}{4} (\eta + \sigma_1 - 1)^2 (2\sigma_1 + \eta + 1) \\
\nu_1 = \frac{1}{3} - \kappa + \frac{1}{4} (\eta + \sigma_1 - 1)^2 (2\sigma_1 + \eta + 1).
\]

\(V_{23}\) can also be expressed using \(V_{\text{cap}23}\):

\[
V_{23} = \frac{4}{3} \pi (\sigma_1 R)^3 - V_{\text{cap}23} \\
\nu_{23} = \sigma_1^3 - \frac{1}{4} (\eta + \sigma_1 - 1)^2 (2\sigma_1 + \eta + 1) \\
\nu_{23} = \frac{2}{3} - \frac{1}{4} (\eta + \sigma_1 - 1)^2 (2\sigma_1 + \eta + 1).
\]
With these results \( \zeta \) can be written as:

\[
\zeta = \epsilon \frac{\frac{1}{2} (1 - \sigma^3_1) (1 - \cos \Theta)}{1 - \sigma^3 - \kappa + \frac{1}{3} (\eta + \sigma_1 - 1)^2 (2\sigma_1 - \eta + 1)} \\
+ (1 - \epsilon) \frac{\frac{1}{2} (\sigma^3_1 - \sigma^3_3) (1 - \cos \Theta)}{\frac{1}{3} (\eta + \sigma_1 - 1)^2 (2\sigma_1 - \eta + 1)}
\]  

(2.69)

and with \( \sigma^3_1 = \frac{2}{3} \)

\[
\zeta = \epsilon \frac{\frac{1}{6} (1 - \cos \Theta)}{\frac{1}{3} - \kappa + \frac{1}{3} (\eta + \sigma_1 - 1)^2 (2\sigma_1 - \eta + 1)} \\
+ (1 - \epsilon) \frac{\frac{1}{2} (\sigma^3_1 - \sigma^3_3) (1 - \cos \Theta)}{\frac{1}{3} - \frac{1}{4} (\eta + \sigma_1 - 1)^2 (2\sigma_1 - \eta + 1)}
\]  

(2.70)

### 2.3.2.2 Results and discussion

Heiko Schober measured the following dimensions of the pore cluster and the spot:

- \( d_0 = 340 \text{ nm} \): thickness of the cluster
- \( l_0 = 800 \text{ nm} \): extension of the cluster
- \( r = 125 \text{ nm} \): radius of the spot

With these parameters, I calculated the following quantities, using a nuclear radius \( R = 1000 \text{ nm} \) and a nucleolar volume fraction of \( \kappa = 0.3 \):

- \( d = d_0 + r = 465 \text{ nm} \): thickness of the colocalization volume
- \( \Theta_0 = \sin^{-1} \left( \frac{d_0}{2R} \right) = 0.4115 \): angle measuring the extension of the pore cluster
- \( \Theta = \Theta_0 + \sin^{-1} \left( \frac{r}{2R} \right) = 0.5366 \): angle representing the extension of the colocalization volume, see Figure 2.11B
- \( \eta = 0.7265 \): height of the nucleolus, derived from \( \kappa \) using equation (2.55)
- \( \rho_d = \frac{R - d}{R} = 0.535 \): see Figure 2.11B.

The dependency of the expected colocalization on the thickness and the extension of the pore cluster is shown in Figure 2.12. Because a spot touching the cluster is considered colocalizing, the colocalization volume is finite even for a very thin cluster. When the cluster thickness approaches the nuclear radius, the colocalization volume increases very slowly leading to a very flat curve. The overall dependency on the cluster thickness is smaller than
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Figure 2.12: (A) Expected colocalization versus cluster thickness for three different cluster diameters. The dashed lines show the measured cluster thickness and the smallest measured colocalization. (B) Expected colocalization versus cluster diameter for three different cluster thicknesses. The vertical dashed line shows the measured cluster diameter.

one might expect from looking at Figure 2.11B. The likely reason is that the figure shows a cut through the nucleus. In 3D, the volume distribution is even more slanted towards the periphery of the nucleus.

The most striking observation is that the expected colocalization within a realistic parameter range is at least two fold lower than all experimental colocalization values that we measured, including control loci (e.g. ARS607 bound by lexA) that are not expected to colocalize with pores [Schober et al., 2009]. The smallest of these values is shown in Figure 2.12 for comparison.

I investigated two possible explanations for this observation. Obviously, a reduction of the space apart from the pore cluster which is accessible for the locus increases the chance of random colocalization with the cluster. Such a reduction is caused by other objects or structures in the nucleus that occupy space, e.g. the nucleolus. The result is shown in Figure 2.13A. Although the effect is as expected, it is not able to explain the observed discrepancy completely.

Another factor that can increase the random colocalization of a spot with the pore cluster is a non-pore-associated enrichment of the spot at the nuclear periphery. If the spot is more often located close to the nuclear envelope it is more likely to colocalize with the cluster even if it does not bind to pores. However, the effect is rather minor (see Figure 2.13B). An increase of the fraction of spots in shell 1 from 33% to 60% raises the random colocalization from 8.6% to only 9.5%.

One possible conclusion from these data is, of course, that the observed loci in fact do have an association with pores. This association does not have to be specific but can be due to unspecific binding of DNA to nuclear pores. This would be consistent with the high
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**Figure 2.13:** (A) Expected colocalization versus the volume fraction occupied by the nucleolus or another “excluding” structure. The expected colocalization increases when the total accessible volume decreases. This can be the case if a certain volume fraction is occupied e.g. by the nucleolus. The vertical dashed line indicates a volume fraction of 30%. Cluster thickness and diameter have their default values of 340 nm and 800 nm, respectively. (B) Expected colocalization versus enrichment in shell 1. The vertical dashed lines indicate the uniform distribution (fraction $\frac{1}{3}$) and a typical enriched value of 0.6. Cluster thickness and diameter have their default values of 340 nm and 800 nm. The nucleolus in this case occupies 30% of the nucleus.

frequency of pore-contact detected by [Schmid et al., 2006]. Alternatively, there could be an association of commonly used protein binding sequences like lexA with pores. Another possibility is that the volume inaccessible to the studied loci is bigger than assumed above. For very high occupation values the observed colocalization values can be reached (see Figure 2.13A). As mentioned earlier, nuclear structures other than the nucleolus can contribute to this occupied volume: chromosomes, proteins etc.. However, they can also block access to the pore cluster itself, thereby reducing the expected colocalization. It is hard to estimate which effect dominates over the other. This will depend on the preferred location of the chromosomes and of the pore cluster.

The pore cluster in a *nup133ΔN* mutant does not assume a strict location with respect to the bud neck or the spindle pole body [Doye et al., 1994]. If it displays a specific location with some other structure, then a third explanation for high colocalization is possible. The calculations that I have presented here are based on the assumption that the locus of interest explores the whole accessible volume. This assumption might not be fulfilled. If, in contrast, both the pore cluster and the locus reside in specific regions of the nucleus and if these regions overlap, this can lead to higher colocalization than expected for a cluster and a spot with random locations. A direct interaction is not required.
2.3.3 Mobility of a tagged locus

A stretch of chromatin (or any other object) inside the nucleus is exposed to numerous hits of water or other small molecules, proteins and other macromolecules, as well as other chromatin fibers. Due to these interactions, it inevitably performs a seemingly random movement called Brownian motion. This motion is limited by the nuclear envelope, but in many cases locus diffusion is even more constrained, either confined to a certain area or obstructed by obstacles. The random movement can also be temporarily or continuously superimposed by active displacement which possibly expresses itself as increased speed and/or directionality of movement.

2.3.3.1 Tracking of a fluorescent spot

The first step of the quantitative analysis of chromatin movement is the determination of the position of the locus and the nuclear center for each time point of the movie. Indeed, since the nucleus itself is moving inside the cytoplasm, one must compensate for its displacement to measure the movement of a locus relative to the nucleus. Several general purpose software packages like Imaris\textsuperscript{11} offer object tracking functionality but usually require uniformly high contrast images. The algorithms are mostly based on threshold principles, and it is difficult to correct insufficient results by hand. In collaboration with DANIEL SAGE and MICHAEL UNSER, a dynamic programming algorithm was developed which is dedicated to the tracking of single spots in noisy images and can be applied to 2D or 3D time-lapse movies [Sage et al., 2005]. The algorithm is implemented as a publicly available plug-in for the free software ImageJ\textsuperscript{12}. The tracking works in two steps: First the images are aligned with respect to the center of the nucleus in order to compensate for the movement of the entire nucleus throughout the movie.

1. The fluorescence of the spot is more intense than the background fluorescence surrounding it.

2. Within one time step, the spot can only travel a limited distance.

3. In contrast to nuclear pores, the spot can be located in the nuclear interior.

To reflect these properties the tracking algorithm uses four different criteria to determine the spot position at a given time point:

1. the pixel intensity

2. the displacement from the location at the previous time point

3. the displacement from the last user-defined position (see below)

\textsuperscript{11}http://www.bitplane.com/go/products/imaris
\textsuperscript{12}http://bigwww.epfl.ch/sage/soft/spottracker/
4. the distance from the nuclear center.

The user can give different weights to these criteria in order to optimize the performance of the algorithm for different situations or image qualities. Most importantly, the plug-in offers the possibility to correct the trajectory manually by forcing it to pass through a given pixel at a certain time point. The output of the plug-in is the position of spot and nuclear center for each time point.

2.3.3.2 Basic quantification parameters for locus mobility

**Track length** A very simple and robust parameter is the track length over the whole movie. Although it is a measure for the average mobility of a locus and can be used for comparison, it has to be kept in mind that it is a very artificial parameter because the true trajectory of the spot is inaccessible due to the lack of temporal and spatial resolution and is much longer than the measured track length. The measured length is indeed highly dependent on the time step of the movie, and only movies with the same time step can be compared to each other (see also section 2.2.2).

**Step size and large steps** Another readout is the average step size of the movie. As the track length, it depends on the time step used during image acquisition. Moreover, directed movement does not necessarily reveal itself in large single steps but rather in several successive correlated steps. Therefore it is useful to look for exceptionally high displacements (“large steps”) within a certain time window. It turned out empirically that a useful parameter for distinguishing patterns of mobility is scoring steps larger than 500 nm during 10.5 s [Heun et al., 2001, Gartenberg et al., 2004].

2.3.3.3 Mean squared displacement (MSD) analysis

A robust method to analyze the global properties of an object’s movement is the mean squared displacement (MSD) analysis. An object in solution changes its direction when it bumps into solvent molecules and moves linearly in between: It performs a random walk. If a number of objects would be initially confined in a small volume and then released they would spread over time. It can be derived mathematically that for free diffusion the mean of the squared distance from one point on the trajectory to another (see Figure 2.14) is proportional to the time difference \( t \) (see section 2.2):

\[
\langle \vec{r}^2(t) \rangle = 6Dt.
\]

The resolution of fluorescence microscopy is far too low both in time and space to resolve each step of the object’s trajectory. However, an important property of the MSD is that it can also be calculated from a coarsened trajectory (see section 2.2.2).
Figure 2.14: Mean squared displacement (MSD) analysis. (A) The full trajectory of microscopic movement (light blue) cannot be detected by fluorescence microscopy due to limited resolution in time and space. A coarsened trajectory (green) is recorded instead. (B) The mean of all squared spatial distances between each two points at a given time difference results in one point on the MSD graph. The mean squared distance between a point and its successor on the trajectory is the first point on the MSD graph (green). The mean squared distance between a point and its second successor yields the second point (blue) and so on. A few examples of the averaged distances are also shown in (A) in the respective color.

In a cellular environment there is no free diffusion. The free movement of an object can be impaired by confinement, obstacles, and the binding to immobile or actively moved structures. The most inevitable restriction is the confinement of the object’s movement to a nuclear or cellular compartment or at least the cell. This implies that the distance of any two points of the trajectory cannot exceed the maximal extension of the confining volume. Therefore the MSD curve has to reach a plateau for large time windows (Figure 2.14B). In the case of a spherical confinement, the value of the plateau can be calculated as \( \frac{6}{5}R^2 \) where \( R \) is the radius of the sphere (see section 2.2.3). Thus, the so-called radius of constraint or the plateau value directly can be used as a measure for the region explored by the object.

For free diffusion, the slope of the MSD line is a measure for the diffusion coefficient of the object, as mentioned above. In the case of confined diffusion, the slope of the MSD curve is not constant. The curve is steepest at \( t = 0 \), and then the slope decreases monotonously (Figure 2.14B). However, one can still use the initial slope of the curve to compare the intrinsic mobility of different objects or one object under different conditions. See section 2.2.3 for a detailed analysis.

Due to the difficulties in reconstructing the 3D position of fluorescent spots (see section 2.3.1.1), the movement is often observed in a 2D projection of the microscopic stacks. Therefore, I discuss the effects of projection on the MSD curve in the following section.
2.3.3.4 MSD analysis of projected trajectories

As discussed in section 2.1, it is difficult to acquire sufficiently robust microscopic data to allow deconvolution and correction of the $z$-stretch fast and accurately in 3D. Therefore the 3D data sets are often projected onto the $xy$ plane, either already during the image acquisition or later during the analysis.

If the movement is isotropic, one can hope to reconstruct the 3D properties of the movement even from the projected data set. For the derivation of equation (2.3), I have only assumed that each step is equally probable as the opposite step. This is still true for the projected steps. However, the quadratically averaged projected step length is shorter than the 3D step length $l$.

Due to the symmetry of the problem, the attitude of the projection plane does not matter. By convention, the optical axis of the microscope defines the $z$ axis which means in this case that the trajectory is projected onto the $xy$ plane. Mathematically, this means that all $c_i$ are set to 0 in equation (2.1):

$$\vec{r}_{N,p} = \sum_{i=1}^{N} \vec{r}_{i,p}$$

(2.71)

The mean squared displacement of a free walk can be calculated as in section 2.2.1:

$$\langle \vec{r}_{N,p}^2 \rangle = \left\langle \left( \sum_{i=1}^{N} \vec{r}_{i,p} \right) \cdot \left( \sum_{j=1}^{N} \vec{r}_{j,p} \right) \right\rangle$$

$$= \left\langle \sum_{i=1}^{N} \left( a_i^2 + b_i^2 + 0 \right) + \sum_{i \neq j} \left( a_i a_j + b_i b_j + 0 \right) \right\rangle$$

$$= \sum_{i=1}^{N} \left( a_i^2 + b_i^2 \right) + \sum_{i \neq j} \left( \langle a_i a_j \rangle + \langle b_i b_j \rangle \right)$$

$$= N \left( \langle a^2 \rangle + \langle b^2 \rangle \right).$$

It follows from symmetry that $\langle a^2 \rangle = \langle b^2 \rangle = \langle c^2 \rangle = \frac{l^2}{3}$ and therefore:

$$\langle r_{N,p}^2 \rangle = \frac{2}{3} N l^2$$

(2.72)

$$\langle r_{N,p}^2 \rangle = 4 D t.$$

(2.73)

If the movement is confined, one can only expect to reconstruct the 3D MSD if the confinement has similar extension in each coordinate direction. During image acquisition, the yeast nucleus is randomly oriented. Therefore, only a spherical confinement strictly fulfills the above requirement.
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Section 2.2.3.1 discusses random walks in a spherical confinement. The MSD of such a walk can be approximated accurately by the following function:

\[
\langle r(t)^2 \rangle \approx a \left(1 - e^{-mt/a}\right)
\]  

(2.74)

where \(a\) is the height of the MSD plateau and \(m\) is the slope of the MSD curve at \(t = 0\). Furthermore, \(m\) is very close to \(6Dt\), the MSD slope of the corresponding unconfined walk, leading to:

\[
\langle r^2(t) \rangle \approx \frac{6}{5} R^2 \left(1 - e^{-5Dt/R^2}\right).
\]

(2.25)

If the trajectory is projected onto two dimensions, the plateau value is \(\frac{4}{5} R^2\) instead of \(\frac{6}{5} R^2\), and the slope of the MSD for free diffusion is \(4Dt\) instead of \(6Dt\), as shown above. This results in:

\[
\langle r_p^2(t) \rangle \approx \frac{4}{5} R^2 \left(1 - e^{-5Dt/R^2}\right).
\]

(2.75)

Notably, the decay constant of the exponential is the same as in 3D, and it follows:

\[
\langle r_p^2(t) \rangle = \frac{2}{3} \langle r^2(t) \rangle.
\]

(2.76)

Under the assumption of (2.74), the 3D MSD curve can be fully recovered from the MSD calculated from the projected trajectory. I confirmed this result with a simulation (Figure 2.15). It has to be emphasized, however, that this derivation requires that the movement of the labeled object is isotropic and the confinement is spherical.

### 2.3.3.5 The mean squared change of spot-spot distance

The movement of a locus relative to the nucleus is superimposed by the movement of the nucleus itself. Translational movement of the nucleus can be subtracted by aligning the nuclear center throughout the time course (see section 2.3.3.1). If two spots are observed, there is the alternative possibility to align one of the spots throughout the movie and analyze the movement of the other spot relative to the first one. This procedure also eliminates the global movement of the nucleus. If \(\vec{u}\) and \(\vec{v}\) denote the positions of the two spots, the mean squared change of the connecting vector \(\vec{w} = \vec{v} - \vec{u}\) can be calculated analogously to the derivation of the classical MSD given in section 2.2.1:

\[
\langle w^2_N \rangle = \left\langle \left( \sum_{i=1}^{N} (\vec{v}_i - \vec{u}_i) \right) \cdot \left( \sum_{j=1}^{N} (\vec{v}_j - \vec{u}_j) \right) \right\rangle \\
= \left\langle \sum_{i=1}^{N} (\vec{v}_i^2) \right\rangle + \left\langle \sum_{i=1}^{N} (\vec{u}_i^2) \right\rangle.
\]
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Figure 2.15: MSD of a random walk inside a ball, calculated from the full trajectory and from the trajectory projected onto the $xy$ plane. A fit of equation (2.74) to the projected trajectory, multiplied by $3^2$, reproduces the true MSD very well. The curves were calculated from 100000 simulations with step length 1 nm and a radius of confinement of 1000 nm.

The last step makes use of the assumption that the movement of one spot is independent of the movement of the other spot and that a step of one spot is independent of the steps before. The result is that the MSD calculated from the connection vector of the two spots is the sum of the individual MSDs. If the assumption is justified that the two spots move similarly (e.g. in the case of two alleles of the same gene in a diploid cell), then the MSD of one locus is just the half of the measured MSD.

However, neither the alignment of the nuclear center nor the alignment of one spot eliminates the rotational movement of the nucleus. A possibility to obtain a quantification of locus mobility that is independent of nuclear rotation is to observe the distance between the two loci and calculate the mean squared change of this distance (see Figure 2.16). Since the distance between the two spots is unaffected by both translation and rotation of the nucleus, this “distance MSD” is only influenced by the individual movement of the two spots.

The distance MSD curve shows similar behavior to a classical MSD curve (Figure 2.17A) and has been used to derive diffusion coefficients and radii of constraints [Marshall et al., 1997]. However, it is important to note that the authors assumed that both loci are confined to the same region. If this is not the case, the height of the plateau as well as the initial slope of the curve do not only depend on the mobility of the loci but also on the distance of the regions of constraint for the two spots (Figure 2.17C+D). I calculated the dependency of the plateau value on this distance analytically in the case of non-overlapping regions of constraints.
2.3.3.6 Calculation of the distance MSD plateau

As mentioned before, two positions on the trajectory of a spot lose their correlation when the time window between them gets sufficiently large. Equally, the distance between two spots becomes uncorrelated, and the distance MSD plateau can in principle be calculated as the squared difference between the distances of two pairs of points, which are all randomly located in their respective region of constraint:

$$\langle s^2 \rangle = \frac{1}{V_1^2 V_2^2} \int_{V_1} \int_{V_2} \int_{V_1} \int_{V_2} \left[ ||\vec{r}_2 - \vec{r}_1|| - ||\vec{r}_4 - \vec{r}_3|| \right]^2 dV^4 = \frac{1}{V_1^2 V_2^2} \int_{V_1} \int_{V_2} \int_{V_1} \int_{V_2} \left[ \sqrt{(\vec{r}_2 - \vec{r}_1)^2} - \sqrt{(\vec{r}_4 - \vec{r}_3)^2} \right]^2 dV^4. \tag{2.77}$$

Here, spots 1 and 3 are confined to volume $V_1$, and spots 2 and 4 are confined to volume $V_2$. Unfortunately, this integral is very difficult to solve. However, I solved the underlying problem in two special cases in which $V_1$ and $V_2$ are both balls and are either identical or do not overlap.

Confinement to the same ball If $V_1$ and $V_2$ are identical (i.e. both spots are confined to the same region), the distance distribution $p(\vec{r})$ can be used to calculate the plateau value. The plateau is the product of the squared difference of distances $(\sigma_2 - \sigma_1)^2$ with the
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Figure 2.17: (A) Similarly to a classical MSD, the distance MSD curve is well described by equation (2.16) (blue). The MSD is normalized to the square of the radius of confinement $R$. The data set shown in red was derived from 1000000 simulations of two random walks confined to the same ball with radius 1000 nm. The step length was 1 nm. (B) The plateau value of the distance MSD depends on the distance between the confinement regions for the two walks. In all cases, the two walkers were each confined to a ball with a radius of 1000 nm. The distance between the centers of the balls is indicated in the figure. Each curve was calculated from 100000 simulations. The step size was always 1 nm. (C) Plateau values depending on the distance of the confining regions. The values were derived by fitting equation (2.16) to the data sets shown in (B). (D) Initial slopes depending on the distance of the confining regions. The values were derived by fitting equation (2.16) to the data sets shown in (B). They are therefore normalized to $R^2$ and $10^6$ time steps.
probabilities for the distances $\sigma_1$ and $\sigma_2$, integrated over all possible distances:

$$\langle q^2 \rangle = R^2 \int_{0}^{2} \int_{0}^{2} (\sigma_2 - \sigma_1)^2 P(\sigma_1) P(\sigma_2) d\sigma_1 d\sigma_2$$

$$= R^2 \int_{0}^{2} \int_{0}^{2} (\sigma_2 - \sigma_1)^2 (3\sigma_1^2 - \frac{9}{4}\sigma_1^3 + \frac{3}{16}\sigma_1^5)(3\sigma_2^2 - \frac{9}{4}\sigma_2^3 + \frac{3}{16}\sigma_2^5) d\sigma_1 d\sigma_2$$

$$= R^2 \int_{0}^{2} \frac{3}{560}\sigma_1^2(\sigma_1 - 2)^2(\sigma_1 + 4)(35\sigma_1^2 - 72\sigma_1 + 42) d\sigma_1$$

$$\langle q^2 \rangle = \frac{348}{1225} R^2. \quad (2.79)$$

**Confinement to non-overlapping balls** I exploit the symmetry of the problem to calculate the distance distribution in the case of non-overlapping balls. The larger ball is centered at the origin, the smaller one at $(d,0,0)$ (see Figure 2.18). I use the following identifiers:

- $R$: radius of the larger ball (ball 1)
- $\rho R$: radius of the smaller ball (ball 2)
- $d$: center-to-center distance of the balls
- $C_2 = (d,0,0)$: center of ball 2
- $\delta = \frac{d}{R}$
- $s$: distance between the two spots
- $\sigma = \frac{s}{R}$
- $a_1$: see Figure 2.18
- $h_1$: see Figure 2.18
- $a_2$: see Figure 2.18
- $h_2$: see Figure 2.18
- $x$: see Figure 2.18
- $y$: see Figure 2.18
Since the spots are assumed to be uniformly distributed in their respective confinements, most probability calculations are in fact volume calculations. However, the probability that the distance between the spots is between \( s \) and \( s + ds \) can be written as:

\[
P(s)ds = \int_{-R}^{R} \tilde{P}(x, s) dx ds.
\]

If spot 1 is at position \((x, 0, 0)\), then it could also be anywhere else on the corresponding shell cap with radius \( d - x \) around \( C_2 \) without changing the probability for spot 2 being at distance \( s \) (see Figure 2.18). Therefore, \( \tilde{P}(x, s) \) denotes the probability that spot 1 is at distance \( d - x \) from \( C_2 \) and that spot 2 is at distance \( s \) from spot 1. This probability can be split up further:

\[
\tilde{P}(x, s) = \hat{P}(x) \hat{\tilde{P}}(x, s) \tag{2.80}
\]

where \( \hat{P}(x) \) is the probability for spot 1 being at distance \( d - x \) from \( C_2 \) and \( \hat{\tilde{P}}(x, s) \) is the probability for spot 2 being at distance \( s \) from spot 1, given that spot 1 is at distance \( d - x \) from \( C_2 \).

![Figure 2.18: Identifiers for the distance MSD calculation.](image)

In order to calculate \( \hat{P}(x) \), the height \( h_1 \) of the shell cap is required (see Figure 2.18):

\[
a_1^2 = (d - x)^2 - (d - x - h_1^2)
\]
\[
= 2h_1(d - x) - h_1^2
\]
\[
a_1^2 = (R + (x + h_1))(R - (x + h_1))
\]
\[
= R^2 - x^2 - 2xh_1 - h_1^2.
\]
From these two relations, it follows:

\[ 2h_1(d - x) = R^2 - x^2 - 2xh_1 \]
\[ h_1 = \frac{R^2 - x^2}{2d}. \]

For the probability \( \hat{P}(x) \) follows:\(^{13}\)

\[ \hat{P}(x)dx = 2\pi(d - x) \cdot \frac{R^2 - x^2}{2d} \cdot \frac{1}{3\pi R^3} dx \]
\[ = \frac{3(d - x)(R^2 - x^2)}{4d} dx \]
\[ \hat{P}(\xi)d\xi = \frac{3(\delta - \xi)(1 - \xi^2)}{4\delta} d\xi \quad (2.81) \]

where \( \xi = \frac{x}{R} \).

If spot 1 is residing on the shell cap with distance \( d - x \) from \( C_2 \), then the probability for spot 2 being at distance \( s \) from spot 1 is again proportional to the surface of a spherical cap (see Figure 2.18):

\[ a_2^2 = s^2 - (s - h_2)^2 \]
\[ = 2h_2s - h_2^2 \]
\[ a_2^2 = (\rho R + (y + h_2))(\rho R - (y + h_2)) \]
\[ = (\rho R)^2 - y^2 - 2yh_2 - h_2^2 \]
\[ h_2 = \frac{(\rho R)^2 - (d - x - s)^2}{2(d - x)} \]
\[ \hat{P}(x, s)ds = 2\pi s \cdot \frac{(\rho R)^2 - (d - x - s)^2}{2(d - x)} \cdot \frac{1}{3\pi(\rho R)^3} dx \]
\[ \hat{P}(\xi, \sigma)d\sigma = \frac{3\sigma(\rho^2 - (\delta - \xi - \sigma)^2)}{4\rho^3(\delta - \xi)} d\sigma \quad (2.82) \]
\[ \hat{P}(\xi, \gamma)d\gamma = \frac{3(\gamma + \delta)(\rho^2 - (\gamma + \xi)^2)}{4\rho^3(\delta - \xi)} d\gamma \quad (2.83) \]

with \( \gamma = \sigma - \delta \).

With these results, the probability for spot 1 being at distance \( \delta - \xi \) from \( C_2 \) and spot 2 being at distance \( \gamma \) turns into:

\[ \hat{P}(\xi, \gamma) = \hat{P}(\xi) \hat{P}(\xi, \gamma) \]
\[ \hat{P}(\xi, \gamma) = \frac{9(\gamma + \delta)(1 - \xi^2)(\rho^2 - (\gamma + \xi)^2)}{16\delta \rho^3}. \quad (2.84) \]

\(^{13}\)http://mathworld.wolfram.com/SphericalCap.html
Integration over $\xi$ finally yields the probability for spots 1 and 2 being at distance $\sigma$:

$$P(\gamma)d\gamma = \int_{\xi_1}^{\xi_2} \tilde{P}(\xi, \gamma) d\xi d\gamma$$

$$= \frac{9(\gamma + \delta)}{16\delta \rho^3} \left( \frac{1}{6} (\xi_2^3 - \xi_1^3) + \frac{1}{2} \gamma (\xi_2^2 - \xi_1^2) + \frac{1}{3} (\gamma^2 - \rho^2 - 1)(\xi_2^3 - \xi_1^3) + \gamma (\xi_2^2 - \xi_1^2) + (\rho^2 - \gamma^2)(\xi_2 - \xi_1) \right). \quad (2.85)$$

It is important to note that depending on $\sigma$, $\xi_1$ and $\xi_2$ are not necessarily $-1$ and 1, respectively. The reason is that $\tilde{P}(\xi, \sigma)$ can vanish if e.g. $x + \sigma > \delta + \rho$. This is not reflected by the given formulas; they assume $x + \sigma \in [\delta - \rho, \delta + \rho]$. Therefore, the integration intervals have to be chosen properly:

$$\xi_1 = -\gamma - \rho, \quad \xi_2 = 1 \quad \text{for} \quad -\rho - 1 \leq \gamma < \rho - 1$$

$$\xi_1 = -\gamma - \rho, \quad \xi_2 = -\gamma + \rho \quad \text{for} \quad \rho - 1 \leq \gamma < -\rho + 1 \quad (2.86)$$

$$\xi_1 = 1, \quad \xi_2 = -\gamma + \rho \quad \text{for} \quad -\rho + 1 \leq \gamma < \rho + 1.$$

This results in an average distance of:

$$\langle \sigma \rangle = \int_{-\rho-1}^{\rho-1} (\gamma + \delta) P(\gamma)d\gamma + \int_{\rho-1}^{\rho+1} (\gamma + \delta) P(\gamma)d\gamma + \int_{-\rho+1}^{\rho+1} (\gamma + \delta) P(\gamma)d\gamma$$

$$\langle \sigma \rangle = \frac{1 + 5\delta^2 + \rho^2}{5\delta} R. \quad (2.87)$$

Furthermore, the plateau of the distance MSD can be calculated as:

$$\langle q^2 \rangle = R^2 \int_{-\rho-1}^{\rho+1} \int_{-\rho-1}^{\rho+1} (\gamma_2 - \gamma_1)^2 P(\gamma_1) P(\gamma_2) d\gamma_1 d\gamma_2.$$

Both integrals have to be split up as above, resulting in a sum of 9 integrals which add up to:

$$\langle q^2 \rangle = \frac{2(1 + \rho^2)(5\delta^2 - \rho^2 - 1)}{25\delta^2} R^2 \quad (2.88)$$

$$\langle q^2 \rangle = \frac{4(5\delta^2 - 2)}{25\delta^2} R^2 \text{ for } \rho = 1. \quad (2.89)$$
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The limit for large distances of the confining regions is:

\[
\langle q^2 \rangle = \frac{2(1 + \rho^2)}{5} R^2
\]

(2.90)

\[
\langle q^2 \rangle = \frac{4}{5} R^2 \quad \text{for} \quad \rho = 1.
\]

(2.91)

2.3.3.7 Results and discussion

Figure 2.19 shows the dependency of the distance MSD plateau on the distance \(d\) of two equally sized confining balls with radius \(R\). The radius of constraint can be reliably derived from the plateau value if the confining regions are identical \((d = 0)\) or are sufficiently far from each other \((d \gtrsim 3R)\).

![Figure 2.19: Dependency of the distance MSD plateau \(\langle q^2 \rangle\) on the distance \(d\) between the two regions of confinement. The analytical result for \(d = 0\) (2.79) and \(d \gtrsim 2R\) (2.88) is shown in red. The distance MSD plateau value can be calculated much faster by a Monte Carlo simulation of uniformly distributed populations of spots (blue) than by a random walk simulation (green, see also Figure 2.17). For \(d \gtrsim 3R\), the approximation \(\langle q^2 \rangle \approx \frac{4}{5} R^2\) causes only small errors (see text).](image)

If the latter is the case, then the distance MSD plateau \(\langle q^2 \rangle\) is equal to \(\frac{4}{5} R^2\) and therefore

\[
R = \sqrt{\frac{5}{4} \langle q^2 \rangle}.
\]

(2.92)

However, it can be tricky to determine if \(\frac{d}{R}\) is large enough because this condition is reflexive. If \(d\) gets too small, then also the plateau decreases and with it the radius of constraint calculated under the assumption of \(2.92\). This can then lead to the wrong conclusion that the assumption of \(\frac{d}{R}\) being sufficiently large was correct. The assumption can therefore be self-fulfilling.
To investigate how severe this effect is, I plotted the measured versus the true \( \frac{d}{R} \) (Figure 2.20A). It turned out that the error is small. If one calculates \( R \) under the assumption that (2.92) is correct, then one will conclude that \( d > 3R \) already when the true value is only \( 2.93R \), which means that the error is smaller than 3%. Likewise, the error in the measured radius of constraint under the assumption of (2.92) is small if \( d > 3R \) is fulfilled (Figure 2.20B). Under this premise, the error is always smaller than 2.5%.

Figure 2.20: Errors in deriving the radius of constraint from the distance MSD plateau. (A) \( \frac{d}{R} \), derived under the assumption (2.92), versus the exact value for \( \frac{d}{R} \). The error in the assessment if \( \frac{d}{R} > 3 \) is in most cases neglectable compared to other errors. (B) Quotient of the radius of constraint, calculated under the assumption (2.92), and the true radius of constraint versus the exact value for \( \frac{d}{R} \). For \( \frac{d}{R} > 3 \) the approximation is sufficient for most practical applications.

In principle, it would be possible to use the simulation data shown in Figure 2.19 to derive the radius of constraint from the distance MSD plateau also for \( 0 < d < 3R \). Maybe, even an analytical calculation is possible in this range as well. However, other errors will have more severe effects in this case, especially the uncertainty in the measurement of the distance \( d \). Since the curve is very steep for \( d < 3R \), an error in \( d \) has a strong effect. Additionally, one has to keep in mind that the derivations presented above are based on the assumptions that the confining regions are balls. As for classical MSDs, the calculated radius of constraint can still be used as a general measure for the size of the confinement region if this condition is not fulfilled. However, this concept becomes questionable if the results depend very sensitively on other parameters like \( d \) in this case. Therefore, I conclude that the distance MSD analysis is a valid technique to determine a radius of constraint for two diffusing spots if one of the two following conditions is fulfilled. Either a) one can assume that the confining regions are identical (e.g. the whole nucleus) or b) they are sufficiently far from each other (\( d \gtrsim 3R \)).

My calculations presented in the previous section include the possibility of two confinement regions with different sizes. Obviously, this also influences the value of the distance MSD plateau. In the discussion above, I assumed that both regions are equal in size. In cases
where this assumption is not justified, the general behavior for large distances will still be
the same (see equations (2.88) and (2.90)). However, it will be very difficult to dissect the
contributions of the two radii of constraint and the distance to the plateau value from each
other. Probably, a comparison of the same system in different situations is the best one can
achieve. The derivation of absolute values is likely to be impossible.

The second parameter that can be derived from classical MSD analysis is the diffusion
coefficient of the monitored object. I have not tried to calculate the diffusion coefficients
of the two spots from the distance MSD curve, but it should be possible for the following
reason. If the radii of constraint and the step sizes of the random walkers are all multiplied
by a factor $c > 0$ then the curve in Figure 2.17A stays exactly the same. Since the MSD is
normalized to $R^2$, the slope of the curve in nm/time step increases by a factor of $c^2$. It is
plausible that the initial slope of the distance MSD curve is independent of $R$ because — as
for the classical MSD — the walkers do not feel the confinement at very small time intervals.
Therefore, the factor $c^2$ is caused by the increase in step size, and thus the initial slope of
the MSD curve shows the same step size dependency as the diffusion coefficient (equation
(2.12)).

This consideration suggests that a common diffusion coefficient of the two spots is
proportional to the initial slope of the distance MSD curve. Furthermore, the slope also
seems to lose its dependency on $d$ for $d \geq 3R$ (Figure 2.17D). If the diffusion coefficients are
different, one can expect that the initial slope reflects a value between the two.

## 2.4 Polymer modeling

In many situations, a random walk model can be used as a first approximation for the
movement of a cellular object. However, this model cannot be very accurate in the case of a
chromosomal locus because the fiber restricts the movement of the locus. The entanglement
of a chromosome with itself or other chromosomes influences the mobility of the locus,
too. Especially if one is interested in non-equilibrium dynamics of a chromosomal site, it is
inevitable to use a more accurate model.

Depending on the size of the simulated system and on the parameters of interest, a
chromosome can be modeled at different levels of abstraction. In my simulations, I considered
the chromatin fiber as a thread. All details below chromatin were simplified to homogeneous
mechanical properties of the fiber. In the following sections, I introduce how the behavior of
such a thread can be modeled in a computer simulation.

### 2.4.1 The ideal polymer chain

The ideal chain model describes a chain of immaterial segments which — apart from being
connected with their immediate neighbors — do not interact with each other. In particular,
there is no excluded volume interaction, i.e. the segments do not occupy any space. Biological
macromolecules only rarely behave like ideal chains, but the model is nonetheless useful to study the statistical properties of their thermal motion. Different realizations of the ideal chain model have the properties that are mentioned above in common, but they differ in how the individual segments are connected to each other.

### 2.4.1.1 The freely jointed chain

One of the simplest representations of the ideal chain model is the freely jointed chain. It is composed of $N$ stiff segments, which can rotate freely around each other. This implies that no energy is stored in elastic stretching, bending, or twisting of the chain, and thus all conformations have the same energy. Therefore, in thermal equilibrium, the chain will be driven towards the conformation with the highest entropy.

The mean squared end-to-end distance of a chain can be used for a simple characterization of the extension of the chain:

$$
\langle r^2 \rangle = \left\langle \left( \sum_{i=1}^{N} \vec{u}_i \right)^2 \right\rangle
$$

where $\vec{u}_i$ is the vector along the $i$th segment of the chain. Equation (2.93) is exactly identical to equation (2.2), which describes the mean squared displacement of a random walk. In fact, from the mathematical point of view, a free random walk and a freely jointed chain are exactly the same thing.

Therefore, the same derivation as in section 2.2.1 can be used to derive the following identity:

$$
\langle r^2 \rangle = Ns^2 = L_C s
$$

where $s$ is the length of one segment and $L_C$ ($= Ns$) is the contour length of the chain. $\sqrt{\langle r^2 \rangle}$ as a measure of the extension of a long freely jointed chain is therefore proportional to the square root of the number of segments.

### 2.4.1.2 The persistent or worm-like chain

The freely jointed chain can be treated well theoretically, but it is not a very realistic model for a macromolecule, because chemical bonds usually give the molecule a general stiffness. A more realistic model is the persistent or worm-like chain. In this model, the polymer is approximated by a homogeneous, elastic thread with constant flexibility.

Although the directions of two segments in close proximity are correlated now, this correlation is lost at sufficiently large contour distance between the segments. A directional correlation of two segments means that the average cosine of the angle between the segments does not vanish:

$$
\langle \vec{u}_i \vec{u}_j \rangle = \langle \cos \theta_{ij} \rangle \neq 0.
$$
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If the flexibility of the chain is constant, then this quantity depends only on the contour distance $z$ between the two segments, and one can define:

$$\zeta(z) = \langle \cos \theta(z) \rangle.$$

For many models, $\zeta(z)$ is multiplicative, i.e. $\zeta(z + z') = \zeta(z) \cdot \zeta(z')$ [Grosberg and Khokhlov, 1994]. This relation is the characteristic property of the exponential function, and because of $\zeta(0) = 1$, it follows:

$$\zeta(z) = e^{-\frac{z}{L_p}}. \quad (2.95)$$

The decay constant is called the persistence length and is characteristic for the flexibility of the chain. It can be pictured as the length scale on which the chain can be considered rod-like since from $z \ll L_p$ it follows that $\zeta(z) = \langle \cos \theta(z) \rangle \approx 1$. This means that the chain has nearly identical tangent vectors at the endpoints of a section of length $z$ (see Figure 2.21).

**Figure 2.21:** Illustration of the concept of the persistence length of a polymer chain.

The persistence length defines the length scale on which the chain can be considered as a stiff rod. The illustration is based on work by Frank Aumann.

The notion of the persistence length suggests to approximate a long polymer with the freely jointed chain model with a segment length in the order of the persistence length of the polymer. The proportionality of the mean squared end-to-end distance to the contour length $L_C$ of the chain is a characteristic property of the ideal chain, and one can use equation (2.94) to find the segment length $L_K$ of the freely jointed chain with the same end-to-end
distance. $L_K$ is called the effective segment length or Kuhn length. For simple models as the worm-like chain model, the Kuhn length can be calculated analytically. For many models and real macromolecules, it can be approximated as [Grosberg and Khokhlov, 1994]:

$$L_K \approx 2L_p.$$  \hfill (2.96)

A more thorough analysis of the relationship of the mean squared end-to-end distance and the persistence length leads to an improved formula, which yields better results specifically for short chains or chain parts [Rivetti et al., 1996]:

$$\langle r^2 \rangle = 2L_pL_c \left( 1 - \frac{L_p}{L_c} \left( 1 - e^{-\frac{L_L}{L_p}} \right) \right) \approx 2L_pL_c.$$  \hfill (2.97)

### 2.4.1.3 The distribution of the end-to-end distance

A more detailed description than $\langle r^2 \rangle$ is given by the distribution $P(\vec{r})$ of the end-to-end vector. In the freely jointed chain model, $\vec{r}$ is the sum of $N$ independent vectors. It follows from the central limit theorem [Feller, 1968] that $\vec{r}$ is normally distributed [Grosberg and Khokhlov, 1994]:

$$P(\vec{r}) = \left( \frac{2\pi Ns^2}{3} \right)^{-\frac{3}{2}} e^{-\frac{3}{2\pi^2} \frac{r^2}{Ns^2}}.$$  \hfill (2.98)

For other models, the derivation is more difficult because the segment vectors are not independent of each other. However, it can be shown that the central limit theorem also holds in the case of exponentially decaying correlation [Grosberg and Khokhlov, 1994].

The probability density $P(\vec{r})$ depends only on the modulus of $\vec{r}$. Therefore, the distribution of the end-to-end distance is:

$$P(r) = \int P(\vec{r}) d\Omega = 4\pi \left( \frac{2\pi Ns^2}{3} \right)^{-\frac{3}{2}} e^{-3\frac{r^2}{2\pi^2} \frac{2}{Ns^2}}.$$  \hfill (2.98)

Thus, the end-to-end distance is also normally distributed.

### 2.4.2 Deviations from the ideal chain model

#### 2.4.2.1 Excluded volume interaction

The most important deviation of a real macromolecule from the model of the ideal chain is the so-called excluded volume. A real polymer has a finite thickness, and the segments cannot overlap with or cross each other. Furthermore, the segments can attract or repel each other electrostatically.

The immediate effect of the excluded volume interaction is a change in the size of the coil that is formed by the chain. It has turned out that at low concentrations, this effect can
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be calculated independently of the precise realization of the excluded volume interaction [Grosberg and Khokhlov, 1994]. The coil swells if the interaction is predominantly repulsive. In this case, the size of the coil is proportional to $N^{3/5}$. If the interaction is dominated by an attractive part, the coil shrinks, and its size is proportional to $N^{5/3}$.

2.4.2.2 Interaction with the solvent

If a macromolecule has charged subgroups, they interact with molecules of the solvent and with dissolved ions. In many cases, these effects can be taken into account by introducing an effective potential for the excluded volume interaction. Then an explicit treatment of the solvent interaction is not necessary.

2.4.3 Modeling chromosome dynamics over time

The simulation of the conformation of a macromolecule over time is identical to the solution of the equations of motion of this molecule and of the surrounding solvent molecules. To do this for an entire chromosome at atomic resolution and on time scales of any interest, however, is impossible on current computers. Therefore it is necessary to simplify the model that is used in a simulation. In many cases, the full resolution is not even required to solve the given problem, and therefore certain simplifications are well justified:

- The molecule is not simulated on atomic level but as a polymer chain consisting of stiff segments. This coarse-graining process is specifically justified if one is mainly interested in global properties of the chain, e.g. the end-to-end distance.

- The solvent is modeled as a continuous medium. This is justified by the fact that the solvent molecules move much faster on average than the macromolecules and that in a time step that is relevant for the chain each segment is hit by many solvent molecules. The thermal motion of the solvent is represented in the model as a random force on the segment joints of the chain.

The simulation of a microscopic system in which the influence of the solvent is represented as stochastic force on the elements of the system is called a Brownian dynamics (BD) simulation.

2.4.4 Sampling conformations

Although Brownian dynamics simulations make use of important simplifications, they still take a lot of time. One important reason for this is that one needs to use very small time steps because the forces that different parts of the chain exert on each other are taken to be constant during one time step. A consequence is that the conformations of the chain still
correlate with the initial conformation after many time steps. Therefore, a BD simulation is not an efficient way to sample the conformational space of a polymer.

A better way to obtain a representative ensemble of conformations is a so-called Monte Carlo (MC) simulation. In an MC simulation, the conformation of the chain is not necessarily changed according to the forces that act on the segment joints. In fact, the changes can be made quite arbitrarily as long as they allow to explore the whole conformational space. A commonly used step is to randomly choose one segment joint and rotate one of the chain arms around a random axis through this joint. The important part of an MC step is that this conformational change is only a suggestion. Based on the temperature \( T \) used in the simulation and on the energy change \( \Delta E \) caused by the step, the step is accepted if the Boltzmann factor \( \exp\left(-\frac{\Delta E}{k_B T}\right) \) is larger than a random number drawn from a uniform distribution between 0 and 1 [Binder, 1996].

This approach allows much faster sampling of the conformational space because much larger conformational deviations are possible within one step. It has to be noted, however, that there is no time information in a Monte Carlo simulation. Two conformations that follow each other in the course of a simulation would not usually follow each other in real time. They are just two possible conformations within the generated ensemble. Therefore, a BD simulation has to be carried out if the a full trajectory of the chain in space and time is required.

### 2.4.5 The program corchy++

The program corchy++ was developed by Konstantin Klenin for the simulation of linear and circular DNA. However, the broad applicability to persistent polymer chains in general was a development principle from the start. A detailed description of the approach can be found in [Klenin et al., 1998]. In the following sections, I introduce some aspects that are important for my thesis work.

#### 2.4.5.1 Brownian dynamics simulations

corthy++ can be used both for BD and MC simulations. The former is implemented as a second-order Brownian dynamics algorithm using two half-steps [Klenin et al., 1998]. It takes stretching, bending, and twisting forces and bending and twisting torques into account. The excluded volume interaction is calculated as the electrostatic repulsion of the charged DNA backbone using the Debye-Hückel approximation [Debye and Hückel, 1923]. The hydrodynamic interactions, which occur when the motion of one part of the chain disturbs the solvent around another, are described by the Rotne-Prager tensor [Rotne and Prager, 1969].
2.4.5.2 Monte Carlo simulations

The Monte Carlo simulations use segments of fixed length. Therefore, there is no stretching energy. The total energy of a chain conformation is the sum of bending, twisting, and excluded volume energy. In the case of linear chains, the only MC step is the rotation of a chain arm around a segment joint. My adaptations to the code are described in section 3.3.2.
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3.1 Summary

Nuclear organization into subcompartments (such as the nucleolus, the nuclear periphery, and the interior of the nucleus) is important for many nuclear functions, including gene expression, recombination, and DNA repair. The telomeres of budding yeast form clusters close to the nuclear periphery, but the composition and dynamics of the clusters are unknown. A way to gain insight into these phenomena is to observe the distance distributions of pairs of telomeres. It seems that the intrachromosomal distances between some pairs of telomeres are smaller than interchromosomal telomere-telomere distances. The peripheral telomeres of the short chromosomes 3 and 6 are particularly close to their respective intrachromosomal partners. I used a polymer chain model and Monte Carlo simulations to determine the expected telomere-telomere distances of these chromosomes and the effect of peripheral anchoring of telomeres on these distances. I found that the experimentally observed telomere-telomere distances are indeed smaller on average than predicted by my simulations. This juxtaposition cannot be explained by peripheral anchoring alone because the restriction of telomere movement to the nuclear periphery leads to an increase of the average telomere-telomere distance.

3.2 Introduction

As discussed in section 1.2.3, the telomeres of budding yeast form clusters close to the nuclear periphery, which is important for the maintenance of silent chromatin [Palladino et al., 1993, Gotta et al., 1996]. These early studies relied on fluorescent labeling of the telomere binding protein Rap1 and fluorescence in situ hybridization (FISH) of subtelomeric Y’ elements. These methods visualize all telomeres at once and therefore do not allow a determination of the composition of the pools. A later in vivo imaging study observing single telomeres [Hediger et al., 2002] revealed that telomere anchoring is dynamic and allows the
telomeres to slide along the nuclear envelope within a certain perimeter\(^1\) but it remained unclear if the observed movement reflects the movement of an entire telomere cluster or of a single telomere independently of its cluster, possibly switching from one pool to another.

**Figure 3.1:** Telomeres of the same chromosome are often closer together than telomeres of distinct chromosomes: Shown are the distance distributions of 3L3R and 5L14R [Bystricky et al., 2005].

One way to shed light on the composition and dynamics of telomere clusters is to look at the distance distribution of telomere pairs. In a haploid yeast cell with 16 chromosomes and 32 telomeres, there are \(\frac{32!}{30!2!} = 496\) combinations of two telomeres. Of course, it is very time consuming to measure all of them. Nonetheless, the comparison of selected examples might still help to elucidate the dynamics of cluster composition. At the starting time of this project, it was known from [Bystricky et al., 2005] that the telomeres of the same chromosome are noticeably close together compared to the telomeres of distinct chromosomes (Figure 3.1). The telomeres of the small chromosomes 3 and 6 are particularly close to their respective partners (Figure 3.2).

The fact that these telomeres are also particularly well anchored at the nuclear periphery raised the question of whether telomeric anchoring could contribute to their close proximity. The investigation of \(sir4\Delta\) and \(yku70\Delta\) mutant strains, in which telomere anchoring is impaired (see section 1.2.3), does not give a clear result: the consequences of deleting \(SIR4\) or \(YKU70\) on anchoring are quite different, yet the effects on the telomere-telomere distance are very similar (Figure 3.3). Therefore, I used a theoretical model to elucidate the effects of telomeric anchoring on the telomere-telomere distance of chromosomes. In contrast to an experimental approach, analytic calculations and computer simulations allow selected parameters to be manipulated without effecting any other properties of the system. Since the chromosome is constrained to the nucleus, I could not apply known analytical formulas for

---

\(^1\)Here and in the following, “anchored” means that the movement of a telomere is restricted to the nuclear periphery but free to move along it.
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Figure 3.2: (A) The telomere-telomere distance distributions of chromosomes 3 and 6 were measured microscopically by introducing arrays of lac and tet operators close to the telomeres. (B) Telomere-telomere distance distribution for chromosomes 3 and 6 [Bystricky et al., 2005].

the end-to-end distance distribution of a unconfined polymer. I developed a computational model to investigate the following questions:

1. Are the two telomeres of chromosomes 3 and 6 indeed closer together to each other than expected, or is their close proximity rather a consequence of their small length?

2. What effect does the restriction of telomeric anchoring have on the distance between two telomeres?

3.3 A polymer model for telomere-telomere interaction

Numerous studies on the flexibility of the chromatin fiber have been carried out, but the influence of spatial confinement on the conformation of chromatin has only been investigated in a few cases. I modeled a yeast chromosome as a single flexible polymer chain confined to a spherical volume with a radius of 900 nm (Figure 3.4). End-to-end distance distributions were derived from conformation ensembles generated by Monte Carlo simulations.

In the model, the chain is composed of a succession of beads and segments that are represented by balls and cylinders of 30 nm diameter. The excluded volume interaction is realized as a hard core interaction (see section 2.4). The centromere bead can be fixed completely or attached elastically to the spindle pole body. Both the excluded volume interaction and the movement of the centromere (±0.3 µm) had only minor effects on the end-to-end distance distribution (data not shown).
Figure 3.3: The deletion of YKU70 or SIR4 has different effects on the anchoring of the telomeres 3L/3R and 6L/6R but similar effects on the intrachromosomal telomere-telomere distances [Hediger et al., 2002, Bystricky et al., 2004, Bystricky et al., 2005]. (A)+(B) Position (see section 2.3.1) of telomeres 3L and 3R in wt, yku70Δ, and sir4Δ. The deletion of KU70 leads to an even tighter anchoring of 3L, while sir4Δ releases both telomeres. (C)+(D) Position of telomeres 6L and 6R. The deletion of KU70 releases 6R, the deletion of SIR4 releases 6L. (E)+(F) The absence of yKu70 leads to a significant increase in telomere-telomere distances while the absence of Sir4 does not.
Figure 3.4: The chromosomes were modeled as flexible chains with segment length $b$. One bead representing the centromere was fixed or elastically attached to the spindle pole body (SPB) at a distance $\delta \approx 300$ nm [Bystricky et al., 2005].

3.3.1 Contour length and persistence length

The most important parameters for the model are the contour length $L_C$ and the persistence length $L_p$, which defines the bending rigidity of the polymer (see section 2.4.1).

The length of a chromosome is known as the number of base pairs, but to get its contour length in space the linear mass density has to be determined. We have shown in a previous study [Bystricky et al., 2004] that yeast interphase chromatin exists in a rather compact structure with a persistence length $L_p = 170$-$220$ nm and a mass density $c = 110$-$150$ bp/nm. These results were obtained by fitting the Kratky-Porod equation (see section 2.4.1 [Doi and Edwards, 1986, Rivetti et al., 1996]) to experimentally determined point-to-point distances $r$ on a chromosome:

$$\langle r^2 \rangle = 2L_p^2 \cdot \left( e^{-\frac{L_g}{L_p}} + \frac{L_g}{L_p} - 1 \right).$$

(3.1)

$$\langle r^3 \rangle = 2L_p^2 \cdot \left( e^{-\frac{L_g}{cL_p}} + \frac{L_g}{cL_p} - 1 \right).$$

(3.2)

Here, $L_g$ is the genomic distance between the two tagged loci on the chromosome. Then $\frac{L_g}{c}$ gives the contour length $L_C$.

For my simulations, I used a linear mass density of 130 bp/nm, which results in contour lengths of 2438 nm and 2077 nm for chromosomes 3 and 6, respectively.
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The persistence length $L_p$ of a polymer chain is defined as the decay constant of the directional correlation of the tangent vectors at two points with increasing chain length between them (see section 2.4.1). A greater persistence length is equal to a stiffer chain. Figure 3.5 illustrates the impact of the bending flexibility of a polymer on its end-to-end distance using the freely jointed chain model. These simple simulations show that increasing the flexibility of a chromosome has dramatic consequences on the distribution of its end-to-end distance, allowing the two ends to get closer to each other.

![Figure 3.5: End-to-end distance distribution for a freely jointed chain with segment lengths $b$ of 25 nm (higher flexibility) and 50 nm (lower flexibility). The distributions are normalized such that the integral gives 1 $\mu$m. I used arm lengths of 1139 nm and 938 nm, corresponding to the arms of chromosome 6. The distribution of a model where arms are represented as stiff rods is shown for comparison.](image)

The freely jointed chain model gives a good first approximation of the effect of increasing polymer flexibility. However, its validity is restricted to chains that are longer than ten KUHN segments (see section 2.4.1), which is not the case for yeast chromosomes 3 and 6. For a quantitative comparison of the model with experimental data, I used the more detailed worm-like chain model (section 2.4.1).

The code of my simulation program is based upon the previously described Monte Carlo and BROWNian dynamics simulation package corchy++ (see section 2.4.5, [Klenin et al., 1998]). A chain is modeled as a linear sequence of segments connected by flexible joints; the bending energy $E_i$ at the $i$th joint is given by

$$
\frac{E_i}{k_BT} = \alpha \beta_i^2
$$

(3.3)

where $\beta_i$ is the joint angle.

The bending rigidity parameter $\alpha$ is directly related to the persistence length $L_p$ [Klenin et al., 1998]. For a free polymer, $L_p$ can be obtained from the mean squared end-to-end distance of the chain using equation (3.2), but for a confined chain this relation is not valid.
As mentioned before, we had obtained \( c \) and \( L_p \) from our experimental data by fitting equation (3.2) to the measured distances. Now, I used the same approach to determine the effective persistence length of the simulated chains (see Figure 3.6).

![Figure 3.6: Fit of the square root of the Kratky-Porod formula (3.2) to \( \sqrt{\langle r^2 \rangle} \) for subchains of contour length \( d \), where \( r \) is the end-to-end distance of the subchain. For a free chain the data correspond very well to the analytical formula, but for a confined chain there is an agreement only for small \( d \).](image)

For a free chain, the data are perfectly consistent with equation (3.2). When confining the chain to the nuclear volume, however, there is only an agreement for short subchains (Figure 3.6). A fit of the Kratky-Porod formula to the data with \( d < 400 \) nm shows that the contour length given as a parameter for the simulation is well reproduced (with an error of less than 3%), but that the persistence length obtained from the fit is reduced by about 15% as a result of the confinement. For the following simulations, I chose the rigidity parameter such that the measured effective persistence length was 200 nm, to match the experimentally determined value [Bystricky et al., 2004]. In the absence of confinement, one would measure a persistence length of 225 nm for this chain.

### 3.3.2 Main adaptations to corchy++

The program corchy++ was developed for the simulation of DNA in free solution (see section 2.4.5). The physical properties of the polymer chain are controlled via an input file and do not require changes of the code in most cases. However, the confinement of the chain and the peripheral anchoring of telomeres required several adaptations.

- The original version of corchy++ implements the electrostatic repulsion between different segments of the DNA backbone. This leads to an excluded volume interaction of the polymer chain. However, this is not a realistic model for the chromatin fiber, which does not carry an effective electric charge. Therefore, I changed the excluded
volume interaction into a hard-core interaction. The implementation for a Monte Carlo simulation is straight-forward: A conformation with overlapping segments is punished with a high energy penalty, which effectively prohibits this conformation.

Even if the effect of the exchange of the excluded volume interaction on the results might be small, the hard-core interaction is supposed to be computationally much less expensive than the electrostatic interaction.

- In the case of non-anchored telomeres, the confinement to the spherical volume of the nucleus is realized in a similar way. A conformation that comprises a bead outside of the nucleus is forbidden by an energy penalty.

In the presence of a confinement, the absolute position of the chain matters. Therefore, the rotation of chain arms as the only Monte Carlo step is not sufficient. I added a translation step which moves the whole chain in a random direction.

- In the case of an anchored telomere, the Monte Carlo steps have to be modified in order to preserve the distance of the anchored telomere from the center of the nucleus. After generation of a start conformation with peripheral telomeres, two kinds of steps were used.

  1. Internal rotation: A subchain is rotated around the axis connecting the two terminal beads. This does not affect telomere position.

  2. Tail rotation: One part of a chromosome arm beginning at a randomly chosen bead is rotated around the nuclear diameter through this bead. Such a rotation preserves distances from the nuclear center and therefore moves the chain end along the periphery.

- The attachment of the centromere to the spindle pole body was realized as a harmonic interaction which was added to the total energy of a chain conformation.

### 3.4 Results

#### 3.4.1 The telomeres of chromosomes 3 and 6 are closer to each other than predicted for free telomeres

I used my modified version of corchy++, which I introduced in section 3.3, to compute the telomere-telomere distance distributions of chromosomes 3 and 6. Figure 3.7 shows the results for chromosome 6 with free telomeres in comparison to the experimental data. The results for chromosome 3 are very similar [Gehlen et al., 2006]. On average, the predicted telomere-telomere distance is significantly higher than measured in wild type ($p < 10^{-9}$ in a t-test). Although the preferred peripheral location of telomere 6L is compromised in a sir4Δ
mutant, the absence of Sir4 did not result in a significant change of the telomere-telomere distance (Figure 3.3C). In contrast, the deletion of YKU70, which leads to a random position of telomere 6R in the nucleus, significantly increased the distance between the two telomeres, although this distance is still slightly smaller than in the simulations. This result reinforces the question if telomeric anchoring is responsible for small distances observed in vivo.

Figure 3.7: Monte Carlo simulation of chromosome 6. The telomere-telomere distance distribution of chromosome 6 in wt and anchoring mutants (see Figure 3.3) compared to the theoretical prediction for free telomeres. The difference between the wt and the simulated distributions is highly significant ($p < 10^{-9}$ in a t-test). The distances in yku70Δ are significantly larger than in wt ($p < 0.004$) and close to the prediction ($p < 0.03$) while the distribution for sir4Δ does not differ significantly from wt. The histograms for the simulation data were each calculated from 150000 independent conformations.

3.4.2 Peripheral anchoring increases the distance between two uniformly distributed spots, but also increases the probability to be in very close proximity

With increasing length of a chromosome, the movement of the two telomeres gets less and less correlated. In the absence of additional regulatory elements, the telomeres of a sufficiently long chromosome should behave like two independent spots. The distance distribution of two such spots inside a spherical volume and the impact of restriction to the surface of the sphere can be calculated analytically. Before I present the simulation results for the anchoring of the telomeres of chromosomes 3 and 6, I therefore show these analytical calculations. They already give a first indication of the influence of telomeric anchoring.

I calculated the probability density functions $P(r)^2$ for two spots inside or on the surface.

\[ 2 \text{I use the same letters } P, \bar{P}, \hat{P}, \text{ and } \bar{\hat{P}} \text{ in all the three cases (both spots internal, one peripheral, both} \]
of a sphere being at a certain distance \( r \). I made use of two properties to simplify the calculations:

- The whole problem scales with the radius \( R \) of the sphere. Therefore, one can safely assume \( R = 1 \).

- The sphere can always be rotated such that the first spot lies on the z axis. Therefore, only its distance \( \rho \) from the sphere center has to be considered. \( 0 \leq \rho \leq 1 \) always holds.

\( P(r)dr \) is the probability that the two spots have a distance between \( r \) and \( r + dr \). This term can be split into

\[
P(r)dr = \int_0^1 \tilde{P}(\rho, r)d\rho dr
\]  

(3.4)

where \( \tilde{P}(\rho, r)d\rho dr \) is the probability that the first spot is between \( \rho \) and \( \rho + d\rho \) from the sphere center and the second spot is at a distance between \( r \) and \( r + dr \) from the first spot. We can further write:

\[
\tilde{P}(\rho, r) = \hat{P}(\rho) \cdot \hat{\tilde{P}}(\rho, r)
\]  

(3.5)

where \( \hat{P}(\rho)d\rho \) is the probability for spot 1 being at a distance \( \rho' \) with \( \rho \leq \rho' \leq \rho + d\rho \) and \( \hat{\tilde{P}}(\rho, r)dr \) is the probability for spot 2 being at distance \( r', r \leq r' \leq r + dr \) under the condition \( \rho' = \rho \).

3.4.2.1 Both spots inside the sphere

In this case, the probability for one spot to be in a volume \( V \) inside the sphere is always \( \frac{V}{4/3\pi} \), independently of the location of the volume. If spot 1 is at a distance between \( \rho \) and \( \rho + d\rho \) from the sphere center, the representing region is a shell with radius \( \rho \) and thickness \( d\rho \) and has a volume of \( 4\pi \rho^2 d\rho \). It follows

\[
\hat{P}(\rho) = \frac{4\pi \rho^2}{4/3\pi} = 3\rho^2.
\]

The calculation of \( \hat{\tilde{P}}(\rho, r) \) consists also of surface calculations of spheres and spherical caps and is not difficult per se, but complicated because several case differentiations have to be made (see Figure 3.8 for illustration). I give the full derivation in appendix B.1 and here only the result:

\[
P(r)dr = 3r^2 - \frac{9}{4}r^3 + \frac{3}{16}r^5.
\]  

(3.6)
From that, we get the average distance:

\[
\langle r \rangle = \int_0^2 r \cdot P(r)dr = \left. \frac{3}{4} r^4 - \frac{9}{20} r^5 + \frac{3}{112} r^7 \right|_0^1
\]

\[
\langle r \rangle = \frac{36}{35}.
\]

(3.7)

**Figure 3.8:** If spot 1 is at a distance \( \rho \) from the nuclear center, then the probability for spot 2 being at a distance \( r \) from spot 1 is proportional to the surface of a spherical cap (blue). Depending on the values of \( \rho \) and \( r \), different cases have to be considered, two of which are shown in panel A and B. For a full analysis of the problem see appendix B.1.

### 3.4.2.2 One spot inside the sphere, one on the surface

The result from the last section can be applied to this case:

\[
\tilde{P}(\rho) = \begin{cases} 
0 & \text{for } \rho = 1 \\
1 & \text{otherwise}
\end{cases}
\]

or more elegantly with the \( \delta \) distribution [Boas, 1983]

\[
\tilde{P}(\rho) = \delta(1 - \rho).
\]
With the results from the previous section (see appendix B.1) we get:

\[
P(r) = \int_0^1 \tilde{P}(\rho, r) d\rho = \int_0^1 \tilde{P}(\rho) \hat{P}(\rho, r) d\rho = \int_0^1 \hat{P}(\rho) \delta(1 - \rho) d\rho
\]

\[
= \hat{P}(1, r)
\]

\[
= \frac{3}{4} r (1 - (r - 1)^2)
\]

\[
P(r) = \frac{3}{4} r^2 (2 - r) \tag{3.8}
\]

and

\[
\langle r \rangle = \int_0^2 r \cdot P(r) dr
\]

\[
= \frac{3}{5} r^4 - \frac{3}{20} r^5 \bigg|_0^1
\]

\[
\langle r \rangle = \frac{6}{5} \tag{3.9}
\]

### 3.4.2.3 Both spots on the surface of the sphere

Here I used a different approach. If spot 1 resides at \((0, 0, 1)\) then the following relationship between the spot-spot distance \(r\) and the angle \(\theta\) (see Figure 3.9) follows from the law of cosines:

\[
r = \sqrt{2(1 - \cos \theta)}. \tag{3.10}
\]

The probability \(P(\theta)\)\(^a\) for spot 2 being at a position with angle \(\theta\) (and thus at distance \(r\) since equation (3.10) is a bijection\(^b\)) is proportional to the circumference circle with radius \(\sin \theta\):

\[
P(\theta) d\theta = \frac{2\pi \sin \theta d\theta}{4\pi}
\]

\[
P(\theta) d\theta = \frac{1}{2} \sin \theta d\theta \tag{3.11}
\]

\(^a\)For simplicity, I reuse the identifier \(P\) for this probability although strictly speaking, \(P(\theta)\) and \(P(r)\) are different entities.

\(^b\)Equation (3.10) establishes a one-to-one relationship between \(\theta\) and \(r\). Therefore, it is effectively the same thing to talk about \(\theta\) or \(r\).
This probability density can now be transformed as follows [Brandt, 1998]:

\[
P(r) \left| \frac{dr}{d\theta} \right| = P(\theta) \tag{3.12}
\]

\[
P(r) \left| \frac{\sin \theta}{r} \right| = \frac{1}{2} \sin \theta
\]

\[
P(r) \frac{\sin \theta}{r} = \frac{1}{2} \sin \theta
\]

\[
P(r) = \frac{r}{2} \tag{3.13}
\]

and

\[
\langle r \rangle = \int_0^2 r \cdot P(r)dr
\]

\[
= \frac{1}{6} \left| \frac{r^3}{3} \right|_0^2
\]

\[
\langle r \rangle = \frac{4}{3}. \tag{3.14}
\]

### 3.4.2.4 Analysis

Figure 3.10 shows the results together with Monte Carlo simulations as a control. The restriction of first one and then both spots to the periphery of the sphere shifts the average
distance between the spots from \(\frac{36}{35} R \approx 1.03R\) to \(\frac{6}{5} R = 1.2R\) and then to \(\frac{4}{3} R \approx 1.33R\). This means that on average the restriction of one or two spots to the periphery does not bring the spots closer together. On the contrary, it increases their distance.

**Figure 3.10:** (A) Distance distribution for two spots inside a sphere or on its periphery. (B) I confirmed my calculations by computing the distance histogram from 1000000 pairs of points for each condition.

**Figure 3.11:** (A) Low distance part of Figure 3.10. Two peripheral spots are more likely to be very close together than two free ones. (B) Integrated probability for two peripheral spots being closer together than the contact threshold divided by the integrated probability for two free spots. For example, the probability for being closer together than 10 nm (0.01R) is about 25 times higher for peripheral spots than for free ones.

On the other hand, a closer look at the frequency of very small distances reveals that, while the restriction of one spot decreases the probability density, it is highest for two
peripheral points (Figure 3.11A). The integrated probability for the two spots being closer together than 0.01R (10 nm in a nucleus with a diameter of 2 µm) is less than $10^{-6}$ for two free spots but $2.5 \cdot 10^{-5}$ for two peripheral spots. This means that — despite the higher average distance — the chance of touching each other is more than 25 times higher for peripheral spots than for internal ones. It should be mentioned though that this value is highly dependent on the threshold distance for touching, which I have arbitrarily set to 10 nm here (Figure 3.11B). One has to keep in mind, however, that the contact probabilities are in general very low. It is also important to note that one cannot make direct conclusions from this data about the time two spots need to get into close contact (see chapter 5).

3.4.3 Telomeric anchoring causes an increase, not a decrease of telomere-telomere distances

![Figure 3.12](image)

**Figure 3.12:** Modeled telomere-telomere distance distribution of chromosome 6 for two free telomeres, anchored telomere 6L (long arm), and two anchored telomeres. The result for anchoring of telomere 6R is almost identical to the result for anchoring of 6L and is omitted for clarity. The histograms were each calculated from 150000 independent conformations.

The analytical calculations for two independent spots have shown that restriction to the periphery of the sphere leads to an increase in the spot-spot distance. To investigate if this is the same for the telomeres of chromosomes 3 and 6, I included the anchoring of telomeres into the simulation (see section 3.3.2). Figure 3.12 shows the results for chromosome 6. Again, the observations for chromosome 3 are very similar. In agreement with the results for two independent spots, restriction of the telomere movement to the nuclear periphery leads to further increase in the telomere-telomere distance. The distribution characteristics of the experimental and the simulated data are summarized in Table 3.1. From these results, it follows that peripheral anchoring *per se* cannot be the reason for the small telomere-telomere
distances observed for chromosomes 3 and 6. However, the chromosome simulations show in agreement with the calculations for two spots that the probability whereby the telomeres come extremely close together is higher for anchored telomeres than for free ones. The probability for the telomeres being closer together than 10 nm is 5 ± 2 times higher for anchored telomeres.

<table>
<thead>
<tr>
<th>Telomeres</th>
<th>experiment/simulation</th>
<th>n</th>
<th>r [µm]</th>
<th>σ [µm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>6R 6L wt</td>
<td>experiment</td>
<td>153</td>
<td>0.558</td>
<td>0.259</td>
</tr>
<tr>
<td>6R 6L yku70Δ</td>
<td>experiment</td>
<td>192</td>
<td>0.650</td>
<td>0.351</td>
</tr>
<tr>
<td>6R 6L sir4Δ</td>
<td>experiment</td>
<td>66</td>
<td>0.564</td>
<td>0.328</td>
</tr>
<tr>
<td>6R free 6L free</td>
<td>simulation</td>
<td>150000</td>
<td>0.688</td>
<td>0.263</td>
</tr>
<tr>
<td>6R anchored 6L free</td>
<td>simulation</td>
<td>150000</td>
<td>0.835</td>
<td>0.275</td>
</tr>
<tr>
<td>6R free 6L anchored</td>
<td>simulation</td>
<td>150000</td>
<td>0.821</td>
<td>0.275</td>
</tr>
<tr>
<td>6R anchored 6L anchored</td>
<td>simulation</td>
<td>150000</td>
<td>0.871</td>
<td>0.346</td>
</tr>
<tr>
<td>3R 3L wt</td>
<td>experiment</td>
<td>56</td>
<td>0.548</td>
<td>0.358</td>
</tr>
<tr>
<td>3R 3L yku70Δ</td>
<td>experiment</td>
<td>108</td>
<td>0.801</td>
<td>0.354</td>
</tr>
<tr>
<td>3R 3L sir4Δ</td>
<td>experiment</td>
<td>37</td>
<td>0.611</td>
<td>0.282</td>
</tr>
<tr>
<td>3R free 3L free</td>
<td>simulation</td>
<td>150000</td>
<td>0.736</td>
<td>0.281</td>
</tr>
<tr>
<td>3R anchored 3L free</td>
<td>simulation</td>
<td>150000</td>
<td>0.874</td>
<td>0.298</td>
</tr>
<tr>
<td>3R free 3L anchored</td>
<td>simulation</td>
<td>150000</td>
<td>0.900</td>
<td>0.297</td>
</tr>
<tr>
<td>3R anchored 3L anchored</td>
<td>simulation</td>
<td>150000</td>
<td>0.946</td>
<td>0.378</td>
</tr>
<tr>
<td>5L 14R wt</td>
<td>experiment</td>
<td>58</td>
<td>0.838</td>
<td>0.311</td>
</tr>
<tr>
<td>5L free 14R free</td>
<td>simulation</td>
<td>150000</td>
<td>0.697</td>
<td>0.267</td>
</tr>
<tr>
<td>5L anchored 14R anchored</td>
<td>simulation</td>
<td>150000</td>
<td>0.875</td>
<td>0.360</td>
</tr>
</tbody>
</table>

Table 3.1: Sample size n, mean r and standard deviation σ for the experimental and simulated distributions.

The simulations of chromosomes 3 and 6 showed that their telomeres are closer to each other than predicted for free telomeres and that anchoring leads to a further increase of this distance. However, the starting point of this investigation was that the distances of telomeres on distinct chromosomes are much higher than those on the same chromosomes. Therefore, I also determined the predicted distance distribution of telomeres 5L and 14R, which are also well anchored [Bystricky et al., 2005]. Unlike the intrachromosomal distances of telomeres 3L3R and 6L6R, the average distance of telomeres 5L and 14R in wild type...
cells is significantly higher than predicted by the simulation for free telomeres ($p < 10^{-5}$, see Figure 3.13). Moreover, the mean of the simulated distribution for anchored telomeres agrees well with the mean measured distance ($p > 0.2$), although the distribution is considerably broader than in the experiments (Figure 3.13).

Figure 3.13: Monte Carlo simulation of chromosome arms 5L and 14R: The histograms for the simulation data were each calculated from 150000 independent conformations. (A) As before, the insertion of lac and tet operators close to the telomeres were used measure the telomere-telomere distance microscopically. (B) The distance distribution of telomeres 5L and 14R obtained experimentally and predicted theoretically. The measured average distance is significantly larger than predicted for free telomeres ($p < 10^{-5}$ in a t-test), but agrees well with the prediction for anchored telomeres ($p > 0.2$).

### 3.5 Discussion

The telomeres of chromosomes 3 and 6 appear to be noticeably closer together in vivo than the telomeres of distinct chromosomes. Additionally, they are particularly well anchored at the nuclear periphery. I used analytical calculations and computer simulations to elucidate the unperturbed distance distribution of these telomere pairs and the relationship between telomere anchoring and telomere-telomere distance.

I found that the telomeres of chromosome 3 and 6 are indeed significantly closer together than predicted by the model for free telomeres. In the model I used, chromatin is represented as a homogeneous flexible polymer with a linear mass density of $130 \, \text{bp/\mu m}$ and a persistence length of 200 nm. A recent study of [Dekker, 2008] resulted in widely scattered, but substantially lower values for both parameters. The results are centered around a mass density of about $25 \, \text{bp/\mu m}$ and a persistence length of about 100 nm. The contour length of a chromosome is inversely proportional to the linear mass density, and the mean squared...
end-to-end distance is approximately proportional to the product of the contour length and the persistence length. These relationships lead to the assumption that the modeled telomere-telomere distances would be even greater based on the parameter values of [Dekker, 2008] than for the values used for this study. Furthermore, telomeric anchoring leads to a further increase in the average distance distance both for two independent spots and for the investigated telomeres. Despite this effect on the mean distance, the frequency of close contact is increased by peripheral anchoring.

I started with the simplest model possible: A single chromosome in the nucleus without any restrictions. This model does not reproduce the small telomere-telomere distances observed in vivo and the question is how the model can be modified to improve the prediction. One important simplification of the model is that it assumes that the chromosome samples the whole conformation space, i.e. that it has enough time and is not hampered to assume every possible conformation. This is not necessarily the case in a cell. Firstly, time is not unlimited. If the chromosome ends up in a certain conformation after mitosis and moves very slowly then the conformation at the beginning of the next mitosis will still be correlated with the start conformation. The question how fast the chromosome samples the conformation space cannot be answered by a Monte Carlo simulation (see section 2.4.4). Secondly, especially the movement at the nuclear periphery can be obstructed by obstacles or the binding to other telomeres, which restricts the telomere to a certain region of the nuclear periphery.

![Figure 3.14: The Rabl conformation of chromosomes in late anaphase promotes the juxtaposition of telomeres on equally long arms and on the same chromosome. This configuration could then be preserved by telomeric anchoring. The illustration is adapted from [Schober et al., 2008].](image)

Previous studies have shown that the movement of anchored telomeres is restricted at least on the time scale of minutes [Hediger et al., 2002] and have quantified the region of
It is possible to include this restriction into my model but the value of the results would be quite limited. One can expect that in this case, the simulated distance distributions would be trivially quite close to the measured ones. However, the restriction of movement explains that the measured distributions in general tend to be narrower than the simulated ones.

I have laid out that the restriction of telomeric movement on the time scale of the yeast cell cycle would conserve the telomere-telomere distance of the start conformation. This could explain the difference between intra- and interchromosomal telomere-telomere distances if the telomeres of the same chromosome start particularly close together. Possible reasons for this have been further investigated by [Schober et al., 2008]. Apart from a unique sequence element on telomere 6L, close proximity is favored between telomeres of chromosomes with equal arm lengths. This can be explained by the polarized Rabl conformation of yeast chromosomes in anaphase which is then conserved by a restriction of movement during interphase (see Figure 3.14).
Chapter 4

Asymmetric Segregation of \textit{ARS} Plasmids

4.1 Summary

Asymmetric cell division in single-celled organisms is thought to have arisen from the need for rejuvenation. In multicellular organisms, asymmetric division drives the generation of differentiated cells and maintenance of a stem cell pool. In budding yeast, autonomously replicating sequence (\textit{ARS}) plasmids show a strong tendency to segregate to the mother cell at mitosis. The accumulation of these plasmids is a cause of aging in yeast. I used a computational model to show that the geometric shape of the dividing nucleus and the limited length of mitosis impose a severe barrier on passive diffusion into the daughter nucleus, resulting in a strong asymmetry in plasmid distribution. Consistent with the simulation, plasmid partitioning is improved in a mutant with an extended mitotic duration. Previous work identified subtelomeric sequences that overcome the physical barrier to segregation. In this project, we have shown experimentally and theoretically that tethering of \textit{ARS} plasmids to the inner nuclear membrane can increase the efficiency of plasmid partitioning. Similarly, association with a chromosome also enhances partitioning efficiency.

4.2 Introduction

Asymmetric cell division is a fundamental process in the life cycle of an organism. During cell differentiation, precursor cells give rise to the variety of different cell types that make up a multicellular organism, yet retain their properties as pluripotent stem cells. This asymmetry is induced by the unequal distribution of cellular content during cell division [Gönczy and Rose, 2005]. Additionally, cells accumulate various forms of damage to DNA, proteins, and subcellular organelles, which are caused by vital cellular activities. This has been proposed to be a cause for cellular aging [Partridge and Barton, 1993]. Since the germ cell lineage can
be passed on from generation to generation indefinitely, germ cells must be protected from this process. Indeed, differential segregation of damaged material during cell division has been shown to play an important role in restricting senescence to one daughter from bacteria to mammals [Sinclair and Guarente, 1997, Ackermann et al., 2003, Hernebring et al., 2006].

Aging in budding yeast is characterized by increased generation time, increase in size, decline in mating ability [Müller, 1985, Kennedy et al., 1997], and switch to a hyperrecombinational state [McMurray and Gottschling, 2003]. Wild type yeast cells enter terminal senescence after 20-30 divisions [Jazwinski, 1993]. Nonetheless, the replicative life span of daughter cells depends only weakly on the age of the mother [Kennedy et al., 1994] thereby making a cell population immortal. Furthermore, when old cells are mated to young cells, the resultant diploids live for a number of generations most similar to the remaining life span of the older cells [Müller, 1985]. These observations led to the proposal that mother cells accumulate a “senescence factor” with age, which is prevented from transmission to the offspring [Kennedy et al., 1994].

Several factors, such as damaged proteins [Laun et al., 2001, McMurray and Gottschling, 2003], dysfunctional mitochondria [Lai et al., 2002], and extrachromosomal DNA [Sinclair and Guarente, 1997, Falcón and Aris, 2003], have been shown to contribute to aging in yeast. In the latter case, this was first demonstrated for extrachromosomal rDNA circles (ERCs) [Sinclair and Guarente, 1997]. Consistently, genetic manipulations that either increased or decreased the amount of ERCs shortened or lengthened life span [Sinclair et al., 1997, Defossez et al., 1999, Kaeberlein et al., 1999, Kim et al., 1999]. Later it was shown that the acceleration of aging is not limited to ERCs but is caused by the accumulation of plasmids without centromeres in general, especially by plasmids carrying an autonomously replicating sequence (ARS) [Falcón and Aris, 2003]. Importantly, both damaged proteins and ARS plasmids (without active partitioning mechanism) are retained in mother cells [Aguilaniu et al., 2003, Murray and Szostak, 1983].

Despite these insights into the physiological aspects of asymmetric plasmid segregation, it remained unresolved what causes the segregation bias. The volume ratio of the nucleus between mother and daughter has been shown to be approximately 3 to 2 [Gordon, 1977, Heun et al., 2001] and is therefore not able to account for the strong asymmetry in plasmid distribution. Two possibilities can be envisioned to explain this asymmetry. First, plasmids could associate with some site or structure that predominantly stays in the mother cell during mitotic division or are retained by a diffusion barrier at the neck. A recent study [Shcheprova et al., 2008] supports this model. The authors showed that a “non-centromeric” plasmid created by the excision of the centromeric sequence from a CEN-ARS plasmid is associated with nuclear pores. Furthermore, nuclear pores were shown to be retained in the mother cells due to a diffusion barrier at the bud neck thereby also retaining the bound plasmid.

The other possibility is that the mother-daughter segregation bias of ARS plasmids is intrinsic to the geometry of the dividing yeast cells. This mechanism relies on the asymmetric
Chapter 4. Asymmetric Segregation of ARS Plasmids

4.2. Introduction

morphology of the nucleus during division in budding yeast. The daughter nucleus bulges out of the mother driven by microtubule extension and stays connected with it through a thin tunnel until the two nuclei finally separate (Figure 4.1). At the beginning of nuclear division the plasmid naturally resides in the mother nucleus. If the plasmid diffuses freely and there is enough time for the system to equilibrate, then the plasmid will be located in the mother or in the daughter with frequencies proportional to their volumes. In contrast, if the division of the nucleus is too fast, the intrinsic asymmetry of the division will be transferred onto the plasmid distribution leading to an enrichment in the mother nucleus. In this case, the diffusive barrier that results from the shape of the dividing nucleus itself gives rise to the asymmetric plasmid segregation. The observation that 1.45 kb circles, which should diffuse faster due to their small size, do not show a strong segregation bias supports this view [Zakian and Kupfer, 1982].

![Figure 4.1](image)

**Figure 4.1:** Representative time lapse image series of the excised LYS2 ring during mitotic division. Image stacks were collected at 30s intervals and projected to the xy plane.

In collaboration with SHIGEKI NAGAI, I have investigated the role of these two conflicting models in the asymmetric distribution of plasmids during cell division in budding yeast. All experimental work shown here was carried out by SHIGEKI, all theoretical modeling was developed and performed by me. Using live cell imaging, we could show that an extrachromosomal ring and an ARS plasmid move freely inside the nucleus, but nonetheless show a strong segregation bias. Computational simulations revealed that the shape of the dividing nucleus imposes a substantial constraint on the ring’s mother-daughter transition by passive diffusion. This result is consistent with our experimental finding that the stability of ARS plasmids can be increased by extending the duration of mitosis. These data indicate that the mother-daughter segregation bias of ARS plasmids is, at least in part, mediated by the structural burden at the bud neck, which inhibits the efficient diffusion of ARS plasmids.
into the daughter nucleus.

Our finding that the asymmetric distribution of *ARS* plasmids is caused by the geometry of the dividing nucleus raises the question of how symmetric segregation can be achieved mechanistically. Several ways to overcome the bias have been discovered including the targeting of the telomere anchoring factor Sir4PAD [Ansari and Gartenberg, 1997]. This opened the question of whether either the binding of Sir4PAD to the nuclear envelope or to telomeres is responsible for the stabilization of the plasmid. We have shown that tethering of an *ARS* plasmid either to the nuclear envelope or to telomeres overcomes the diffusional barrier. Here, I summarize these results and discuss the theoretical aspects of how peripheral anchoring can facilitate the escape from a confining volume.

### 4.3 Measuring the segregation bias

Before I present our results on the underlying mechanism for asymmetric plasmid segregation, I explain how the segregation bias can be measured in living cells. The two classical parameters are the fraction of plasmid-bearing cells under conditions selecting for the plasmid [Stinchcomb et al., 1979, Hsiao and Carbon, 1979] and the rate at which plasmid-free cells are generated under non-selective conditions [Fitzgerald-Hayes et al., 1982].

The first parameter, termed mitotic stability, can be determined by culturing cells under selective conditions followed by plating them on selective and non-selective conditions. It is important to know that cells which have lost the plasmid usually can still undergo several rounds of division under conditions selecting for the presence of the plasmid due to continued presence of the plasmid-encoded gene product [Murray and Szostak, 1983]. However, this is not sufficient to form a colony on plate.

The second parameter, the plasmid loss rate, can be derived from mitotic stability measurements. The fraction of plasmid-bearing cells is measured before and after a fixed number of cell cycles under non-selective conditions. At the beginning there are $N$ cells. Let $S_i$ be the number of plasmid-bearing cells after $i$ divisions. Then $S_0 = s_0N$ where $s_0$ is the measured fraction of plasmid-bearing cells at the start of the experiment. In each round of division each plasmid-bearing cell produces a plasmid-free daughter with a probability $p$ (the plasmid loss rate). Thus, it produces two plasmid-bearing daughters with a probability of $1 - p$ and one plasmid-bearing daughter otherwise:

$$S_i = S_{i-1} + S_{i-1} \cdot (1 - p)$$
$$= S_{i-1} \cdot (2 - p)$$
$$= s_0N \cdot (2 - p)^i$$

At the same time, the total number of cells doubles in each round of division. Therefore the
fraction $s_i$ of plasmid-bearing cells can be calculated as

$$s_i = \frac{S_i}{2^i N} = s_0 \left( \frac{2 - p}{2} \right)^i = s_0 \left( 1 - \frac{p}{2} \right)^i$$

and the plasmid loss rate calculated after $n$ divisions is:

$$p = 2 \left( 1 - \sqrt[n]{\frac{s_n}{s_0}} \right). \tag{4.1}$$

### 4.4 Results

#### 4.4.1 An extrachromosomal $LYS2$ ring moves freely in the nucleus at mitosis, yet exhibits a strong bias to segregate to the mother cell

The mitotic stability and plasmid loss rate are population parameters of an entire yeast culture and therefore highly averaged quantities. Moreover, they depend not only on the segregation efficiency but also on the average copy number of the plasmid, the degradation of plasmids, and the life span of plasmid-free cells under selective conditions. The fundamental parameter is the probability that one particular plasmid reaches the daughter nucleus during nuclear division.

In order to measure this transfer probability directly, we examined the dynamics of an extrachromosomal ring in the nucleus at mitosis using live cell imaging. In this system, an inducible site-specific recombination event gives rise to a 16.5 kb ring bearing a fragment of the $LYS2$ gene and an array of lac operators which bind a coexpressed lac repressor-GFP fusion [Gartenberg et al., 2004, Gehlen et al., in preparation]. This allowed us to observe the ring using fluorescence microscopy. Importantly, the ring does not have functional origins of DNA replication and is therefore rarely replicated. As a consequence, most cells contain not more than one ring, which allowed us to follow it under the microscope to determine whether it crossed over to the daughter nucleus or not.

In order to examine if the excised ring shows a mother-daughter segregation bias at mitosis, we scored the presence of the ring in the mother and daughter nuclei in G1 phase of the cell cycle. The mother nucleus can be distinguished from its daughter by its larger size. We found that 90% of the excised rings stay in the mother, whereas only 10% of them segregate to the daughter cell (Figure 4.2), showing that the excised ring exhibits a strong segregation bias towards the mother nucleus at mitosis.
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Figure 4.2: The excised LYS2 ring shows a strong segregation bias. (A) Representative image of a dividing nucleus with an excised ring. (B) In 90% of the cases the ring is found in the mother nucleus after mitosis.

To monitor the dynamics of the ring, three dimensional (3D) confocal stacks were collected on living cells during mitosis at an interval of 30 s. Visual inspection of the movies showed that the excised ring is highly mobile at mitosis (Figure 4.1). Moreover, a mean squared displacement (MSD) analysis of the movement in G1 phase confirmed that the dynamics of the ring show the characteristics of a freely diffusing particle in a spherical volume with a radius of constraint of \( \sim 0.8 \mu m \) (Figure 4.3, see also section 2.2.3). This value is close to the average nuclear radius of haploid yeast cells (\( \sim 0.98 \mu m \)).

Figure 4.3: The excised LYS2 ring is highly mobile [Gartenberg et al., 2004, Gehlen et al., in preparation]. (A) Representative trajectory of a ring in G1. (B) The movement of the ring shows the same properties as a random walk inside a spherical volume.

Considering the reported observation that an ARS plasmid is associated with nuclear
pores [Shcheprova et al., 2008], we also measured the distance between the nuclear envelope and the excised ring at mitosis (Figure 4.4). A comparison to the expected distribution of a uniformly distributed particle, which I calculated using the computational model described below, indicates that the ring is not associated with the nuclear envelope.

![Figure 4.4: Distribution of the distance between the excised LYS2 ring and the NE. The ring is even further from the periphery than expected for a uniformly distributed spot.](image)

In order to rule out the possibility that the excised ring behaves differently from an autonomously replicating plasmid, we corroborated our findings with the inspection of an ARS plasmid carrying a lac operator array. Although the measurement of cells with multiple plasmids is difficult and it was hard to collect enough mitotic cells with few plasmids to perform a statistical analysis, our results suggest that the dynamic movement is not a special property of the excised ring, but a more general feature of extrachromosomal circles [Gehlen et al., in preparation].

Taken together, our results show that plasmids can move freely in the yeast nucleus at mitosis and nevertheless show a strong segregation bias. This implies that the binding to a structure in the mother is not required for an asymmetric distribution of an extrachromosomal DNA ring.

### 4.4.2 Passive diffusion and the geometric constraint of the dividing nucleus are sufficient to induce a segregation bias

Our data argue that the binding of an excised ring to an immobile structure in the mother nucleus is not required for a strong segregation bias. This led us to investigate the possibility

---

1In this study, we used the pAA4 plasmid which contains the URA3 gene, the 2\(\mu\)m ARS, and an array of lexA operators [Ansari and Gartenberg, 1997]. For this experiment, the plasmid was modified by the insertion of lac operators, which allowed us to visualize the position of the plasmid using a GFP-lac repressor fusion.
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that the geometric constraint which the shape of the dividing nucleus imposes on the plasmid diffusion effectively obstructs the transition to the daughter nucleus (see introduction).

I developed a computational model to investigate the effects of geometry and duration of the nuclear division on the diffusion-based plasmid distribution. The plasmid is modeled as a particle diffusing freely inside the nucleus, which has a spherical shape at the beginning. The daughter nucleus then bulges out of the mother with constant volume rate (Figure 4.5).

![Figure 4.5: Model of the dividing budding yeast nucleus. The daughter bulges out of the mother during 9 min with constant volume rate.](image)

The model uses the following parameters:

- **Step size**: The step size has to be small compared to the typical length scale of the confinement which is in the order of 100 nm. Between step size values of 10 nm and 5 nm there is still a detectable difference in the results but not for a further decrease beyond 5 nm. I used a value of 1 nm.

- **Time step**: The number of steps per second depends on the step size. I applied our tracking data shown in Figure 4.3B to calibrate the simulation against experimental data. In order to do that, I fitted function (2.16) to the mean squared displacement (MSD) of the excised ring:

$$ \langle d^2_1(\tau) \rangle = a \left( 1 - e^{-\tau/b_1} \right). $$

I then simulated a random walk inside a spherical volume with the radius derived from $a$ (see equation (2.22)) and fitted

$$ \langle d^2_2(n) \rangle = a \left( 1 - e^{-n/b_2} \right). $$

to the MSD of the walk. $\frac{b_2}{b_1}$ gives the desired number of steps per second. For the step size of 1 nm, I used 44602 s$^{-1}$. 
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- Duration of mitosis: The duration of different sections of the budding yeast cell cycle has been measured by [Lord and Wheals, 1981]. The time between the relocalization of the nucleus to the bud isthmus and the separation into two nuclei was measured to $(8.8 \pm 0.4)$ min. I used a value of 9 min.

- Radii of mother and daughter: The radii of mother and daughter nuclei directly after mitosis were measured in [Heun et al., 2001] to $R_{\text{mother}} = 975$ nm and $R_{\text{daughter}} = 840$ nm. In the model the daughter grows with constant volume rate. Although this assumption was not verified experimentally, it is unlikely to radically impact the simulation results.

- Final mother-daughter distance: The center-to-center distance of mother and daughter nucleus grows with constant speed. As for the volume growth rate, this was the simplest assumption I could make. I measured the final distance in movies taken by Shigeki Nagai. However, it is difficult to define the end of mitosis precisely and the final distances varied between 2200 nm and 4200 nm. This problem is alleviated by my finding that the results depend much less on the final mother-to-daughter distance than on the neck diameter (data not shown). I used a value of 2500 nm.

- The neck diameter: Obviously, the diameter of the neck between mother and daughter is crucial for the model. Moreover, it is very hard to determine. Because we use fluorescent labeling of nuclear pores to visualize the periphery and because there are almost no pores in the neck, it is impossible to measure the neck diameter from our fluorescent images. To my knowledge, no systematic study of this parameter using different staining or imaging techniques has been carried out so far. As part of this study, I have performed a screen over varying neck diameters to corroborate the results (see below). However, I estimated a default value for the diameter from electron micrographs published in [Gordon, 1977]. I measured a value of 450 nm and used 500 nm as default value for my simulations.

After equilibration, the plasmid would be found in the daughter nucleus in 39% of the cases, reflecting the volume difference of daughter and mother. In my simulation, on the other hand, I found that it reaches the daughter only with a frequency of 24% by 9 min. The system reaches equilibrium after about 25-30 min (Figure 4.6). This result implies that the mother-daughter transition of the plasmid is detectably obstructed solely by the geometric constraint of the dividing nucleus.

---

2To be precise: I measured the total extension of the dividing nucleus because this avoids the error-prone determination of the centers of mother and daughter. From this, I calculated the center-to-center distance by subtracting the two radii.
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### 4.4.3 A refined model together with molecular crowding in the neck can, at least in part, explain the segregation bias

Despite the result that the geometry of the nucleus imposes a notable constraint onto diffusion into the daughter nucleus, the transition probability of 24% is still substantially higher than the frequency of 10% observed experimentally (Figure 4.2B). But the result that the diffusive system does not reach equilibrium implies that the exact shape of the dividing nucleus plays an important role in the extent of the segregation bias. I therefore refined our model by introducing a tunnel between mother and daughter nucleus to better mimic the shape of the nucleus during division (Figure 4.7). As expected, the transition probability drops further to 15% (equilibrium: 39%) and the system needs much longer to equilibrate (Figure 4.8).

A high concentration of proteins and other molecules in the tunnel can increase the viscosity of the nucleoplasm and thereby slow down plasmid diffusion. I therefore investigated to which extent an increased viscosity in the neck would contribute to the segregation bias. In general, the effect is very little. Only a dramatic decrease of the plasmid’s diffusion coefficient in the neck exerts a visible change on the segregation bias (Figure 4.9A). Moreover, the effect depends radically on the movement of the solvent in the tunnel. I investigated three possible scenarios. If the solvent does not move, then an increased viscosity eventually leads to a retention of the plasmid, as expected (Figure 4.9A, blue curve). However, if the solvent in the tunnel moves as fast as the daughter nucleus, a high viscosity leads to a stabilization of the plasmid (Figure 4.9A, red curve). This is plausible because the plasmid gets stuck.
in the high viscosity medium if it enters the tunnel. If this happens early in mitosis, the plasmid is dragged to the other side by the medium. In an intermediate scenario, in which the velocity of the medium is interpolated continuously between mother and daughter, the result is essentially the same as in the no-drift scenario.

Figure 4.7: Refined model of the dividing budding yeast nucleus. The extended thin section between mother and daughter nucleus is modeled as a tunnel.

Figure 4.8: (A) The fraction of plasmids in the daughter nucleus over time for both models, derived from 5000 simulations each. In the refined model, the system does not even equilibrate fully in 60 min. In 9 min, it only reaches a fraction of 15% in the daughter nucleus. (B) Probability density of the plasmid’s position at the end of mitosis, calculated from 200000 simulations and projected onto the $xy$ plane.

Since the velocity profile of the medium in the tunnel is unknown, it is difficult to conclude how high viscosity in the tunnel would influence the segregation bias. Importantly, the flow of the medium has no impact on the plasmid distribution for all realistic values of the solvent viscosity.

107
Not only increased viscosity could impair the plasmid transition from mother to daughter. For example, the presence of chromosomes and microtubules in the tunnel reduces the cross section which is accessible to the plasmid. Therefore, I ran a set of simulations to find out how far the effective tunnel diameter has to be reduced in order to retain the plasmid as efficiently as observed in the experiment. This analysis yielded the refined model with a tunnel diameter reduced to 160 nm, corresponding to 40% of the total cross section (Figure 4.9B).

**Figure 4.9:** (A) Effect of increased solvent viscosity inside the tunnel. The fraction in the daughter at the end of mitosis is shown in dependency of the plasmid’s diffusion coefficient in the tunnel normalized to the default diffusion coefficient. The fraction in the daughter at equilibrium (0.39), for the default viscosity (0.15), and in the experiment (0.10) are shown in comparison. The viscosity in the neck shows only an effect for extremely high viscosity values. In this case, the outcome depends crucially on the chosen model for the flow of the solvent in the tunnel (see text). (B) Effect of the tunnel diameter on the segregation bias for both models. The fraction in the daughter at equilibrium (0.39) and in the experiment (0.10) are shown in comparison. In the refined model, a reduction of the diameter to 320 nm (corresponding to 40% of the default cross section) reproduces the experimental segregation bias.

### 4.4.4 Extension of mitotic duration improves plasmid partitioning

The result that the diffusive system of the dividing nucleus does not reach its equilibrium before the nuclei separate predicts that a prolongation of the division would improve plasmid segregation into the daughter cell. To test this hypothesis, we measured the stability of the ARS plasmid in a mutant with an extended mitotic duration and at a lower temperature which also prolongs cell division.

We focused on the yku70Δ mutant, in which the duration of the G2/M phase is extended due to the checkpoint activation caused by damaged telomeres [Maringele and Lydall, 2002].
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4.4. Results

The G2/M delay in the \( yku70\Delta \) mutant is largely suppressed by the deletion of the \( CHK1 \) gene [Maringle and Lydall, 2002], which plays an important role in the G2/M checkpoint in budding yeast [Heideker et al., 2007]. We measured mitotic stability and plasmid loss rate of the pAA4 plasmid (see footnote on page 103) in wild type, a \( yku70\Delta \) mutant, and a \( yku70\Delta \text{chk}1\Delta \) double mutant. As predicted, the deletion of \( YKU70 \) improves the persistence of the plasmid significantly: the mitotic stability was improved from 21% to 31.5% (Figure 4.10A), and the plasmid loss rate dropped from 0.3 to 0.15 [Gehlen et al., in preparation]. Moreover, simultaneous deletion of \( YKU70 \) and \( CHK1 \) reverses this effect: both the mitotic stability (18.8%) and the plasmid loss rate (0.27) show values comparable to those of wild type cells. Therefore, the effect does not result from the loss of yKu70 \textit{per se}. Although we cannot completely exclude the possibility that this behavior results from effects other than G2/M delay, these data strongly suggest that the extension of G2/M phase improves the diffusion of the ARS plasmids into the daughter nucleus, confirming the theoretical prediction.

To further support the observations in the \( yku70\Delta \) mutant, we measured the mitotic stability of the plasmid at different temperatures. It is known that the cell cycle is extended by shifting yeast cells to lower temperature. The duration of the combined G2/M phase doubles under a shift from 30°C to 20°C [Vanoni et al., 1984]. However, at the same time also diffusion slows down at decreased temperature which should destabilize the plasmid. Under the assumption of the Stokes-Einstein-relation [Coffey et al., 2004], the diffusion coefficient \( D \) is proportional to \( T/\eta \) where \( T \) is the absolute temperature and \( \eta \) the dynamic viscosity of the solvent. From this follows: \( \frac{D(293 \text{ K})}{D(303 \text{ K})} = \frac{293 \text{ K} \cdot \eta(303 \text{ K})}{303 \text{ K} \cdot \eta(293 \text{ K})} \). Assuming that the temperature dependence of the diffusion coefficient of the nucleoplasm is similar to that of water, this results in \( D(293 \text{ K}) = 0.77D(303 \text{ K}) \) [Aleksandrov and Trakhtengerts, 1974]. In my simulations, this decreases the fraction of plasmids in the daughter nucleus only from 15.3% to 14.2% (Figure 4.10C). An accompanying increase of mitotic duration to 18 min leads to a transfer probability of the plasmid of 20.1% (Figure 4.10D). Despite this rather moderate increase, these results suggest that the prolongation of mitosis is the predominant consequence of the temperature shift and that a decrease in temperature might stabilize a plasmid.

We measured the mitotic stability of pAA4 in wild type at 30°C and 20°C. Although the mitotic stability is lower in general in this experiment, we found that, consistent with the prediction, it is higher at 20°C than at 30°C (20.7% versus 12.3%, Figure 4.10B).

4.4.5 Anchoring to the nuclear envelope improves plasmid partitioning

Our results revealed that no active molecular mechanism is required to explain the asymmetric distribution of ARS plasmids. This raises the question of which mechanisms can overcome the bias and lead to a symmetric distribution. It was shown in [Ansari and Gartenberg, 1997]...
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that targeting a specific domain of Sir4, the partitioning and anchoring domain (Sir4PAD), directly to ARS plasmids improves their mitotic segregation. Sir4 is involved in anchoring telomeres to the nuclear envelope (NE), and it could therefore link the plasmid either to telomeres or to the NE. The Sir4PAD-mediated enhancement of ARS plasmid segregation requires the nuclear periphery protein Esc1 [Andrulis et al., 2002], which is also bound by Sir4PAD. This observation led us to hypothesize that anchoring to the NE is responsible for the Sir4PAD-mediated improvement of mitotic segregation. We targeted a fusion of lexA with the integral membrane protein Yif1 [Andrulis et al., 1998] to the excised ring in order to test this hypothesis.

![Figure 4.10: Effects of prolonged mitosis on the segregation bias.](image)

(A) Effect of yku70Δ and yku70Δ chk1Δ deletions on the mitotic stability of the pAA4 plasmid. The values were calculated as averages of six experiments with independent transformants. (B) Effect of different temperatures on the mitotic stability of the pAA4 plasmid in wild type. (C) Effect of slower diffusion at 20°C. The fraction of plasmids in the daughter nucleus after 9 min drops from 15.3% to 14.2%. (D) Combined effect of slower diffusion and slower mitosis at 20°C. All three curves are very similar. The important impact of lowered temperature is that mitosis takes longer. After 18 min, 20.1% of the plasmids are in the daughter nucleus.
We have shown in a previous study that targeting of a lexA-Yif1 fusion relocalizes an internal GFP-tagged chromosomal locus to the nuclear periphery in interphase [Taddei et al., 2004]. We showed that targeting of lexA-Yif1 results in a relocalization of the excised ring to the periphery at mitosis, compared to targeting of lexA alone (Figure 4.11A).

Figure 4.11: Effects of anchoring to the NE on the segregation bias. (A) The lexA-Yif1-targeted ring is more frequently close to the periphery than a ring targeted with lexA alone. (B) Effect of lexA-Yif1-targeting on the plasmid loss rate of pAA4. The values were calculated as averages of six experiments with independent transformants. (C) Effect of restriction of plasmid movement to the surface of the confining volume. The fraction of plasmids in the daughter nucleus after 9 min increases from 15.3% to 29.9%. The fraction in equilibrium is also increased (43% instead of 39%) because the surface ratio of daughter and mother is larger than their volume ratio. (D) Projected probability density of the plasmid’s position at the end of mitosis.

To test whether anchoring to the NE improves plasmid partitioning, lexA-Yif1 was also targeted to the pAA4 plasmid, which contains four adjacent lexA sites. As shown before [Ansari and Gartenberg, 1997], targeting of Sir4PAD stabilizes pAA4 in wild type cells in a Esc1 dependent manner. We found that lexA-Yif1 also stabilizes the plasmid (Figure 4.11B).
To confirm that this stabilization is due to the binding of Yif1 to the plasmid DNA and not to its mere presence in the nucleus, the stability of a plasmid with no lexA binding sites (pAA0) was measured in the presence of lexA-Yif1. Expression of lexA-Yif1 did not stabilize pAA0 compared to lexA alone [Gehlen et al., in preparation].

An improvement in plasmid stability could result not only from improved plasmid segregation, but also from enhanced replication efficiency. To rule out this second possibility, we determined the average copy number of the pAA4 plasmid per plasmid-bearing cell by southern hybridization. An increase in replication efficiency would lead to an increase in plasmid copy number per plasmid-bearing cell, whereas an improvement of plasmid segregation would be accompanied by a decrease in plasmid copy number. We found that cells expressing lexA alone have 20.6 plasmids per plasmid-bearing cell, while cells expressing lexA-Yif1 have only 5.4. Thus, we conclude that the improvement of plasmid stability by Yif1 results from an improvement of plasmid segregation. The fact that this improvement is independent of Esc1 and Sir4 (Figure 4.11B) reinforces our conclusion that physical anchoring of the plasmid to the NE is sufficient to improve plasmid segregation. This conclusion is in agreement with the observation that inner nuclear membrane proteins are able to diffuse into the daughter nucleus during mitosis [Shcheprova et al., 2008].

Our findings raise the question of how binding to the NE can stabilize a plasmid. The mathematical theory of narrow escape [Singer et al., 2006] indeed predicts that the time a diffusing particle needs to escape from a spherical volume through a small circular window is shorter for diffusion along the periphery than for internal diffusion. This result requires that the window is very small compared to the size of the sphere which is fulfilled only approximately in our case. I simulated the plasmid segregation with the same model as before but with the restriction that the plasmid moved on the periphery of the dividing nucleus. I found that the fraction of plasmids in the daughter after mitosis is indeed considerably bigger (30% compared to 15%) than for internal diffusion (Figure 4.11).

4.5 Discussion

In this study, we found that the segregation bias of ARS plasmids can be explained by the geometric constraint that the dividing nucleus imposes on plasmid diffusion, together with the limited duration of mitosis. Furthermore, we showed that the binding of the plasmid to the nuclear envelope improves its partitioning. This can be explained by the mathematical result that movement on the periphery of a confining volume reduces the escape time from this volume.

We used time lapse microscopy to show that an excised chromatin ring moves freely inside the nucleus and nevertheless shows a strong segregation bias. This finding supports the hypothesis that binding to a nuclear structure is not required for asymmetric plasmid distribution. I developed a computational model to study the transition of the plasmid from mother to daughter based on unobstructed diffusion in the dividing nucleus. With
this model, I could show that the diffusional barrier created by the shape of the dividing nucleus effectively inhibits the mother-daughter transition of a plasmid within the limited time of mitosis. The model predicts that both a widening of the neck and a prolongation of mitosis would improve plasmid partitioning. We confirmed the case of prolonged mitosis by using a yku70Δ mutant and by lowering the temperature. Additionally, we confirmed the recent result of [Shcheprova et al., 2008] that the deletion of BUD6 increases plasmid stability (data not shown). Bud6 is located at the cellular bud neck during late mitosis, and the deletion leads to a thicker neck [Amberg et al., 1997]. Although we do not know if this also causes a widening of the nuclear neck during the division of the nucleus, this effect would indeed cause an increase in plasmid stability according to our model. Furthermore, the deletion of BUD6 causes a decrease in growth rate and an accumulation of cells in late mitosis [Amberg et al., 1997]. We propose that the stabilizing effect of BUD6 deletion is a result of prolonged mitosis and possibly a widening of the neck of the dividing nucleus.

[Shcheprova et al., 2008] reported that an ARS plasmid is associated with nuclear pores. They further showed that nuclear pores stay in the mother due to a diffusion barrier at the bud neck and proposed that this barrier prevents the transition of an ARS plasmid to the daughter nucleus. We found, however, that an excised chromatin ring moves freely inside the nucleus and nonetheless shows a strongly asymmetric distribution. The contradiction might stem from the different systems used in [Shcheprova et al., 2008] and our study. The authors used a system in which excision of the centromeric sequence from a CEN-ARS plasmid produces a “non-centromeric” plasmid. Since centromeres in budding yeast have been shown to interact with the spindle pole body, which is embedded in the nuclear envelope [Jaspersen and Winey, 2004], it is possible that an epigenetic mechanism retains the “non-centromeric plasmid” at the nuclear envelope even after the CEN element is excised. Accordingly, in budding yeast, the centromere-specific histone H3 variant Cse4 is present in a 20 kb domain surrounding the 120bp CEN sequence in G2/M phase of the cell cycle [Riedel et al., 2006]. It is possible that Cse4 is still present after excision of CEN sequences from the plasmid, keeping it at the periphery.

In spite of other mechanisms that could act on top, we have shown that the retention of ARS plasmids in the mother nucleus already occurs passively due to the geometric constraints that the mitotic nucleus imposes on plasmid diffusion. The model predicts a transition probability of 15% for the excised DNA ring while we observed an experimental value of 10%. Two factors could explain this difference. First, there could be an active gate keeping mechanism at the neck between mother and daughter nucleus that specifically retains the plasmid. Although the model by [Shcheprova et al., 2008] supports this possibility, this model relies on a diffusion barrier at the nuclear envelope. This mechanism is less plausible for plasmids that are not associated with the nuclear envelope, such as our LYS2 ring.

Alternatively, the difference could be the result of a reduced effective cross section of the neck due to the presence of chromosomes and microtubules. Furthermore, the tunnel between mother and daughter thins at the end of mitosis until the two nuclei separate. This
process is not included in our model. My simulations show that with a default neck diameter of 500 nm the available cross section has to be reduced to 40%. If 32 chromatid arms are present in the neck this means that each chromatid arm together with its microtubule would have an effective diameter (i.e. the diameter of a cylinder with the same cross section) of about 70 nm. This highly simplified calculation suggests that the crowding of chromatid arms and microtubules in the neck can explain the discrepancy between our theoretical modeling and our experimental results. A more detailed analysis would have to make assumptions about the exact position of the chromosomes and microtubules in the neck. Our results are supported by the fact that a small 1.45 kb \textit{TRP1} circle does not show a segregation bias [Zakian and Scott, 1982], suggesting that the diffusion coefficient and the available space at the bud neck are important for plasmid transition.

A further prediction of our model is that, since there is no specific retention of the plasmid, it should be stabilized by association with a structure that partitions well between mother and daughter. Indeed, plasmids bearing a centromeric sequence are present in 90% of the cells [Clarke and Carbon, 1980]. It has been speculated that also the binding to telomeres might stabilize an \textit{ARS} plasmid [Ansari and Gartenberg, 1997]. Within this project, we could show that targeting of the Ku80 protein associates a plasmid with telomeres and indeed increases plasmid stability, confirming this hypothesis.

It has been proposed that cell polarity might have arisen originally as a solution to cope with the accumulation of damaged proteins and DNA, which are caused by vital cellular activities [Partridge and Barton, 1993, Ackermann et al., 2007, Macara and Mili, 2008]. Polarized cell division enables the rejuvenation of one daughter cell, at the expense of the other, which takes over accumulated material. While many systems appear to rely on active molecular mechanisms to ensure that damaged material is prevented from being transmitted to offspring [Aguilaniu et al., 2003, Macara and Mili, 2008], our results suggest that asymmetric morphology of mitosis could potentially contribute to rejuvenation by imposing physical constraints on the diffusion of damaged material into the daughter. Thus, polarized mitotic morphology of budding yeast might have arisen from the need for rejuvenation during evolution.

Our results raise the possibility that the neck geometry could also contribute to the asymmetric segregation of other damaged material. Interestingly, [McMurray and Gottschling, 2003] suggested the possibility that a centromere-less fragment (acentric fragment) that can be created in the presence of unrepaired double-strand breaks might be preferentially retained in the mother cell when it is completely separated from the rest of the chromosome. It was proposed that this mechanism could account for the daughter-biased occurrence of age-related loss of heterozygosity (LOH) in yeast. If the acentric fragment is preferentially retained in the mother, the daughter will repair the broken fragment by break-induced replication, whereas the mother cell could repair the broken fragment via non-homologous end-joining or homologous recombination. This would result in daughter-specific LOH.

Another possibility is that the physical constraint at the neck might also impose a barrier
on passive diffusion of proteins into the daughter nucleus. This is an attractive option since it could ensure that most of these proteins are synthesized \textit{de novo} in the daughter, while old and damaged proteins are predominantly retained in the mother nucleus. However, it has to be noted that proteins diffuse much faster in the nucleus than a plasmid. Computational simulations using our model, in combination with live imaging of single molecule proteins, could be used to shed light on this possibility.

Our results suggest that the asymmetric division of the budding yeast nucleus together with the limited duration of mitosis provides the cell with a powerful mechanism to retain detrimental material in the mother nucleus. They demonstrate on the other hand that passive diffusion is already on the length scale of the yeast nucleus not an efficient way to segregate objects to a distant compartment. We showed that binding to the nuclear envelope is one way to alleviate this effect. However, in larger systems and especially if they bear inherent asymmetry, active transport is indispensable to ensure the proper distribution of cellular objects.
Chapter 5

Homology Search

5.1 Summary

DNA double-strand breaks are the most deleterious DNA lesions (see section 1.3). Homologous recombination uses a homologous template to repair a double-strand break accurately and is very efficient in yeast. However, the process by which the break and template site find each other within the vast quantity of non-homologous DNA is not well understood. We have developed a combined experimental and theoretical approach to study homology search and its relationship to nuclear organization in yeast. In this chapter, I introduce our strategy and present some first theoretical results that proof the concept of the approach.

5.2 Introduction

In order to repair a DNA double-strand break (DSB) via homologous recombination (HR), the break and template site have to colocalize and form a Holliday junction. The formation and resolution of Holliday junctions during HR have been studied extensively [Nassif et al., 1994, Szostak et al., 1983]. In contrast, the preceding process through which the two homologous loci get together is ignored in most models. Conceivable mechanisms that can lead to the colocalization of a DSB site with its template for HR include a linear scan of the genome, 3D diffusion with repeated unspecific binding of randomly selected loci, and a combination of these two. It has been shown that such a combination of 1D and 3D diffusion can significantly reduce the time needed by a DNA binding protein to find its binding site [Merlitz et al., 2006].

In yeast, DSB repair by interchromosomal ectopic recombination occurs with high efficiency (>90%) within 2 hours after DSB formation [Aylon et al., 2003]. A simplified calculation suggests that a linear scan of the genome within that time would have to be exerted at a unrealistically high speed compared to the processivity of DNA polymerase [Barzel and Kupiec, 2008]. This observation has led to the hypothesis that homologous
sequences might be aligned to each other even before a break occurs.

However, quantitative predictions for the duration of homology search and the influence of the spatial organization of the genome are difficult. To assess different models for homology search in the light of experimental results, it would be very helpful to know how long the search process would take based on different diffusion models (1D, 3D, a combination thereof) and how this time is influenced e.g. by anchoring break or template site to the nuclear periphery or by changing their mobility.

In collaboration with Vincent Dion, I am addressing these questions using a combined experimental and theoretical approach. In the following two sections, I introduce the experimental system designed by Haico van Attikum, Benjamin Towbin, and Vincent Dion and my computational model.

### 5.3 Experimental approach to study homology search

DNA double-strand breaks can be induced artificially by exposing cells to ionizing radiation, DNA damaging agents, or specific endonucleases [Feuerhahn and Egly, 2008, Lundin et al., 2005, Koç et al., 2004]. In the first two cases, one cannot predict where in the genome the damage will occur. Using lasers, the damage can be restricted to certain regions of the nucleus, but still it is not possible to induce damage at a given genomic location. This specificity can be achieved, however, by the use of site specific endonucleases, which recognize a specific sequence in the genome and induce a double-strand break (DSB) [Feuerhahn and Egly, 2008].

The common way to induce site-specific DSBs in yeast is to use the HO endonuclease, which plays an essential role in the mating type switching system of budding yeast [Haber, 1998]. While this endogenous enzyme is highly specific and efficient in its cleavage pattern, one risks that this system shows specific repair characteristics due to its endogenous function in mating type switching. Therefore, we use a different endonuclease, I-SceI whose recognition site is not present in the wild type yeast genome, but which has also been successfully used to induce DSBs in yeast [Haber, 1995].

Our system consists of two cassettes, which can be integrated at different positions in the genome. One cassette contains an I-SceI cut site and an array of lac operator sequences. The other one contains a template sequence for HR, a stretch of lexA operators, and an array of tet operators (see Figure 5.1). The I-SceI protein is expressed under control of a GAL1-10 galactose-induced promoter. Therefore, the expression can be triggered by shifting the cells to media containing galactose. Break and template site can be visualized microscopically in different ways (see section 2.1). A CFP-lacI fusion binds the lac operator sequences. Additionally, the break site can be visualized by the presence of a Rad52-GFP fusion. Importantly, Rad52 only forms a spot when the break has been induced [Lisby et al.,

2001]. Therefore, a colocalization of the CFP and GFP signals indicate the induction of a break. The tet operator sequences are bound by an mCherry-TetR fusion.

Figure 5.1: Integration cassettes to study homology search in vivo. One cassette contains a copy of the LYS5 gene with a recognition site for the I-SceI endonuclease. Next to it is a sequence of lac operators, which can be bound by a CFP-lacI fusion. A LEU2 marker is used to check for the presence of the cassette. The other cassette contains a truncated copy of the LYS5 gene and arrays of lexA and tet operators, which also allow the binding of the respective repressor proteins. The cassettes can be integrated at different sites of the genome. Both LYS5 copies are dysfunctional. Only the repair of the break via gene conversion leads to a functional copy.

To study the duration of homology search, a break is induced by shifting the cells to galactose. The colocalization of CFP and GFP indicates the successful induction of a break. The colocalization of CFP/GFP with mCherry signals the end of homology search.

Apart from this assay, the system allows to measure the efficiency of repair genetically. The break site is located in a copy of the LYS5 gene, which encodes an enzyme of the lysine synthesis pathway. Due to the the insertion of the I-SceI recognition sequence, the gene is not functional. The template site also contains a copy of LYS5, but only the middle part. If the endogenous copy of LYS5 is deleted, there is no functional copy, and the cells cannot grow on media without lysine. However, if a break is induced and repaired via gene conversion, the break site is removed, and the cell gains a functional LYS5 copy. If the damage is repaired by error-free NHEJ, then the cut site remains and the cut will be induced again. However, repair via erroneous NHEJ stably repairs the damage, but leads to a cell which cannot synthesize lysine. This fact can be used to measure the efficiency of repair via HR versus erroneous NHEJ. The presence of the lexA sequences allow the targeting of additional proteins. This can be used to influence position and mobility of the template site.

http://www.yeastgenome.org/cgi-bin/locus.fpl?locus=LYS5

The cassettes are designed in a way that a crossing over event leads to a dicentric chromosome and therefore to an inviable cell [Watson et al., 2003].
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The cassettes described here are under construction. Therefore I cannot present any empirical results. Nonetheless, I present the initial studies performed for computer simulations of the homology search experiments, which will serve as a basis for interpretation and modeling of experimental results.

5.4 Theoretical approach to study homology search

To date, not only the biochemical details of homology search are unclear, but also the general mechanism has remained enigmatic. We will use the experimental system described above to investigate how the homology search system of the nucleus reacts to interference. In addition, to elucidate the underlying homology search mechanism, we have modeled some simple mechanisms and will compare their performance to that which occurs in yeast.

The most basic possibility is that the two affected chromosomes diffuse freely in the nucleus until break and template site get in contact by chance. The knowledge of how long the search takes based on this mechanism would already allow us to assess if the homology search could be the rate limiting step of homologous recombination and how much more efficient the true mechanism has to be.

In the model described above, the two chromosomes diffuse freely in 3D until the distance between the two loci of interest becomes lower than a given threshold. This event is called a collision, and the quantity we are interested in is the time of the first collision. The straightforward way to calculate the mean first collision time \( \tau_F \) is the following. The chromosomes start from random initial conformations and evolve according to the Brownian dynamics algorithm (see section 2.4.3). The simulation cycle is finished when the first collision takes place. \( \tau_F \) is calculated as the average of many simulation cycles.

This approach is inefficient if \( \tau_F \) is large compared to the relaxation time of the distance between the loci. Since the system “forgets” its initial distance after the relaxation time large parts of a simulation cycle are essentially redundant. In the following section, I introduce a method that avoids this redundancy and can thereby greatly reduce the computation time. This method has been proposed in [Klenin and Langowski, 2001,Klenin and Langowski, 2004] and has been successfully applied to the search of a DNA binding protein for its binding site [Merlitz et al., 2006].

5.4.1 The method of excess collisions

The method of excess collisions (MEC) can be applied in general to a system that can assume certain states \( A \) and \( B \) (but can also assume states that are neither \( A \) nor \( B \)). In our case, \( A \) is the state in which the two loci are in contact (i.e. closer to each other than a threshold distance \( d_A \)), and \( B \) is the state where the loci are far apart (i.e. the distance is larger than a second threshold \( d_B \)). We are interested in the time \( \tau_{BA} \), the average time that the system needs to switch from state \( B \) to state \( A \). In our system, this process is usually much slower.
than the opposite transition from $A$ to $B$.

When the system enters state $A$, the event is counted as a collision. Each collision that occurs for the first time after the system has visited state $B$ is called a prime collision. If the system is observed for a sufficiently long time interval $T$, one can define the recurrence times

$$
\tau_R = \frac{T}{n(T)}
$$

$$
\tau'_R = \frac{T}{n'(T)}
$$

where $n(T)$ and $n'(T)$ are the numbers of collisions and prime collisions, respectively, during the time interval $T$. Between two prime collisions, the system switches from $A$ to $B$ and back to $A$. $\tau'_R$ is therefore equal to $\tau_{AB} + \tau_{BA}$ which reduces the measurement of $\tau_{BA}$ to the measurement of $\tau_{AB}$ and $\tau'_R$:

$$
\tau_{BA} = \tau'_R - \tau_{AB}.
$$

From equation (5.1) follows

$$
\tau'_R = N\tau_R \text{ with } N = \frac{n(T)}{n'(T)}.
$$

$N$ is the average number of collisions between two visits to state $B$, which is independent of $T$. Thus, equation (5.2) turns into:

$$
\tau_{BA} = N\tau_R - \tau_{AB}.
$$

Both $\tau_{AB}$ and $N$ can be determined by a simulation of the transition from $A$ to $B$. This is useful if $\tau_{AB} \ll \tau_{BA}$. In this case, the problem of an efficient determination of $\tau_{BA}$ has been reduced to the calculation of the recurrence time $\tau_R$ (see next section).

Using the method of excess collisions, a simulation cycle looks like the following: The system starts in state $A$ and ends when the system reaches state $B$. From a series of simulation cycles, one can calculate the average transition time $\tau_{AB}$ and the average number of collisions $N_C$. The first collision is not part of the simulation since the system starts in state $A$. Therefore, it follows:

$$
N = N_C + 1
$$

$$
\tau_{BA} = (N_C + 1)\tau_R - \tau_{AB}
$$

$$
\tau_{BA} = (N_C - \frac{\tau_{AB}}{\tau_R} + 1)\tau_R
$$

$$
\tau_{BA} = (N_E + 1)\tau_R.
$$
Equation (5.6) is the formula that is used in practical applications to calculate $\tau_{BA}$. In equation (5.7), $N_C - \frac{\tau_{AB}}{\tau_R}$ has been merged to $N_E$, the mean number of excess collisions, from which the method got its name. $\frac{\tau_{AB}}{\tau_R}$ is the mean number of collisions that would occur within a simulation cycle of length $\tau_{AB}$ starting from a random state. $N_E$ is therefore the mean number of excess collisions, which only occur because the system starts in state $A$.

5.4.2 An efficient way to calculate the mean recurrence time

In section 5.4.1, the problem of determining the mean transition time $\tau_{BA}$ has been reduced to finding the mean recurrence time $\tau_R$ of the system. In this section, I demonstrate how $\tau_R$ can be obtained from faster computations in a small test system.

If $p$ is the average probability for a collision during the next short time interval $\Delta \tau$, then the expected number of collisions during $k$ intervals is $kp$. It follows from the definition of $\tau_R$ that the expected number of collisions during $\tau_R$ is 1. Thus, $p$ must be equal to $\frac{\Delta \tau}{\tau_R}$.

On the other hand, one can define $\mathcal{S}$ as the set (or a superset thereof) of all system states $X$ in which the system has a finite probability to reach $A$ within the time interval $\Delta \tau$. Then, $p$ can also be written as:

$$p = P(X \in \mathcal{S}) \cdot \hat{p}$$

where $\hat{p}$ is the average transition probability from $X$ to $A$ within $\Delta \tau$, given $X \in \mathcal{S}$. Importantly, $\hat{p}$ does not depend on the system size, and one can write:

$$\tau_R = \frac{\Delta \tau}{\hat{p} \cdot P(X \in \mathcal{S})}$$

$$\tau_R \sim \frac{1}{P(X \in \mathcal{S})} \text{ for varying system sizes.}$$

This result opens the possibility to calculate $\tau_R$ in a small test system (for example by confining the two loci of interest to a small ball), in which it is much lower, and extrapolate the result using (5.8). $P(X \in \mathcal{S})$ can be computed efficiently for both systems using a Monte Carlo simulation (see section 2.4.4) or — in simple cases — even an analytical calculation.

5.5 Proof of concept and discussion

5.5.1 Test of the MEC approach

I used a random walk model to test the method of excess collisions in the case of homology search. In the model, the two loci of interest are represented by two randomly moving points, which are confined to the same spherical volume. This highly simplified model allows a straightforward simulation of the homology search, which can be used to verify the results obtained by the MEC approach and to estimate the gain in computation time.
As a first test, I ran simulations of the full cycle starting from state A, reaching state B, and eventually returning to A. The first part of the cycle can be used for the MEC approach, and the second part is the direct simulation of the homology search. Whenever the system reenters state A, a collision is counted. The final arrival in state A, which terminates the cycle, is counted as a collision, but not the start. With these settings, all simulated cycles can be virtually concatenated to one long simulation giving direct access to the recurrence time $\tau_R$. I used a ball radius of 1000 and the average distance $\frac{20 \cdot 1000}{15} = 1028.6 \text{ (see equation (3.7))}$ between the spots as the threshold distance $d_B$. The step length of the random walks was 1. Table 5.1 summarizes the results for different threshold distances $d_A$.

<table>
<thead>
<tr>
<th>$d_A$</th>
<th>$n$</th>
<th>$\tau_{AB}[10^6]$</th>
<th>$N$</th>
<th>$\tau_R[10^6]$</th>
<th>$\tau_{BA}^{(\text{MEC})}[10^6]$</th>
<th>$\tau_{BA}^{(\text{direct})}[10^6]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>1000</td>
<td>0.722 ± 0.016</td>
<td>5.42 ± 0.16</td>
<td>40.09 ± 0.54</td>
<td>216.6 ± 7.0</td>
<td>216.6 ± 6.8</td>
</tr>
<tr>
<td>10</td>
<td>1000</td>
<td>0.739 ± 0.018</td>
<td>10.33 ± 0.33</td>
<td>10.94 ± 0.11</td>
<td>112.2 ± 3.8</td>
<td>112.2 ± 3.4</td>
</tr>
<tr>
<td>20</td>
<td>1000</td>
<td>0.743 ± 0.017</td>
<td>21.69 ± 0.68</td>
<td>2.47 ± 0.17</td>
<td>52.9 ± 1.7</td>
<td>52.9 ± 1.6</td>
</tr>
<tr>
<td>40</td>
<td>1000</td>
<td>0.725 ± 0.017</td>
<td>43.0 ± 1.4</td>
<td>0.6586 ± 0.0032</td>
<td>27.57 ± 0.91</td>
<td>27.57 ± 0.85</td>
</tr>
<tr>
<td>80</td>
<td>1000</td>
<td>0.716 ± 0.016</td>
<td>89.4 ± 2.9</td>
<td>0.1697 ± 0.0006</td>
<td>14.46 ± 0.49</td>
<td>14.46 ± 0.46</td>
</tr>
</tbody>
</table>

Table 5.1: Parameters and results for the simulation of the whole A-B-A cycle: threshold distance for entering A, number of simulation cycles, average transition time from A to B, number of collisions during the A to B transition (including the prime collision at the start), mean recurrence time, average transition time from B to A (calculated using the MEC approach), average transition time from B to A (measured directly).

It has to be noted that these simulations cannot be used as a solid verification of the MEC approach. Since all data were calculated from the same simulations, the agreement of $\tau_{BA}^{(\text{MEC})}$ and $\tau_{BA}^{(\text{direct})}$ only reflects the arithmetic derivations presented above. Additionally, at the start of the B-A simulation cycle the distance between the two spots is exactly $d_B$, which is artificial. It would be more realistic to draw the start positions of the two spots from a uniform distribution across the confining ball. However, if the relaxation time of the distance is much shorter than $\tau_{BA}$, then the correlation with the starting distance is lost very fast and it is safe to always start with the mean distance. The relaxation time can be calculated via an autocorrelation analysis [Priestley, 1982].

I ran a simulation of two random walks with $2 \cdot 10^9$ steps inside a ball of radius 1000 and a step length of 1. I calculated the autocorrelation function (ACF) $A(\Delta t)$ as

$$A(\Delta t) = \frac{\langle d(t)d(t + \Delta t) \rangle - \langle d(t) \rangle^2}{\langle d(t)^2 \rangle - \langle d(t) \rangle^2}.$$ 

The result is shown in Figure 5.2. A fit of an exponential function to the ACF yielded a decay constant of 553600 time steps. Thus, the distance loses its correlation after a few million time steps, which is acceptable for the simulations shown above. The result of this
analysis is confirmed by a set of simulations of the $B$-$A$ transition starting from randomly located spots (Table 5.2). These data also corroborate the validity of the MEC approach.

Figure 5.2: Spot-spot distance autocorrelation, computed from a random walk simulation of two spots inside a spherical volume of radius 1000. The simulation comprised $2 \cdot 10^9$ time steps, and the step length was 1. The function $\exp(-\Delta t/a)$ was fitted to the ACF and yielded a decay constant of 553,600 time steps.

<table>
<thead>
<tr>
<th>$d_A$</th>
<th>$n$</th>
<th>$\tau_{BA}^{(MEC)}[10^6]$</th>
<th>$\tau_{BA}^{(d_B)}[10^6]$</th>
<th>$\tau_{BA}^{(random)}[10^6]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>1000</td>
<td>216.6 ± 7.0</td>
<td>224.0 ± 7.4</td>
<td>230.9 ± 7.4</td>
</tr>
<tr>
<td>10</td>
<td>1000</td>
<td>112.2 ± 3.8</td>
<td>113.4 ± 3.6</td>
<td>115.3 ± 3.6</td>
</tr>
<tr>
<td>20</td>
<td>1000</td>
<td>52.9 ± 1.7</td>
<td>55.0 ± 1.7</td>
<td>56.7 ± 1.9</td>
</tr>
<tr>
<td>40</td>
<td>1000</td>
<td>27.57 ± 0.91</td>
<td>28.43 ± 0.89</td>
<td>28.38 ± 0.88</td>
</tr>
<tr>
<td>80</td>
<td>1000</td>
<td>14.46 ± 0.49</td>
<td>14.91 ± 0.46</td>
<td>14.57 ± 0.46</td>
</tr>
</tbody>
</table>

Table 5.2: Parameters and results for the simulation of the $B$-$A$ cycle: threshold distance for entering $A$, number of simulation cycles, average transition time from $B$ to $A$ (calculated using the MEC approach, see Table 5.1), average transition time from $B$ to $A$ (measured directly), average transition time from $B$ to $A$ (measured directly with random start positions).

The data shown so far confirm that $\tau_{BA}$ can be recovered accurately from a set of $A$-$B$ simulations if $\tau_R$ can be obtained from elsewhere. Additionally, the results can be used to get an impression of the properties of the search and of the impact of the MEC approach. As expected, $\tau_{AB}$ is independent of $d_A$ as long as $d_A \ll d_B$. Moreover, in the observed range, $\tau_{AB}$ is consistently 1 to 2 orders of magnitude smaller than $N\tau_R$. Therefore, the calculation of $\tau_{BA}$ via equation (5.5) is dominated by the first term. As a consequence, the number of collisions in a simulation cycle of the inverse homology search is the important quantity. The length of the cycle is almost insignificant.
The results suggest that the number $N$ of collisions during one $A$-$B$ cycle is proportional to $d_A$ and that the recurrence time $\tau_R$ is inversely proportional to $d_A^2$ (see Table 5.1 and Figure 5.3A). As mentioned above, equation (5.5) for the calculation of $\tau_{BA}$ is dominated by $N\tau_R$. Therefore, in the parameter range used here, $\tau_{BA}$ should be inversely proportional to $d_A$. The simulation data confirm this relationship (Figure 5.3B).

Figure 5.3: (A) Dependency of the number of collisions $N$ and the recurrence time $\tau_R$ on the threshold distance $d_A$. $N$ is well described by a linear relationship to $d_A$, $\tau_R$ appears to be inversely proportional to $d_A^2$. (B) $\tau_{BA}$ (the direct measurement is shown here) can be modeled as $\tau_{BA} \sim d_A^{-1}$.

The gain in computation time that is accomplished by the MEC approach is the ratio between $\tau_{BA}$ and $\tau_{AB}$. Since $\tau_{AB}$ depends only very weakly on $d_A$, the gain is also proportional to $d_A^{-1}$. In the parameter range covered here, it reaches a factor of 300 in the case of $d_A = 5$.

5.5.2 Computation of the recurrence time

As laid out in section 5.4.2, the recurrence time $\tau_R$ can be calculated in a smaller confinement and extrapolated using the relationship (5.8).

In this case, $P(X \in \mathcal{S})$ can be calculated analytically. I have defined $\mathcal{S}$ as the set of system states from which the state $A$ can be reached within a given small time interval $\Delta \tau$. It is convenient to chose $\Delta \tau$ as one time step of the simulation.

It is important to note that we are not interested in what happens while the two loci are in contact. Therefore, the clock is halted as long as the system is in state $A$. This is equivalent to a setting in which the volume in the state space that is occupied by state $A$ is inaccessible (in this case, the attempt to enter is counted as a collision). Therefore, the probability that the system state lies in $\mathcal{S}$ is the probability that the distance between the spot lies between $d_A$ and $d_A + 2l$ where $l$ is the step length of the walks. This probability
can be derived from equation (3.6):

\[ P(\delta)d\delta = 3\delta^2 - \frac{9}{2}\delta^3 + \frac{3}{10}\delta^5 \quad \text{with} \quad \delta = \frac{d}{R} \]  

(3.6)

\[ P_0(d_A \leq d \leq d_A + 2l) = \int_{\frac{d_A}{R}}^{\frac{d_A + 2l}{R}} P(\delta)d\delta \]  

(5.9)

\[ (5.10) \]

However, this probability has to be renormalized to account for inaccessibility of distances below \( d_A \):

\[ P(X \in \mathcal{S}) = P(d_A \leq d \leq d_A + 2l) \]

\[ \int_{\frac{d_A}{R}}^{\frac{d_A + 2l}{R}} P(\delta)d\delta \]

\[ = \frac{\int_{\frac{d_A}{R}}^{\frac{d_A + 2l}{R}} P(\delta)d\delta}{1 - \int_{0}^{\frac{d_A}{R}} P(\delta)d\delta} \]  

(5.11)

\[ \frac{6\frac{l}{R} \left( \frac{d_A}{R} \right)^2 + 12 \left( \frac{l}{R} \right)^2 \frac{d_A}{R} + 8 \left( \frac{l}{R} \right)^3}{1 - \left( \frac{d_A}{R} \right)^3 + \frac{9}{16} \left( \frac{d_A}{R} \right)^4 - \frac{1}{32} \left( \frac{d_A}{R} \right)^6} \]

\[ + \frac{\frac{9}{16} \left( \left( \frac{d_A}{R} + 2 \frac{l}{R} \right)^4 - \left( \frac{d_A}{R} \right)^4 \right) + \frac{1}{32} \left( \left( \frac{d_A}{R} + 2 \frac{l}{R} \right)^6 - \left( \frac{d_A}{R} \right)^6 \right)}{1 - \left( \frac{d_A}{R} \right)^3 + \frac{9}{16} \left( \frac{d_A}{R} \right)^4 - \frac{1}{32} \left( \frac{d_A}{R} \right)^6} \]

(5.12)

\[ P(X \in \mathcal{S}) = \frac{6\frac{l}{R} \left( \frac{d_A}{R} \right)^2 + 12 \left( \frac{l}{R} \right)^2 \frac{d_A}{R} + 8 \left( \frac{l}{R} \right)^3 + R \left( \frac{d_A}{R}, \frac{l}{R} \right)}{1 - \left( \frac{d_A}{R} \right)^3 + \frac{9}{16} \left( \frac{d_A}{R} \right)^4 - \frac{1}{32} \left( \frac{d_A}{R} \right)^6} \]

(5.13)

In the observed range \( (\frac{d_A}{R} < 0.1) \), the denominator is larger than 0.999 and therefore well approximated by 1. In the rest term \( R \left( \frac{d_A}{R}, \frac{l}{R} \right) \), the sum of the exponents of \( \frac{d_A}{R} \) and \( \frac{l}{R} \) is at least 4, suggesting that they can be neglected for small values of \( d_A \) and \( l \). Although the constant and the linear term become more important for very small values of \( d_A \), the sum is governed by the first term in the parameter range investigated here (Figure 5.4). This behavior explains the proportionality of \( \tau_R \) to \( d_A^{-2} \) observed in the simulations above.

In order to test the proportionality of \( \tau_R \) to \( P(X \in \mathcal{S})^{-1} \), I ran simulations with \( d_A = 10 \) and different values for the confinement radius \( R \). At first glance, it seems to be the same to vary \( d_A \) or \( R \) since \( P(X \in \mathcal{S}) \) depends only on the ratio \( \frac{d_A}{R} \). However, \( P(X \in \mathcal{S}) \) also depends on the step length \( l \), and it does matter if \( \frac{l}{R} \) or \( \frac{d_A}{l} \) stays constant. Therefore, I did not use the simulations with varying threshold distance above, but ran a separate set of simulations with varying confinement radius.
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5.5. Proof of concept and discussion

Figure 5.4: Probability for being close to a collision versus the collision distance $d_A$. (A) $P(d_A \leq d \leq d_A + 2l)$ in the observed range of $d_A$. The probability is well approximated by $6\pi l R (d_A/R)^2$. (B) $P(d_A \leq d \leq d_A + 2l)$ in the full range of $d_A$.

The results are shown in Figure 5.5. By reducing the confinement radius from 1000 to 20, $\tau_R$ (and thereby the computation time) can be reduced by five orders of magnitude (panel A). The estimated true recurrence time is largely independent of the the confinement radius in the observed range. Step length effects are not detectable. However, the directly measured recurrence time is consistently underestimated. Further investigation is required to elucidate this effect.

Figure 5.5: (A) Recurrence time $\tau_R$ for different confinement radii. Each value was calculated from 10000 simulations with collision threshold $d_A = 10$ and step length $l = 1$. (B) Estimated full recurrence times were obtained by rescaling the value for $\tau_R$ measured in the small system with the factor $P_R(X \in \mathcal{S})/P_{1000}(X \in \mathcal{S})$, according to equation (5.8). The value that was measured directly (see Table 5.1) is consistently underestimated.
5.5.3 The effect of peripheral anchoring

As discussed before, the nuclear envelope is an important scaffold for nuclear organization in budding yeast. There is evidence that it also plays a role in DNA damage repair [Therizols et al., 2006, Nagai et al., 2008]. One question within this project is how nuclear organization influences specifically the duration of homology search. I used the simple random walk model that I introduced above, to get an impression of the impact that the peripheral anchoring of one or both spots could have on homology search.

I looked at five scenarios:

1. Both spots are moving inside the confinement.
2. One spot is moving internally and the other on the surface of the confinement.
3. One spot is moving internally, the other is fixed to one position at the periphery.
4. Both spots are moving on the surface.
5. One spot is moving on the surface of the confinement, the other one is fixed to one position.

In this study, I focused on a collision threshold of $d_A = 10$ and a confinement radius of 1000. The threshold distance $d_B$ for entering state $B$ was set to the average distance in the respective scenario. It was set to $\frac{35}{35} \cdot 1000 = 1028.6$ in scenario 1, $\frac{5}{2} \cdot 1000 = 1200$ in scenarios 2 and 3, and to $\frac{4}{3} \cdot 1000 = 1333.3$ in scenarios 4 and 5 (see section 3.4.2). I did not make use of the fast calculation of $\tau_R$, but carried out simulations of the whole $A$-$B$-$A$ cycle. However, $\tau_R$ could be computed in the same way as presented in the previous section. The only modification that would be required is the replacement of the probability density function $P(\delta)$ by the correct one for the respective scenario (see also section 3.4.2).

The results of my simulations are shown in Table 5.3. The transition time $\tau_{BA}$ is the smallest by far in scenario 4, in which both loci move along the periphery. It is more than 5 times smaller than for two internal loci (scenario 1) and more than 20 times smaller than in the slowest scenario (scenario 3, one spot internal, one fixed at the periphery).

It is important to note that the two fastest scenarios (4 and 5) both require that the movement (or fixed position) of both loci is restricted to the surface of the confinement. This requirement is difficult to realize for a cell in response to the detection of a DSB. Since the homology search itself results in the identification of the homologous template, this template site cannot be specifically relocated to the periphery at the beginning of the search. Moreover, the relocation of only the break site to the periphery (scenarios 2 and 3) would be most detrimental. At least in this simple diffusive model, it is the best reaction with respect to the speed of homology search not to change the position of an internal site of damage. If the damaged locus is already at the periphery, the recommended reaction depends on assumptions about the location of the template locus. If the template can be expected to be
Table 5.3: Parameters and results for the simulation of the whole A-B-A cycle in 5 different locus position scenarios (see text): number of simulation cycles, average transition time from A to B, number of collisions during the A to B transition (including the prime collision at the start), mean recurrence time, average transition time from B to A (measured directly). The threshold distance for entering A was 10 nm.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>n</th>
<th>$\tau_{AB}[10^6]$</th>
<th>N</th>
<th>$\tau_R[10^6]$</th>
<th>$\tau_{BA}^{(direct)}[10^6]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1000</td>
<td>0.739 ± 0.018</td>
<td>10.33 ± 0.33</td>
<td>10.94 ± 0.11</td>
<td>112.2 ± 3.4</td>
</tr>
<tr>
<td>2</td>
<td>1000</td>
<td>1.062 ± 0.024</td>
<td>11.31 ± 0.34</td>
<td>20.93 ± 0.20</td>
<td>235.7 ± 7.3</td>
</tr>
<tr>
<td>3</td>
<td>1000</td>
<td>1.808 ± 0.038</td>
<td>15.58 ± 0.48</td>
<td>28.36 ± 0.23</td>
<td>439 ± 13</td>
</tr>
<tr>
<td>4</td>
<td>1000</td>
<td>1.152 ± 0.027</td>
<td>42.8 ± 1.3</td>
<td>0.5055 ± 0.0024</td>
<td>20.50 ± 0.68</td>
</tr>
<tr>
<td>5</td>
<td>1000</td>
<td>2.395 ± 0.056</td>
<td>67.9 ± 2.1</td>
<td>0.6505 ± 0.0025</td>
<td>41.8 ± 1.4</td>
</tr>
</tbody>
</table>

attached to the periphery as well (e.g. both sites are telomeres), then the break site should stay attached as well. If in contrast, the template must be expected to be internal, then the site of damaged should be released.

At the current point of this study, I have not investigated the effects of increased mobility on the duration of homology search. It is plausible, however, that an increased speed of either one or both loci would speed up the search. It has been shown that certain chromatin remodeling complexes are able to increase the speed of the movement of a chromosomal locus, possibly by increasing the flexibility of the chromatin fiber [Neumann et al., in preparation]. On the other hand, fast movement of the loci might impair the recognition of the homology. This is a question that cannot be addressed within this simple model.

In the preceding discussion, I have only compared the simulation results to each other internally. This has also been the main purpose of my simulations carried out so far: a confirmation of the applicability and usefulness of the MEC approach and a first comparison of different positioning scenarios of loci in the nucleus. In order to relate the results to biological data, one has to define the time step of the simulation. In any case, the applicability of the results presented here to the homology search of chromosomal loci is limited because they cannot be expected to move in a random-walk-like fashion.

However, to get a first idea of the duration of homology search, one can use the time calibration for the movement of an excised chromatin ring (see chapter 4). In this project, I found that the movement of such a ring is well described by a random walk with step size 1 nm and 44602 steps per second. Using this value, one can calculate that it would take two excised rings about 8 min on average to get in contact (defined by a collision distance of 10 nm) if moving along the periphery and about 40 min if moving internally.

Chromosomal loci have been shown to move more slowly due to the drag of the chromatin fiber [Gartenberg et al., 2004]. The possible entanglement of the chromosomes may lead to a further increase of the duration of homology search. Moreover, it has to be investigated...
how this entanglement might impair the MEC approach. Additionally, an important, but not well known parameter is the collision threshold $d_A$. This parameter does not have to be the physical distance that break and template site have to reach. Depending on the exact question one wants to answer, it can also comprise various reaction parameters, e.g. the probability that strand invasion actually takes place when the two sites come close to each other [Merlitz et al., 2006]. These questions are subject to further investigations, which will be based on polymer modeling with corchy++ (see section 2.4).
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Discussion

The aim of my thesis was to develop and apply mathematical and computational models to elucidate fundamental mechanisms of chromosomal organization in budding yeast. For a long time it has been clear that the spatial organization of chromosomes within the nucleus is not random, and the relationship between chromatin reorganization and nuclear processes such as transcriptional regulation and DNA damage repair is still a much studied and poorly understood field. A key component of my approach was to start out with a minimal system and apply successive refinements in order to approximate the situation in a living cell. For each aspect of nuclear organization I investigated, a constant evaluation of the models with respect to experimental results allowed the identification of important determinants that govern the behavior of the investigated systems.

I started by analyzing the previously observed looping of telomeres, focusing on the relationship between telomere anchoring and telomere-telomere interaction. My initial model described a single chromosome in the yeast nucleus by a polymer model. Apart from confinement to the nucleus and the elastic attachment of the centromere to the spindle pole body, the conformation of the chromosome was unconstrained. The results of the computer simulations showed that this minimal model did not reproduce our experimental results. However, this is not a negative result per se, but is part of the approach and useful information could still be extracted.

The results showed that the initial model was oversimplified. The chromosomes showed on average a smaller telomere-telomere distance in laboratory microscopy experiments than modeled in free solution, suggesting that the telomeres are brought together by some influence not included in the model. Importantly, the modeling showed that the anchoring of the telomeres alone has the opposite effect and increased the average telomere-telomere distance. It would be very difficult to show this direct effect experimentally since one can usually not exclude that a manipulation of anchoring would affect telomere-telomere interaction in other ways.

However, the model with anchored telomeres allowed free movement along the periphery. Therefore, the anchoring of the telomeres could decrease the distance more indirectly. First,
the telomeres could be fixed to the nuclear envelope in close proximity, which would trivially lead to a small average distance. Alternatively, the attachment could only slow down the movement of telomeres along the periphery. This would allow the exploration of the whole nuclear periphery in principle but maybe not during the limited time of interphase.

Again, different explanations for slow movement at the periphery are possible. Telomeres are attached to an anchor in the nuclear membrane. This anchor has to diffuse inside the membrane, which must be expected to be slower than diffusion in free solution. Also, the association with a telomere cluster could slow down the movement of a single telomere.

In any case, fixing or reducing the movement of telomeres at the nuclear periphery can only explain the perpetuation of a small telomere-telomere distance. In this case, the question is how a small distance between telomeres is established. This is a biological question that cannot be answered by the initial model. This result provides us with an example of how theoretical modeling can yield a feedback to the experimental investigation. In this case, the modeling showed that there must be a mechanism that leads to the observed juxtaposition of telomeres of the same chromosome. [Schober et al., 2008] have proposed a model in which the Rabl conformation of chromosomes gets fixed by attachment of the telomeres at the end of mitosis. This model could be the basis for further computational modeling investigating if the mitotic movement of a chromosome can result in a telomere-telomere distance as small as determined experimentally.

The simulation of intrachromosomal distances revealed that telomeric anchoring increases the average telomere-telomere distance. However, it also showed that in contrast, the frequency of very close juxtaposition is increased. This result makes an interesting link to my investigations of the homology search process during DNA double-strand break repair. The random walk simulations in the context of this project showed that the restriction of both loci to movement only on the surface of the confinement leads to a dramatic decrease of the duration of homology search. This effect also remains – although to smaller extent – if one of the loci is fixed to one position on the nuclear periphery.

This result is in turn connected to my investigations of the asymmetric distribution of plasmids after mitosis in budding yeast. In this project, I found that the segregation bias of ARS plasmids in yeast can be explained by the geometric barrier that the dividing nucleus imposes onto the plasmid diffusion. In agreement with the results of the homology search simulations, the transfer probability of the plasmid into the daughter nucleus was greatly increased if the plasmid movement was restricted to the nuclear periphery. This behavior agrees with the mathematical prediction that the time to escape from a confining volume through a small window is decreased if the object moves along the surface of the confinement. This analytical result is restricted to the case of very small escape windows and is therefore not directly applicable to the plasmid segregation problem. However, it suggests that the plasmid shows the same behavior, which was confirmed by my simulations. Interestingly, the mathematical result is even more applicable to the homology search problem because the collision threshold is usually smaller than the tunnel of the dividing nucleus. The escape
of the plasmid from the mother nucleus and the collision of the randomly moving locus with its fixed homologous partner are — within the scope of the respective models — the same thing. It would be interesting to find out if the theory of narrow escape can be extended to the case of two moving spots instead of one moving spot and one fixed escape window.

The investigations of the spatial organization of yeast chromosomes within my thesis work focused on the effects of change in position, especially anchoring to the nuclear periphery. However, it has been shown that also the mobility of chromosomal loci is regulated [Neumann et al., in preparation]. We showed in this work that chromatin remodelers are able to increase the mobility of a locus. We propose that the chromatin remodeling increases the flexibility of the chromatin fiber which then weakens the restraint that the fiber imposes on the movement of a locus. Within the ongoing investigation of homology search in yeast, I am going to investigate this important question of the influence of locus mobility on the duration of homology search.
Appendix A

Mathematical Tools

A.1 Antisymmetric functions

Let \( f : \mathbb{R} \to \mathbb{R}, x \mapsto f(x) \) be a function. \( f \) is called antisymmetric with respect to \( a \) if

\[
f(a - x) = -f(a + x) \quad \forall x \in \mathbb{R}.
\]

If \( a \) is not mentioned, it is assumed to be 0. If a function \( f \) is antisymmetric with respect to \( a \), then any integral over an interval symmetric to \( a \) vanishes:

\[
\int_{a-b}^{a+b} f(x) \, dx = \int_{a-b}^{a} f(x) \, dx + \int_{a}^{a+b} f(x) \, dx
\]

\[
= \int_{0}^{a} f(a + x) \, dx + \int_{-b}^{0} f(a + x) \, dx
\]

\[
= -\int_{-b}^{0} f(a - x) \, dx + \int_{0}^{b} f(a + x) \, dx \quad \text{(antisymmetry)}
\]

\[
= \int_{b}^{0} f(a + x) \, dx + \int_{0}^{b} f(a + x) \, dx \quad \text{(substitution } x \mapsto -x)\]

\[
= -\int_{0}^{b} f(a + x) \, dx + \int_{0}^{b} f(a + x) \, dx
\]

\[
= 0
\]
A.2 Integrals

I assume standard knowledge about integration including the primitives of elementary functions like power functions, exponential functions etc. and integration methods like integration by parts and substitution. All these things can be found in any elementary calculus text book. The following primitive functions are also not very advanced, but I include them for completeness.

A.2.1 Integrals involving trigonometric functions

\[
\int \sin^2 x \, dx = \int \left( \frac{1}{2} \sin^2 x + \frac{1}{2} \cos^2 x + \frac{1}{2} \sin^2 x - \frac{1}{2} \cos^2 x \right) \, dx \\
= \int \left( \frac{1}{2} - \frac{1}{2} \cos(2x) \right) \, dx \\
= \frac{1}{2} x - \frac{1}{4} \sin(2x) + C
\]

\[
\int \cos^2 x \, dx = \int (1 - \sin^2 x) \, dx \\
= x - \left( \frac{1}{2} x - \frac{1}{4} \sin(2x) \right) + C \\
= \frac{1}{2} x + \frac{1}{4} \sin(2x) + C
\]

\[
\int \sin^3 x \, dx = \int (1 - \cos^2 \theta) \sin \theta \, d\theta \\
= - \cos \theta + \frac{1}{3} \cos^3 \theta + C
\]
Appendix B

Detailed Derivations

B.1 Two spots inside a sphere

Case 1: $0 \leq r \leq 1$ (the distance is smaller than the radius of the sphere)

Case 1.1: $0 \leq \rho \leq 1 - r$ (no intersection, Figure B.1A)

$$\hat{P}(\rho, r) = \frac{4\pi r^2}{\frac{4}{3} \pi} = 3r^2$$
\[ \tilde{P}(\rho, r) = \tilde{P}(\rho) \cdot \hat{P}(\rho, r) \]
\[ = 3\rho^2 \cdot 3r^2 \]
\[ = 9\rho^2 r^2 \]

Figure B.2: (A) Case 1.2.1. (B) Case 1.2.2.

Case 1.2: \(1 - r < \rho \leq 1\) (intersection, Figure B.2)
Case 1.2.1: \(\rho^2 \leq 1 - r^2\)
Let \(h\) be the height of the spherical cap whose surface is needed: \(h = r + x\). The theorem of Pythagoras yields:
\[
1 = (\rho + x)^2 + y^2
\]
\[r^2 = x^2 + y^2\]
\[h = \frac{1 - (r - \rho)^2}{2\rho}.
\]

Case 1.2.2: \(\rho^2 > 1 - r^2\)
\[h = r - x\]
\[1 = (\rho - x)^2 + y^2\]
\[r^2 = x^2 + y^2\]
Chapter B. Detailed Derivations

B.1. Two spots inside a sphere

\[ h = \frac{1 - (r - \rho)^2}{2\rho}. \]

Let \( S \) be the surface of the spherical cap (which is also correct if \( h > R \)):

\[ S = 2\pi Rh. \]

From this, it follows:

\[ \hat{P}(\rho, r) = \frac{3r}{4\rho}(1 - (r - \rho)^2) \]
\[ \tilde{P}(\rho, r) = \frac{9}{4}\rho r(1 - (r - \rho)^2). \]

This yields the following result for case 1:

\[ P(r) = \int_{0}^{1} \hat{P}(\rho, r) d\rho \]
\[ = 3r^2 - \frac{9}{4}r^3 + \frac{3}{16}r^5. \]

Case 2: \( 1 < r \leq 2 \) (the distance is larger than the radius of the sphere)

Case 2.1: \( \rho \leq r - 1 \) (no intersection, Figure B.1B)

\[ \hat{P}(\rho, r) = 0 \]
\[ \tilde{P}(\rho, r) = 0. \]

Case 2.2: \( r - 1 < \rho \leq 1 \) (intersection, Figure B.3)

Case 2.2.1: \( \rho^2 \leq r^2 - 1 \)

\[ h = r - x \]
\[ 1 = (x - \rho)^2 + y^2 \]
\[ r^2 = x^2 + y^2 \]
\[ h = \frac{1 - (r - \rho)^2}{2\rho}. \]

Case 2.2.2: \( \rho^2 > r^2 - 1 \)

\[ h = r - x \]
\[ 1 = (\rho - x)^2 + y^2 \]
\[ r^2 = x^2 + y^2 \]
\[ h = \frac{1 - (r - \rho)^2}{2\rho}. \]

\[ \tilde{P}(\rho, r) = \frac{3r}{4\rho}(1 - (r - \rho)^2) \]
\[ \tilde{P}(\rho, r) = \frac{9}{4} \rho r (1 - (r - \rho)^2). \]

This yields the same result as for case 1:

\[ P(r) = \int_{0}^{1} \tilde{P}(\rho, r) \, d\rho \]
\[ = 3r^2 - \frac{9}{4}r^3 + \frac{3}{16}r^5. \]
Appendix C

Driver’s License

Once you have written your PhD thesis it will accompany you for the rest of your life. You have poured many thoughts into it which you can always refer back to. Wouldn’t it be nice if your thesis could also help you in situations of everyday life? Just imagine you get stopped by the police and asked for your driver’s license and you can just answer: “It’s in my thesis.” Well, I can...

Figure C.1: Driver’s license outside.
Figure C.2: Driver’s license inside.
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