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Abstract. We consider subrings $S$ of rings $R$ such that $R = S \oplus V$ with $V$ either
two sided invariant under multiplication by $S$ or invariant under the commutator
with $S$. We show that some important properties of $R$ are inherited by $S$ under
such conditions. One is the FCR-property which says that every finite dimensional
representation is completely reducible. Another application gives a characteriza-
tion (in characteristic zero) of reductive subgroups of reductive groups.

Introduction

Enveloping algebras of finite dimensional semisimple Lie algebras (in character-
istic zero) possess the remarkable property that their finite dimensional repre-
sentations are completely reducible. We call this the FCR-property (see §3).
Are there other wide classes of algebras with this property? In [KrS94] it was
shown that the fixed rings of actions of finite group on such FCR-algebras are
also FCR (see Proposition 3). Additionally, it was shown that fixed rings of such
actions on enveloping algebras yielded really “new” examples.

In general, if $R$ is a ring and $H$ a finite group of automorphisms of $R$ with the
order of $H$ invertible in $R$, then the fixed point ring $R^H$ is a direct summand of
$R$ as an $R^H$-bimodule. Thus, it is reasonable to ask whether the FCR-property
of a ring $R$ is inherited by a subring $A$ such that $R$ is a finitely generated
(left) $A$-module and $R = A \oplus V$ where $V$ is an $A$-bimodule. The answer is
yes (Theorem 3), and this theorem is an easy generalization of an elementary
result which says that a subring $A$ of a semisimple ring is semisimple if it admits
a complement which is left and right stable under $A$ (Theorem 1). In fact, it
turned out that in characteristic $\neq 2$ it suffices to assume that the complement
is stable under commutation with $A$ (Proposition 1).

These results are consequences of what we call the “Main Lemma” (and its
proof) which is a criterion for the vanishing of the nilradical of a Lie subring of
a semisimple ring. The Main Lemma also implies some important properties of
closed subgroups of reductive linear algebraic groups.
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§ 1. Direct summands of semisimple rings

In this paper all rings \( R \) contain a unit element \( 1 = 1_R \). As usual, we call a ring \( R \) semisimple if \( R \), considered as a left \( R \)-module is semisimple (cf. [Pi82, 3.1]). Also we will use the notation \([a, b] = ab - ba\) for the commutator of two elements in a ring. A \( Z \)-submodule \( L \) of a ring \( R \) is called a Lie subring if \( L \) is closed under commutation, \([L, L] \subset L\). Finally, a \( Z \)-submodule \( N \subset L \) is called an ideal if \([L, N] \subset N\).

Main Lemma. Let \( R \) be a semisimple ring and assume that \( 2 \) is invertible in \( R \). Let \( L \subset R \) be a Lie subring such that \( R = L \oplus V \) where \( V \) is a \( Z \)-submodule with \([L, V] \subset V\). Then every ideal of \( L \) consisting of nilpotent elements is trivial.

Proof. By Wedderburn’s Theorem ([Pi82, 3.5]), \( R \) is a finite direct sum of matrix algebras over division rings:

\[
R = M_{n_1}(D_1) \oplus M_{n_2}(D_2) \oplus \cdots \oplus M_{n_s}(D_s).
\]

Let \( N \subset L \) be an ideal consisting of nilpotent elements and let \( x \in N \). Then there exist \( y, h \in R \) such that \([x, y] = h\) and \([h, x] = 2x\). In fact, this is a direct consequence of the Jordan normal form for nilpotent matrices in matrix rings over division algebras applied to each component \( x_i \in M_{n_i}(D_i) \) of \( x \).

Now write \( h = h_L + h_V \), \( y = y_L + y_V \) where \( h_L, y_L \in L \) and \( h_V, y_V \in V \). Then the assumption on the subspace \( V \) implies that \([x, y_L] = h_L\) and \([h_L, x] = 2x\). In particular, \( h_L \in N \) which implies that \( h_L \) is nilpotent. So \( \text{ad}(h_L) \) is nilpotent on \( R \). Since \( \text{ad}(h_L)x = 2x \) we get \( x = 0 \).

The first application is the following proposition. Recall that a semisimple ring is always (left) Artinian, i.e., it satisfies the descending chain condition for left ideals. We will denote this condition by “dcc”.

Proposition 1. Let \( A \) be a subring of a semisimple ring \( R \). Assume that \( 2 \) is invertible in \( R \) and that \( R = A \oplus V \) where \( V \) is a \( Z \)-submodule with \([A, V] \subset V\). Then every nilpotent ideal of \( A \) is trivial. In particular, if \( A \) satisfies dcc, then \( A \) is semisimple.

Proof. The first statement is an immediate consequence of the Main Lemma. The second statement follows from the first since for every (left) Artinian ring \( A \) the radical \( J \subset A \) is nilpotent and \( A/J \) is semisimple (see [Pi82, 3.1 Proposition a and 4.4 Proposition]).

We do not know if Proposition 1 also holds in characteristic 2. However, the following result allows us to say something in the associative situation. We will give two proofs. The first one is in the spirit of the proof of the Main Lemma, the second is due to Guralnick and uses different methods.

Let us point out that this theorem can also be obtained from results in [Be71] (see proof of Proposition 1.2), although it is not stated explicitly.
Theorem 1. Let $A$ be a subring of a semisimple ring $R$ such that $R = A \oplus V$ as an $A$-bimodule. Then $A$ is also semisimple.

First proof. If $I$ is an ideal of $A$ then $RI = I \oplus VI$ which implies that $RI \cap A = I$. Thus $A$ satisfies dcc. Therefore, it suffices to prove that the radical $N$ of $A$ is zero. For that purpose it is enough to show that if $x \in N$ and $x^2 = 0$ then $x = 0$.

As before, we use the decomposition

$$R = M_{n_1}(D_1) \oplus M_{n_2}(D_2) \oplus \cdots \oplus M_{n_s}(D_s)$$

to put each component $x_i$ of $x$ into Jordan normal form. Since $x^2 = 0$ we see that the Jordan blocks have at most size $2 \times 2$. Let $y \in R$ be the “transpose” of $x$, i.e., $y = \sum x_i^t$, and set $h := xy$. A simple calculation shows that $hx = x$. As before we write $y = y_A + y_V$ with $y_A \in A$ and $y_V \in V$. Then $h = xy_A + xy_V$ with $xy_A \in A$ and $xy_V \in V$. Set $h_A = xy_A$ and $h_V = xy_V$. Then $h_A x \in A$ and $h_V x \in V$ and so $x = hx = h_A x$. But $h_A = xy_a \in N$ and therefore $(h_A)^k = 0$ for some $k$. It follows that $x = (h_A)^k x = 0$. \( \Box \)

Second proof (Guralnick). It is a direct consequence of the definition that an algebra is semisimple if and only if every left ideal is a direct summand. Let $I$ be a left ideal of $A$. It follows that $RI = I \oplus VI$ and so $I$ is a direct summand of $RI$ as a left $A$-module. By assumption, $RI$ is a direct summand of $R$ as an $R$-module. Hence, the left ideal $I$ is a direct summand of $A$. \( \Box \)

As a corollary we recover an old theorem of Levitzki (see [Mo80, Chap. 1, Theorem 1.15]).

Corollary 1. If $R$ is a semisimple ring and $H$ a finite group of automorphism of $R$ such that the order $|G|$ is invertible in $R$, then the fixed point ring $R^H$ is also semisimple.

§2. Applications to reductive groups

We can look upon Proposition 1 and Theorem 1 above as the assertion that under a certain hypothesis the invertible elements in a subalgebra $A$ of the matrix ring $M_n(K)$ over a field $K$ form a reductive affine algebraic group. That result has the following generalization.

Theorem 2. Let $G$ be a (Zariski-)closed subgroup of $\text{GL}_n(K)$ where $K$ is an algebraically closed field of characteristic not equal to 2. If $M_n(K) = \text{Lie}(G) \oplus V$ such that $[\text{Lie}(G), V] \subset V$, then $G$ is reductive.

Proof. Let $R_u(G)$ be the unipotent radical of $G$. Putting $L := \text{Lie}(G)$ and $N := \text{Lie}(R_u(G))$, then $N$ is a nilpotent ideal and the hypotheses of the Main Lemma are satisfied. Thus $N = (0)$ and so $R_u(G) = \{1\}$. \( \Box \)

In characteristic 0, the above theorem gives a characterization of closed reductive subgroups of a reductive affine algebraic group.
Corollary 2. Let $G$ be a reductive affine algebraic group over an algebraically closed field of characteristic 0 and let $H \subset G$ be a (Zariski-)closed subgroup. Then $H$ is reductive if and only if $\text{Lie}(H)$ has an $\text{Ad}(H)$-stable complement in $\text{Lie}(G)$.

This follows since the notions of reductive algebraic group and linearly reductive algebraic group coincide in characteristic 0. This means that every finite dimensional representation of a reductive algebraic group in characteristic zero is completely reducible.

There is a partial converse to Theorem 2 above, valid in “good characteristic”.

Proposition 2. Assume that the characteristic of $K$ is different from 2, 3 and 5. Then a connected affine algebraic group $G$ is reductive if and only if there exists a group $G' \text{ isogenous to } G$ and a closed embedding $G' \subset \text{GL}_n(K)$ (for some $n$) such that $\text{Lie}(G')$ admits an $\text{Ad}(G')$-stable complement in $M_n(K)$.

Proof. In light of the above we need only to show that if $G$ is reductive then such an isogeny exists. For a simple group $G$ this is the content of Proposition 1 (p. 104) in [St74]. In general, we use the well-known fact that a connected reductive group is isogenous to a product of simple groups and a torus. □

The following result (in characteristic 0) is one of Cartan’s criteria.

Corollary 3. Let $K$ be a field with char($K$) ≠ 2. If $\mathfrak{g}$ is a Lie subalgebra of $M_n(K)$ such that the form $B(X,Y) := \text{tr}(XY)$ is non-degenerate on $\mathfrak{g}$ then every nilpotent ideal of $\mathfrak{g}$ is trivial. In particular, if $G \subset \text{GL}_n(K)$ is a (Zariski-)closed subgroup such that the form $B$ restricted to $\text{Lie}G$ is non-degenerate then $G$ is reductive.

Proof. Set $V := \{Y \in M_n(K) \mid B(Y, X) = 0 \text{ for all } X \in \mathfrak{g}\}$. Then $[\mathfrak{g},V] \subset V$ and $V \cap \mathfrak{g} = (0)$. Thus the Main Lemma of §1 implies the result. □

§3. The FCR-property for direct summands

It is well-known that the enveloping algebra $\mathfrak{U}(\mathfrak{g})$ of a semisimple Lie algebra $\mathfrak{g}$ in characteristic zero has the following two important properties:

- Every finite dimensional representation of $\mathfrak{U}(\mathfrak{g})$ is completely reducible.
- $\mathfrak{U}(\mathfrak{g})$ is residually finite dimensional, i.e., the intersection of the kernels of all finite dimensional representations is zero.

The first property is due to Weyl, the second to Harish-Chandra (see [Dix77, 2.5.7, p. 84]).

In the following we consider algebras $A$ over arbitrary fields $K$ which satisfy these two properties. For this purpose we introduce the following condition FCR (= “Finite dimensional representations are Completely Reducible”):

(FCR) The algebra $A$ is residually finite-dimensional and every finite dimensional representation of $A$ is completely reducible.
Well-known examples of FCR-algebras (in characteristic zero) are the enveloping algebras of semisimple Lie algebras and their factor algebras (and, of course, the finite dimensional semisimple algebras) and the quantum enveloping algebras $U_q(g)$ for $q$ not a root of unity. In [KrS94] we showed that one can construct many more such algebras by using the following proposition (loc. cit. Proposition 1).

**Proposition 3.** Let $R$ be a noetherian $K$-algebra satisfying condition FCR and let $H$ be a finite group of automorphisms of $R$ where $|H|$ and char $K$ are prime. Then the invariant algebra $R^H$ also satisfies FCR.

In fact, it is not hard to see that $R$ is a finitely generated $R^H$-module. Therefore, the claim is a consequence of the following more general result.

**Theorem 3.** Let $R$ be a $K$-algebra and $A \subset R$ a subalgebra. Assume that $R$ is finitely generated as an $A$-left module and that $R = A \oplus V$ where $V$ is an $A$-bimodule. If $R$ satisfies FCR, then so does $A$.

**Proof.** It is obvious that $A$ is residually finite-dimensional. So it remains to prove that $A/I$ is semisimple for every two sided ideal $I \subset A$ of finite codimension. For this it suffices to show that every left ideal $J/I \subset A/I$ is a direct summand.

We have

$$RI = I \oplus VI \subset RJ = J \oplus VJ \subset R = A \oplus V$$

and so

$$RJ/RI = J/I \oplus VJ/VI \subset R/RI = A/I \oplus V/VI.$$ 

By assumption, $R/RI$ is a finite-dimensional $R$-module and therefore semisimple. Thus the submodule $RJ/RI$ is a direct summand. It follows that $J/I$ is a direct summand of $R/RI$ as an $A$-module, hence a direct summand of $A/J$. 

\[\square\]
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